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Communications regulation information

FCC statement

This equipment has been tested and found to comply with the limits for a Class B digital device
in accordance with the specifications in Part 15 of FCC rules. See instructions if interference to
radio or television reception is suspected.

Radio and television interference

The equipment described in this manual generates, uses, and can radiate radio-frequency
energy. If it is not installed and used properly—that is, in strict accordance with Apple’s
instructions—it may cause interference with radio and television reception.

This equipment has been tested and found to comply with the limits for a Class B digital device
in accordance with the specifications in Part 15 of FCC rules. These specifications are designed
to provide reasonable protection against such interference in a residential installation. However,
there is no guarantee that interference will not occur in a particular installation.

You can determine whether your computer system is causing interference by turning it off. If
the interference stops, it was probably caused by the computer or one of the peripheral devices.

If your computer system does cause interference to radio or television reception, try to correct
the interference by using one or more of the following measures:

= Turn the television or radio antenna until the interference stops.
= Move the computer to one side or the other of the television or radio.
= Move the computer farther away from the television or radio.

= Plug the computer into an outlet that is on a different circuit from the television or radio.
(That is, make certain the computer and the television or radio are on circuits controlled by
different circuit breakers or fuses.)

If necessary, consult an Apple-authorized service provider or Apple. See the service and support
information that came with your Apple product. Or, consult an experienced radio/television
technician for additional suggestions.

IMPORTANT Changes or modifications to this product not authorized by Apple Computer, Inc.,
could void the FCC Certification and negate your authority to operate the product.

This product was tested for FCC compliance under conditions that included the use of Apple
peripheral devices and Apple shielded cables and connectors between system components. It is
important that you use Apple peripheral devices and shielded cables and connectors between
system components to reduce the possibility of causing interference to radios, television sets,
and other electronic devices. You can obtain Apple peripheral devices and the proper shielded
cables and connectors through an Apple-authorized dealer. For non-Apple peripheral devices,
contact the manufacturer or dealer for assistance.
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About This Guide

The guide gves a lasic orientaion © what RAID techndogy is and what it
can dg couped with guiddines for designing a RAID configuraion that
works for you. It then povides all he informaion youll need b set up
configure and admnister he Netvork Server PG RAID Disk Array Card
and its asociated sftware

What you need to know

This quide 5 ained at Nework Server admiistrabrs and it assumes the
same level of knowledge that s requred or general Netvork Server
admiistraton. You reed not knev AIX to get RAID up and running, but you
will need a bsic understading o AlX and AlXwindaws © use he piodud.
Before poceeding with the tasks cvered n this guide you shold familiarize
yoursdf with the materdl covered n Using AlX, AppleBlk Srvices and Mac
OS Uuilities an the Aple Network Server, espedally Chapter 2“I nstalling AlX
on Your Netvork Server”; Chapter 3“System $artup Logging In, Shutting
Down, and Rebooing’; Chapter 4“Using AlXwindows and the Gomnon
Desktop Environment’; and Chapter 8‘Managing Hle Storage with the Disk
Mangagement Uflity.” You shold ako hare a @od understading d the
Network Server hadware as @mvered n SHting Up the Ntwork Srver. Both o
these mauals are n the Netvork Server acessory Kit.




How to use this guide

Chapters 1-3 preparely for and lead pu through the lesic tesks d seting
up and @nfiguring your dik amray. Although the admiistratve taks wvered
in Chapters 4rad 5 mg not ke reeded ght avay, it is a @od dea b read
these hapters ardully before puting the RAID system nto operaton. This
allows you b pan an admhistraive stratgy that indudes regular nonitoring
and D put hat stratgy into éfed immediatdy.

Onscreen help

The Netvork Server PG RAID Disk Array Configuraion Uflity and
Diagnostcs Utlity dispgay onscreen messages detailhg steps ad optons
within eat procedure Also, an onscreenerson d Chapter 5
“Administering the Disk Array With the Disk Array Manager,” can be
accessed fom the Hdp menu any time the Disk Array Manager is running.

X
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Planning for RAID

A RAID controller is a paverful tod for proteding data or speding up dsk
read/write ogratons or boh. This chapter orientsqu b the Netvork Server

Pd RAID Disk Array hadware and software It then focuses on deigning a
RAID approad that & right for you.




Product overview

The Netvork Server PG RAID Disk Array solution comhkines hadware and
software b suppott RAID levels0, 1, 5 6 (abo knowvn as 0+1) and 7 These
levels are gplained in detail n “Choosng a RAID Leve,” later n this
chapter

RAID hardware

Each Nework Server PG RAID Disk Array Card is a ful-featured RID
controller. Each controller indudes its avn central pocessng unit (CRJ) o
as b maimize performance and flexibility wit hin a dsk aray while
minimizing deg@ndence orhe Netvork Server CRU.

Both dynamic random-acess nenory (DRAM) and non-wlatile random-
access nenory (NVRAM) are sippotted. DRAM provides disk caching for
increaed rformance paticuairy in writes NVRAM stores the curent
configuraion, induding informaion on hagiware state

Firmware b sbred n extended ersalde programmake read-ont menory
(EEPROM). This allbws firmware b be uggraded wihout danging the ROM
chip set.

The @ntroller suppotts wo fast and wide SCSl channels, labeled 0 and 1
These hannels @an be wlsed wihh SCY 1l hard disks, whether fast and wide
or fast or wde and with SCS | disks.

Note: Beause he performance ¢ SCSl disks \aries cnsderalby, from fast
and wide Sl 1l on the high end, & odinary SCSl | disks on he low end, it
makes senseat use d&ks d the same type wherever posible.

Two 68-pn SCSl caldes are povided br conredion © the Netork Servers
intemal dsk aray. Each card can ako be mnneded b ore or tvo external
disk arrays uilizing a Nework Server Exemal SCS Cable for RAID Card,
availabde from your Apple-autorized Newvork Server dealerlf intemal and
extemal arays are onreded, hey beame ore large aray, distributed wer
the Netvork Servers wo indegendent €Sl channels

2
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All Network Server PG RAID Disk Array Cards indude a lattery ladup
endodure with a kattery for the piotedion d the DRAM cache The cntroller
suppotts the Array Endosure Management Interface (AEMI). AEMI
regulates the indicator lights on dsks in the intemal drive bays d the
Network Srver. AEMI also initiates aubmatc rebuilding when a dik is
damaed. Rebuilding is discussed n detail n boh Chapter 4 ad Chapter.5
AEMI requires onredion d a 26-pn AEMI calle, induded n your RAID
aacessory kit.

Full cad spedficatons @n be found h Appendix A “Spedfications’ The
RAID hardware & dispgayed in the illustraton tat fllows

RAID controller card

Backup battery

2 68-pin fast and wide
SCSI cables

68-pin wide SCSI connector External SCSI cable 68-pin SCSI mini-connector

Product overview 3



RAID software

The Netvork Server PG RAID Disk Array Card comes with oftware br
configuraion, nonitoring, and diegnosics.

Open Rrmware b the ROM-based ode hat @ntrols the Netvork Server
when an operaing s/stem ha not keen hstalled or$ not funtioning. Two
Open Frmware uilities are apdied on he Network Srver PCl RAID Disk
Array Qnfiguration and Diagnastics Uilities floppy disk induded n your
Network Server PG RAID accessory Kkit:

= The onfiguraion Uility i s ised b configure monitor, and admhister he
array when he operatng s/stem s not unning.

= The Diagnostcs Uility provides diegnosics for the @ard itsdf and for the
diks in the aray, again when te ogeratng s/stem & not unning.

AlX is the operatng s/stem sipdied with the Netvork Server. An

AlXwi ndows uility i s supdied on he Network Srver PCl RAID Disk Array

Manager CD-ROM disg which is ako induded in your acessory Kkit:

= The Disk Array Manager is a graphdal monitoring and admnistratve
program hat @n be wsed wile the aray is in operaton.

Adding additional arrays

You @n install up © 4 Netvork Server PG RAID Disk Array Cards ead
suppotting an aray of up © 14 diks d any Sze, for a btal d 56 disks. Each
controller fundions @mgetdy independently of all others

4
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Disk compatibility

You @n indude awy had disk that @n be wised wih the Netvork Server in a
RAID disk array. However, RAID treats all diks in an aray as thowh tey
were d the ame @padty as the smallst dik in the aray. The wider he
capadty gap the nore spacesiwested. e dsks o identcal capadty
wherever posible.

Total capacity

A maximum d 7 had disks @an be mnreded b eath SCSI channel of the
Disk Array Card, for a btal maimum d 14 had disks on wo SCSl channels
Note hat his btal @padty is per ontroller. Adding additonal Nework
Server PG RAID Disk Array Cards permits you o suppott an additonal 4
physical disks per ard. With 4 ontroller cards the ptysical maimum, up o
56 disks @n be managed ty RAID.

How the RAID controller coordinates the disk array

Each controller coordinates the diks in its aray in order b opimize data
availakility, performance and @padty. The spedfic stucture s detemined
by the numler d disks in the aray and the paticuar onfiguraion you
detemine (Configuraion is covered n Chapter 3‘Configuring the Disk

Array”)

Disks are frst giouped into packs also knavn as drive goups Disks that are
in an aray but not asigned b a pak are on stadby. Quch disks are ao
known as hat spares When a dik in a fdt-tolerant aray is damged, a
standby disk takes its pace Data fom the damaged dek is aubmatcally
rebuilt onto the standby disk, with no nterrupton in operatons

How the RAID controller coordinates the disk array 5



System drives, also knawvn aslogcal drives are created &m pa&s A system
drive @n indude a patrof a pak, an entre pak, or up b four pags,
provided eal pak has the same numler d had disks. The illustraton that
follows shavs the hierarby in graphc form.

RaID park

Rall sp=em diwes

Phpsics] diskes
wonneced o
Rall conraller

Non-disk SCSl devices (sich as CD-ROM drives or ta drives) that are on a
SCS channdl conrneded b a Netvork Server PG RAID Card are
aubmaically controlled by and acessed hrough the Disk Array Controller.
They are nothawever, grouped into the RAID hierardy discussed abue,
and they do not ount in the btals detemining posible RAID levels

Pack structure

A controller can suppot up b @ght pa&s, and eab pad can contan up o
eightdisks. The RAID configuraion uility i dentfies pa&s by letter (A
through H) and further idenffies the disks within a pak by numter (0
through 7)

Note: Packs @n be created wit disks d varying szes, but it is good pratice
to avoid this if posible. The @padty of such a pak equals the pioduct of the
numker d disks in the pak times the @padty of the smallst dik.

6  Chapter 1/ Planning for RAID



System drive structure

A system drve @n indude all or pat of a Sngle pad, or all or pat of a
comhbined pak (a goup d up  four pa&s) provided eab padk in the gioup
has the ame numler d hard disks The following illustraion shavs a RAID
configuraion with three gstem drnves created fsim a sngle pad contaning
three d&ks

Sysem dives 8 - A2

Fack & (3 drives)

You asign RAID levels, discussed n detail hter n this chapter to g/stem
drives. The numter d disks in the pa& on which the ystem dwe is besed
detemines which RAID levels are gailade. (When nore han ore pak is
induded n the ystem dnve, the numter o disks in any one pa& detemines
the RAID levels that @n be assigned b the ystem dive) If the sze d the
pack allows a ©idice d RAID levels, you dhoose or level (only) for the
system dwe

You @n create upa dght ystem dmves in eat aray, and eab g/stem drve
can contain up b four pa&s or potions d paks.

About hot spares and hot swapping

RAID classfies any disk not induded n a pak as a stadby dik, also knovn
as a hot spardn the event d a disk failure data fom the failed dik is
aubmaically rebuilt on the standby disk. With hot svappng, on he oher
hand, he admnistrabr renoves the damged dik and repaces it with
another disk of equal or greater apadty. The piocedure s @lled hot
svappng becauwse he sever stgs on vhile the disk exchange is made

How the RAID controller coordinates the disk array 7



If the Automatc Endosure Management Interface (AEMI) is enaked, & it
always shold be with arays that indude te intemal disks in the Netvork
Server, hot svapped diks aubmatcally begin rebuilding immediatdy after
they are nstalled. If AEMI is not enaled or B not sippoited, & in DMe
solely external arays, rebuilding must be initiated maually. For detait on
the hot svappng procedure see “Rbuilding on Redacenent Diks’ in boh
Chapter 4 ad Chapter.5

WARNING Many, but not all external arays sippott hot svappng. Be
sure b che your extemal aray's spedfications Hot svappng on an
array that daes not sippott the feature an cause dsk or g/stem dive
failure and datadss. Be sure b tum df the Netvork Server end the
external aray before svappng in a repacenent dik.

Choosing and applying a RAID strategy

The Netvork Server PG RAID Disk Array can increae performance or
increae data\ailakility, or boh. Performance and availakility are different
for eat RAID level. The dik capadty required Pr data redndancy also
varies. The RAID levels you asign are limited i the numler d disks you
have availade. Within that limitafon, your dhaice shold be besed on gur
needs ér capadty, performance and data eailahlity.

Profiling your array

Each aray has a diferent acess piofile—a spedfic type and frequeng of
read ad write agivity that s performed o/er the wurse 6dtime A video
sewer, for exkamge, typically writes data mfrequeniy but reads &k often
The files, typically, are \ery large This is far different fom a gneral-pupose
file sever dang continual but small read+ad-write operatons One RAID
configuraion art seve boh o these gstens equally well. 1dentfyi ng the
data acess piofile will help you detemine a stratgy that povides the
appopriate bend d capadty, availahility, and performance

8
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Choosing a RAID level

The following tabe lists RAID levels sippotted by the Netvork Server PG
RAID Disk Array and highlights he performance haraceristcs, as well as
the fadt tolerance (alility to mantain data ntegrity desgte disk failure) of eah

one

Supported RAID Levels

Description

RAID Fault
Level Tolerance
0 No

1 Yes

5 Yes

6 Yes

7 No

Data is striped across all disks in the array, resulting in very high
performance. No redundancy is provided.

May be used for system drives containing a pack or packs of two to
eight disks each.

Disks are paired and mirrored. All data is 100% duplicated on an
equivalent disk. Safety is maximized, while capacity is cut by 50%.
Access speed is equivalent to an individual disk under normal
circumstances, but will be lower during rebuilding.

May be used only for system drives containing a pack or packs of two
disks each.

Data is striped across several physical disks. Parity protection is used
for data redundancy, at a fraction of the disk overhead mirroring
requires. Disks read and write independently, so performance is
excellent, although lower than with RAID 0. The controller can recreate
lost data on a replacement disk without interrupting access by users,
and rebuilding can be manual or automatic.

May be used for system drives containing a pack or packs of three to
eight disks each.

Also known as RAID 0+1. Data is both striped and mirrored. Both
performance and fault tolerance are optimized, but disk capacity is
reduced by half, as with RAID 1.

May be used for system drives containing a pack or packs of three to
eight disks each.

Also known as “Just a Bunch of Drives,” or JBOD. The controller treats
each disk as a stand-alone disk, or, alternatively, disks may be
spanned and seen as a single large disk. A high-performance cache is
provided, but there is no striping and no data redundancy.

Choosing and applying a RAID strategy 9



May be used for system drives containing a pack or packs of one
disk each.

Choosing a RAID level to maximize storage capacity

The tabbe that ©llows shavs the the dfedive @padty (availade sorage
capadty minus overhead) br eat RAID level. Note hat N eqgals the
numter o disks in the aray, while X equals the aailade capadty of a sngle
disk (the smallst dik). Beause he RAID software szes all deks within a
pak acording to the sze d a smallst dsk, X may not eqal the ptysical
capadty of some induded dgks. The availabde capadty will , howvever, be the
same for all disks

Raid Levels and Effective Capacity

RAID Level Effective Capacity
0 X*N

1 (X*N)/2

5 X*(N-1)

6 (X*N)/2

7 X*N

As you @n seethe greatst @padties are povided ly RAID levels 0 and 7
with the enire @apadty of all disks being used. Unbrtunatdy, with these wo
solutions there B no &ut tolerance

RAID 5 gives the rext best apadty. RAID 1 and RAID 6 have the greatst
capadty loss, with 50% d drive space deted b mirroring.

Choosing a RAID level to maximize data availability

The talte that Pllows shavs the type d fadt tolerance dfered ly ead RAID
level. Faut tolerance detemines the data eailallity of an aray.

10
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Raid Levels and Fault Tolerance

RAID Level Fault Tolerance

0 No fault tolerance.

Mirrored fault tolerance. Data is written to one disk, and then the same data is
written to another disk. If either disks fails, the other one in the pair is
automatically used to store and retrieve the data.

5 Striped fault tolerance. Data and parity are striped across a set of three or more

disks. If any of the disks fail, the data and parity information from the failed disk
is computed using information from the remaining disks.

6 Mirrored and striped fault tolerance. Data and parity information is striped across
several disks, and written to a mirroring set of disks. This arrangement can
survive several disk failures and continue to operate.

7 No fault tolerance.

Increasing aailability with standly disksUsing standby (hot spare) dks,
discwssed edrer in this dhaptey can further impiove te availahlity of all the
faut-tolerant RAID levels. A standby disk is on, butdle, during nomal aray
operaton. If a failure accurs on a dk in a hut-tolerant set the standby disk
takes over for the failed dik, and the aray continues  fundion in a fuly
faut-tolerant mode diter it ompetes its aubmaic rebuild cyde. This means
that e aray can auffer a seond dik failure and cntinue b fundion before
any disks reed fe repaced.

Increasing aailability with battery bakup RAID maintains a d&k cache in
DRAM to increae he performance d data retrigal and sbrege The
controller uses tis menory to sbre dik writes. In write kack (WB) mode
the mntroller repoits © the operatng s/stem hat a write $ ompete & on
as the mntroller recéves the data. his impioves performance but exposes
you b data bss if a ystem crah or poever failure accurs kefore he datam
the ade is written b dis.

The Netvork Server PG RAID Disk Array Cad indudes a fattery ladkup
for cache menory that @n prevent sich data bss and thus add eme neasure
of safety ezen b non-at tolerant arays The attery ladup retans he
cache untl normal operaton resumes, up o the limit of battery life If power
is restored lefore the kattery ges dead, e datam the ade @n be written
through © the aray.

Choosing and applying a RAID strategy 11



Choosing a RAID level to maximize performance

In gereral striping increaes performance while availahlity overhead
decreaes it. Thus RAID O, in which data $ striped but bere 5 no
redundancy, provides te fastest rav speed @ any level. RAID 1, with no
striping but te overhead & mirroring, is the dowest d the levels

The RAID 5 solution

As the talles ealier in this setion reveal RAID 5 is the nost \ersatile of the
RAID levels. For most stuations it offers he best kalance d capadty,
performance and sfety, and it is availabe for arays d three or nore diks
In Chapter 3“Configuring the Disk Array,” you will see hat RAID 5 is the
RAID level used wih the Automaic Configuraion opton. If this works for
your gstem it can grealy smplify your analysis and preparaon.

Coordinating RAID with AIX

The AIX operatng g/stem ha paverfu and sphisticated data nraegement
capalilities d its own. To get the nost kerefit from RAID, it's essental to
understad hav AIX views and works with RAID system dives. This setion
provides basic informaion and spedfic auggestions For full understading,
however, you shold hare a g@od grap d AlX data management and the
AIX Logical Volume Manager. Once pu hae ompeted yur RAID
configuraionsand installed AlX you @n acess he mmpete da@umentaton
set hrough the InfoExplorer apjication. For informaion on wing
InfoExplorer, see Chapter &f Usng AIX, ApleBlk Srvices and Mac OS
Utilities an the Aple Network Srver. For now, you my be alle to acess the
documentaton through an existing g/stem or you @n ask your retwork
admhistrabr about e availakility of printed daumentaton.

You shold ako familiarize yoursdf with the Disk Managenent Uility, which
is Madntosh-lased fle sbbrage management ftware nduded wih AlX for
the Apple Network Server. The Disk Management Uility i s fuly covered n
Chapter 8 buUsng AIX, ApleBlk Srvices and Mac CS Uilities an the Apple
Network Server.

12
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How AIX views system drives

A system drve ma contain up b dght ptysical disks, but AlX treats a
gystem dive & a $ngle had disk. The operaing s/stem an be installed on
and booted fom a gstem dnve exadly as from a had disk. AIX SCS ID
mappng and sbrage management are apled to RAID system dives exadly
as they are b ptysical disks

SCSI ID mapping

AlX views the RAID controller as a sngle SCSl 1l controller, even tiowgh it
controls wo separate &Sl Il channels. A sngle controller is limited b 16
SCSl IDs. The RAID controller itsdf always tales ID 7 leaving 15 IDs free

As the Netvork Server boots SCSl IDs are mappd & foll ows:

IDs 0—6 Non-dik devices

ID7 RAID controller

IDs 85 RAID System Drves

This mapjpng permits a maimum d seven non-dik devices and e@ght g/stem
drives © be mnreded b eat RAID controller.

Note: The SCSl IDs for gystem dives (8—5) are bgical IDs hat do not rier

to a paticular ptysical device but raher © a @nfiguraion.

Within the onfines d this deice treg AIX uses standad tediniques o
creaing device nods b acess RAID system dnives or non-dik devices
System drves are narad/dev/hdiskX. CD drives are/devicdX , and tape
drives/devirmtX . In ead case X B the next availade numler. Once a
system dive ha been sed wih the AIX Logical Volume Maneger, a ungue
physical ID is sbred on it.
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To obtan informafion about aystem drve in the device tree:

1 Type smitdisk  atan AIX prompt, and press Return.
An AlXwi ndows screen apgars with opions br viewing disks

2 Click “List All Defined Disks.”

SMIT gererates a Ist a1ch & the following:
hdisk0O Available 00-00-00-8, 0 RAID System Drive
hdisk1 Available 00-01-00-9, 0 RAID System Drive

The list @n be intempreted a follows:
» hdikX means a gstem drve with its identfyi ng numker.
= Availabde means hat he ystem dive is availabe for use

= The first goup d two numiers 00 in this ex<amge, is for operatng g/stem
use and ha no neaning to the wser

= In the seond goup d numbers 00 and A in this exampe, the first
numter deignates the SCSl channel, and the seond daignates the ystem
drive numter.

= The third group d two numkers 00 in this exkamge, is for operatng
system se and ha no neaning to the wser

» The fourth numker, 8 and 9 n the wo lines d this exampe, is the SCSI ID
numker. With g/stem drves, the SCSl ID equals the g/stem drve numter
plus 8

= The fifth numker, always zep for RAID system drves, is the SCSl Logical
Unit Number.

Note hat smilar lists @n be generated ér non-dsk devices To gererate a kit
of tape drives, type smit tape at the AIX prompt. D gererate a bt d
CD-ROM drives, type smit cdr at the AIX prompt.
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Coordinating RAID and AIX disk management

As discissed abwee, AlX views a RAID system dive & a hadl disk, or
physical volumein AIX termindogy. Such plysical volumes @n be qite lamge
For examge, assume that five 4 GB dives are omhined into a pak. If a
sngle g/stem drve is created fim this pa&, AlX sees it s a 20 GB pysical
volume, minus any overhead or redndancy. The illustraton tat ollows
showvs hav the RAID configuraion looks © AlX.

LE-B-e

RAID pak RAID spskem drive M::J physical
WIme

AIX enales a gstem admiistrabr to create oa or nmorevolune goups ead
of which is momposed bup o 2 physical volumes, whether individual had
disks or RAID system dmves. Each wolume gioup @n then ke patitioned into
one or norelogical volunmes A logical volume @n contain a JIS file system a
swvap patition, a boot glume, or any other type d data. AlX 41 suppotts
large file systens, 0 logical volumes d up t appoximatdy 127 gigabytes (or
256 gigabytes if the logical patition sze is increaed fom 4 MB b 16 MB)
can be created. fe illustraton that dllows shevs en exampge o this
hierardy:
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Frepsicad wolum es Walame goups Logicad wolumes

Configuring eath RAID system drve into a separateolume goup with no
other pltysical wlumes induded, albws for maimum smplicity and
robustness. The overall wnfiguraion is rdatively easy to understad and keep
track of, and data redndancy is optmized. A fle system hat sts patly on
non-redindant ptysical wolumes and patly on a redindant RAID system
drive ddeats he pupose 6 RAID, becauwse he failure d one non-redindant
physical volume would bring davn the file system The illustraton that
follows mntrasts wlume gioups created ém RAID system dnves with
volume gioups created dédly from had disks.

IMPORTANT Increaing the sze d a g/stem dnve is ompex and wsually
requres extensve data hdkup and restoraion. Be sure b create aystem
drive that s large enogh © acomnmodate future gwth.

16

Chapter 1/ Planning for RAID



Fhiyzical cives
roeresteclto
RalD cortmoler

=1
&

Lok e uith
R0 udilities

"RAID pack

RalD aystem
thes

Fhuyzical dives

Lo wih LISk

Matwremest Liiliy
rﬁ.ﬁ:dume Loxgical
RO nolLmeEs

i
e
| |
& B

7

IMPORTANT The AIX Logical Volume Manager itséf suppots éther stripng
(RAID 0) or mirroring (RAID 1) of logical volumes, althowgh not boh at he

same ime Do not se he Logical Volume Manager © appy RAID levels © a

logical volume formed from a RAID system dive
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Backing up

Installing the Network Server
PCI RAID Disk Array Card

This dhapter shars you hav to get your gystem reag for card installtion,
how to set jumers and teminaion on he @ard, hov to install he @ard, and,
finally, how to conned the @ard to exteral arays.

RAID configuraion, mvered n Chapter 3‘Configuring the Disk Array,’
erases all data on all hdrdisks in the aray. If you are onfiguring a dik
array which is alreagt in use you shold badk up the operatng s/stem (CB)
and all data bfore installing the ard. After cnfiguraionis mmpgete you @n
restore data ad oftware on all onfigured dgks.

If you are panning to configure on{ a rew external dik array that you are
adding to an operatonal ystem you piobaldy worit need b reénstall he G5
or restore data. Br safety reaons thowgh, you shold sill badk up

For comgdete informaion on tadking up te AIX root volume gioup ad
installing AlIX, see Chapter,2 nstalling AIX on the Netvork Srver” in
Usng AIX ApleBlk Srvices and Mac OS Uilities an the Aple Network Server.
For information on fading up oher wlume goups see e dacumentaton
supdied with your badkup uility.




Preparing and installing the card

The Netvork Server PG RAID Disk Array Cadd is, as shiped fom the
fadory, fully prepareddr use wih the Netvork Servers intemal had disks.
You mg, however, need b adust teminaion if you are addig external
arrays.

The @ards layout and te locaton d the albde connedors are shen in the
next illustraion:

AEr G Bcioale LTarmel U Lretird 1
iaracee ment Interfaceh pot / /

L]

Chtited 1 \

Cheanined 0

N\

IMPORTANT Before poceedng, familiarize yurséf with the setion on
installing PA cards in Chapter 2“Installing Intemal Srver Comporents’ in
Setting Up the Ntwork Server: Be sure D follow all procedures for handling
and installing the ard ardully and @rredly, 0 & not b damae dther the
card or he computer

JumgerQ Jumger 1
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Setting termination

For proper operaton, a £S5l channel must be teminated at bdt ends The
Network Server itsdf, which is alvays at o end dthe dain when he
controller is attabed b the intemal disk amay, provides teminaion on bolb
channels Terminaion is ako enalbed on bolh channels at he RAID card.
Two jumpers labded Jumger O and Jumgr 1 in the illustraton at he
beginning o this setion, which control terminaion on heir respedive
intemal SCSl channels, are setd on—teminaion enaked—at he fadory.
Therdore if you are onneding the RAID card only to the intemal aray, you
need do ndting more for proper teminaion.

Likewise the ard itsdf is popery terminated if yur RAID configuraion
indudes extemnal arays ony, and not he Netvork Servers intemal diks In
this instance the SCSI chain runs flom the @ to the last disk in the extemal
array. If necessary, add a taminabr to the last device on eae SCSl channel to
terminate hat end bthe dain.

The stuation dhanges if ore or o extemnal arays are ntegrated wih the
intemal diks © form a higer aray. Terminaion is naw in the middle and at
one end 6the SCYl chain, instead bat boh ends a it shold be To correa
the stuation, smply rermove the appopriate jumpger or jumpgers as shaevn in
the next illustraton, and, if necessary, add a teminabr to the last device on
ead Y channel in the extemal array.

Store he jumpers n a sfe dace dter renoval, or put hem kadk on he ard,
making aure hat hey cover ore jumper gn only, instead bthe wo that are
neededa initiate teminaion.

Note: The rext illustraton shavs boh jumpers k®ing renoved, & is
necessary when you are onneding an extemal aray to both Chainel 0 and
Channd 1 If you are onneding ore extemal aray only, be sire hat he
jumper you renove matdes the channel to which you are onreding. The
labels on he @ itsdf may vary, but he jumger location worit. Using the
view given in the illustraton, he Channd O jumper is alvays  the right o
the Chanel O connedor. The Chainel 1 jumper is alvays behind the
Channdl 1 conredor.
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Installing the card

The RAID card fits qute snuly into the Netwvork Server. Beause d this the
cad installhton piocedure 5 ©mewhat diferent fom the standad method
covered n SHting Up the Network Srver. To install he ard, follow the
instructions n this setion.

Note: In many instances, the RAID card will alread/ have been nstalled ly
your Netvork Server dealerlf not, and if you do not vant to install he ard
or cards yourséf, contad your dealerd arange © have te work dore for
you.

1 Remove the logic module from the Network Server.

Althouwgh it is posible t install e RAID card without ©@mgdetdy removing
the logic module, the instalbtion piocess is mud eaer if the module is
renoved. D renove the logic module, follow these nstudions:
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1 Shut davn the Netvork Server.

2. Renmove all @abes, induding the paver wrd, from the bad of the sever.
Turn the key at he rear dthe sever b the unbcked pogion.

Loosen lhe thhumb scress.

Pull the logic module out a &éw inches

. While hdding the logic module by one handle as shavn in the rext
illustraton, rdease he Had latches on he upper and lower nouning
rails.

7. While continuing to suppot the logic module by its handle first rdesse
the upper mouning rail and then te lower nouning rail.

o g1~ W

8. Pull the logic module out and dace it on a antistaic mat.

Pl e =il
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Attach the RAID card cables to the motherboard.

Two SCY calles and ore Array Endosure Managenent Interface (AEMI) cale
come with the Netvork Server PG RAID Disk Array Card. All three mit be
installed ér RAID systens uilizi ng the Netvork Servers intemal drives.

Itis mud eaer to conned all cabdes b the notherboad before raber than
after installing the ard. All cables hae the same wnnedors at badt endsBe
sure b install he AEMI cale with the dotted $de fadng dovn. The SCS
cales will only fit with the narow edye d the mwnnedor faang dovn. The
corred cale layout is shevn in the rext illustraton:

A, Bl czble

¥ S5 bl

T ‘ .
f!* LERERNANAAEN RN
7

Preparing and installing the card 25



3

Remove the cover plates from all expansion slots in which you plan to install cards.

Put the screvs aide You will reattat them at he end éthis piocedure
had the ards firmly in postion. Put the cover dates avay for safekeepng.

Install a card.

If you are nstalling a @rd to be wlsed wih the Netvork Servers intemal
drives, and, herdore to be mnreded b the intemal @aldes dscussed edrer
in this setion, he ard muwst @ into dot one Cards b be onreded b
extemnal arays ony may go into any dot and do not regue intemal @Hing.
The saame tesic instalbtion piocedure apties in boh instances

1 With the ard danting upward, dace he lower rear orner d the ard in
the ard auppot, and the lower rear orner d the gold-colored P@
conredor into its got.

2. Genty pdl the bp d the I/O pael forward.
It flexes eaily.

3 With the 1/0O pand flexed brward, pish davn on he ard unil both the
conredor and te tab athe end 6the @ard fence are seatedmly.

Use te rext illustraton & a gide:
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5

6

Attach the SCSI and AEMI cables to the card.

The @ales, which you hae alreag attahed b the nmotherboad, attat to
their correspondig dots on he @ard, & shavn in the rext illustraton:

LA TLLANALLY l.=.'|.

¥

Install additional cards as necessary.

You @n install up ¢ four Netvork Server PQ RAID Disk Array cards The
controllers operate ompetdy independenty of eat other. Cards lbcated n
any dot other than dot ore @n be wsed ony with external disk arays and do
not requre ather an AEMI cable or intemal SCSl caldes.
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9

Replace the screws on the card fences.

Dorit redace he screvs untl all cards are mstalled. e 1/0 panel will not
flex with the screvs in.

Note: If you install additonal @rds at adter dateyou will need b renove
the screvs from all installed ards before dang .

Replace the logic module

Use he following procedure Refer o the next illustraton o orient yurséf.

1 Keepng the rail orward o the Had latch, and hdding the logic module at
a dight upvard angle, seat e lower mouning rail d the module on he
lower dide

2. Moving the nmodule to a ful upright po#tion, and again keepng the rail
forward of the Hadk latch, seathie upper mouning rail on he upger dide

3 Side e raik bad to ergage the Had latches on boh the upger and lower
mouning rails.

4. Side e logic module into the Netvork Server, making aure hat he dides
ergage the hools on he uppger and lower nouning rails

Reattach all cables and the power cord, and turn the key to the locked position.
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Configuring the Disk Array

You @nfigure and initialize a dék array using the Netvork Server PG RAID
Disk Array Configuraion Uility. Although the Gonfiguraion Uility also
provides management featura, these are overed h Chapter 4
“Administering the Disk Array With the Gonfiguraion and Diagnostcs
Utilities” T his dhapter limits itsé to configuraion.

WARNING If you use he Netvork Server PG RAID Disk Array
Configuraion Uldlity i ncorredly, you ma cawse erors hat are dificult
to corred. We re@mmend hat you restrict use d this uility to
admhistrabr-level personrel, and that all dredions ke followed




Copying the utilities

The mnfiguraion and diegnosics uilities are apgdied on tie Network Server
PO RAID Disk Array nfiguration ard Diagnostics Uilities floppy disk,
induded n your RAID accessory kit. Before keginning configuraion, you
shoud male a opy of the floppy disk and sbre he original in a sfe dace
To copy the uilities, follow these instuctions:

Insert the Network Server PCI RAID Disk Array Configuration and Diagnostics Utilities
floppy disk into the floppy disk drive of a computer running the Mac OS.
An icon repreentng the floppy disk appears ontie screen

Double-click the disk icon to open it.

The icons br the Gonfiguraion Utlity and the Diagnostcs Utlity appear
The files are narad dacconfns and dacdiagns

Note: You will also see a icon for the firmware ugrade utity. You do not
need b use his uility at this ime

Drag the icons for the Configuration Utility and Diagnostics Utility to your hard disk icon.
A message tdls you that he files are lsing copied.

Eject the disk by dragging its icon to the Trash.

Insert a blank, freshly-formatted Mac OS floppy disk.

Drag the icons for the Configuration Utility and the Diagnostics Utilities to the blank
floppy disk.

A message tdls you that he files are leing copied.

Name and label the disk and store it for safekeeping.

If you need nore informaion about opying, formating, or namig, see e
useirs maual that ame with your Mac G5 computer
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Starting the Configuration Utility

The Netvork Server PG RAID Disk Array Configuraion Uflity runs under
Open Frmware the ROM-based gstem hat @ntrols the wmputer lefore he
operatng s/stem (GB) ha been booted. fie uility therdore @n be and
preferally is used lefore an OS ha been hstalled. © laund the uility,
follow these nstudions:

1 Make sure the key is in position for normal operation.

This @an be ather uprght or b the right.

2 Invoke the Open Firmware prompt if it's not visible already.

If no OS ha been hstalled, he Open Rrmware ppmpt apgars
aubmaically when the Netvork Server is tumed on

If AIX has been nstalled ad is alreagl running, youll need b reboot he
Network Srver. At the AIX prompt type shutdown -r  (if users are
conneded) orreboot (if no users are@nneded) and press Retum. Then,
while the Netvork Server is rdbooing, SImultaneowy press and hdd dovn
the Option, Comnand, Q and F keys until the Open Rrmware pompt apgars

3 Insertthe Network Server PCI RAID Disk Array Configuration and Diagnostics Utilities
floppy disk.

4 Atthe Open Firmware prompt, type the following instruction exactly and press Return.
boot fd:dacconf.ns

If you hae ore ontroller installed, he Main Menu appars:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33

Main Menu

H1. Automatic Configuration
B2. Mew Configuration

82, Uiew/Update Configuration
B4, Rebuild

B3. Initiglize System Oriwve
B6. Consistency Check

67, Tools

B3, Select Controller

B9. Advanced Functions

18. Diagnostics

If more than 3 Physical driwves are present, choose this
option to create one RAID 5 Sustem drive automatical ly.
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If more han ore ntroller is installed, he Slect Controller screen apgars:

Metwork Serwver Disk Array - Configuration Utility - Uers. 4.04 12427795
2 Channel — 7 Target Contral ler #1 Firmware Uars., 2,35

Select Controller

Control ler #2

, hit <RETURH>, <ESC> to Prewious Menu

If you have more han ore @ntroller, follow the piocedure in the rext
sedion. If you hare ore ontroller, Kkip the rext sedion.

Selecting a controller to configure

The Gonfiguraion Uility configures ore mntroller at a ime You @an spedfy
which controllers, and in what oder, to configure In the precedig screen,
you @n see hat he first ontroller on the list is aubmatcally highlighted.

= To select the highlighted controller, press Return.

= To select another controller, press and release the Tab key until your choice is
highlighted and press Return.

In dther ase the Main Menu, shan in the precedig setion, apars

When you hae finished @nfiguring the first ontroller, you @n proceed 6
configure additonal ontrollers by the same nmethod:

1 Choose Select Controller from the Main Menu.
Tab b highlight Seca Contraller and pres Retum.
The @ntroller sdedion screen apars

2 Tab to highlight the controller you want to configure and press Return.

The Main Menu appars
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Checking hardware parameters and stripe size

Before poceedng with configuraion, you shold male sire hat all hadware
paraneters are set ppety for your needs You shold ako think about he
defadt stripe sze (8K—which provides optmal random nput and output
performance n sequenal throughput) aad nodify it if it's not what you reed.

The hadware paranaters are set até fadory to the setitngs nost
admnistrabrs want. Ched, however, to be aure hey're right for you.

Setting the stripe $ze shold ako be dore before mnfiguraion, kecause
changing it when he aray is in operaton @wses datadss. (It can be dorg,
but it requires you  fully badk up and then restore your datg. Making the
right chaice requres a @od understading of how your aray will be wsed. If
you are ungre hav to proceed, pu @n tak to other RAID administrabrs at
your instalbtion, or yYou @n acept he ddaut seting.

Checking hardware parameters

The following hadware pararaters an be enabed or dsabded for ead
Network Srver PG RAID Disk Array controller:

» Battery lmadkup, which guards ajainst datadss from the @ntrollers
cache menory.

Battery ladkup is a Bature bthe Netvork Server PG RAID Disk Array
Cad. It shodd alvays ke enaled.

= Array Endosure Management Interface (AEMI), which controls the
indicator lights on dik drives in the Netvork Server entoaure It also
provides for aubmaic rebuilding o hot svapped diks, without going
through ather the Gonfiguraion Uility or the Disk Array Manager. If you
are wng the Netvork Servers intemal disk array, AEMI shoud be
enalbed.

= StorggeWbrks Faut Management™, which is uised &clusively by DEC
computersshoud be disalded for use wih the Netvork Server. If left
enalted, he indicator lights on he severs intemal drves worit fundion.
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To dhedk the state bthese pararaters and © reset hem if necessary, follow
these nstrudions:

1 Inthe Main Menu, tab to highlight Advanced Functions and press Return.

The Edit/Mew Parameters nenu apgars

2 Tabto highlight Hardware Parameters and press Return.

The Hadware Rirameters nenu apgars:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33

Hardware Paromesters

Dizabled

Array Encl. Mgmt. I/F (REMIZ Enabled
Storageborks Fault Mgmt. (TH» Enabled

Use <TAB* for selection, hit <RETURH: to select, ||

3 Tabto highlight the parameter you want to change and press Return.
Pressing Retum switches you badk and forth between Ealded and Disaded.

4 Repeat step 3 to change any additional parameters.

5 Press Escape.

Your choices p into dfed.

Setting stripe size

If your RAID level provides stripng, ead input/output (1/0O) opraton is
stripedacoss all diks in a gstem dve Sripe sze is the sze in kilobytes d
a sngle 1/0 operaton. The ddaut stripe sze is 8K, which provides optmal
randoml|/O performance but redced mrformance n sequenal throughput.
Depending on your needs you mg want to increae he strige sze b 16K,
32K, or &AK.
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Note: The mntroller uses the same stripe $ze for all gystem drves in the disk
array. Therdore ke are he stripe $ze you choose $ an improvement overall.
If it's not a kear impovement you ma want to sick with the ddaut.

To modify the stripe $ze follow these nstudions:

1 Choose Advanced Functions from the Main Menu.

The Edit/Mew Paraneters nenu apgars:

Metwark Serwver Disk Array - Configuration Utility - Uers. 4.04 12727795
2 Channel = 7 Target Controller #1 Firmware Uers. 2.35

Edit/View Farameters

ardware Parame =
Fhysical FParametetrs
SCEI Xfr Farameters
Startup Parameters

Choose this option to wiew or edit the controller’s
changeable Hordware features |ike battery-backup.

Use <TAE: for selection, hit <RETURH: to select, <ESCr to Preuvious Menu

2 Choose Physical Parameters from the Advanced Functions menu.

The Plysical Paraneters nenu apgars:

Hetwork Server Disk Arroy - Configuration Utility - Wers. 4.04 12427795
2 Channel — 7 Target Contraoller #1 Firmuare Uers. 2.35

Physical Parameters

lefault rebuild rate =]
Controller read ahead Erabled
Stripe size (K bytes) g

ction, hit CRETURH:

3 Tabto highlight the “Stripe Size (K bytes)” menu item.

4 Press and release the Return key until the desired stripe size value appears.
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5  Press Escape twice to return to the Main Menu.

Disk abbreviations at a glance

You are nw read to proceed wih configuraion. Each step n the process is
illustrated  a screenhat shavs the curent state bthe aray. The screens
use hiree-letter abbréations br disk state These abbréatons are
explained in the following chatt:

Abbreviation Disk State

RDY The disk is ready for operation, but not yet included in a pack.

DED The disk is dead, or has been taken offline.

SBY The disk is a standby (hot spare) drive.

ONL The disk is operational and has been included in a pack. (It's online.)
FMT The disk is being formatted.

WOL The disk is being rebuilt from data and/or parity on other disks in the

system drive. (WOL means write only. A disk cannot be read from while it's
being rebuilt.)

UNF The disk is unformatted. (It needs to be formatted.)
TAP The device is a tape drive.
CDR The device is a CD-ROM drive.

Low-level formatting

Low-level formating competdy erases a dik, performs a nedia sirface
chedk, and ompetdy reformats he disk. The piocedure s ime-aonsiming
and raréy necessary for new disk drives, which are alnost alvays
preformatted athe fadory. The procedire @n dten restore damged diks. If
a damaged dik cannot ke rdormatted, do not attempd tse he dik.
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1

Select Tools from the Main Menu.

The Tods menu screen agars A matrix d physical devices in the aray is

disdayed on he I€t, with the Tods menu at he right.

Hetwork Server Disk Artay - Configuration ULility
2 Channel = 7 Target Controller #1

- Mers., 4.04
Firmware Uers. 2.

12/27,/95

jck]

D a

P —
s 1
g 1

Tat Channel Humber

Ju}

0

EEIOIL-

for selection, hit ¢RETURN> to ==

Tools

. Bad Block Table
Error Counts

Format Drive

Make Online

Kill DOrive
EBackup/Restore conf
Clear Configuration
. Print Configuration

[N W RN T

<E! to Prewvious Henu

Press and release the Tab key until Format Drive is highlighted.
The highlight bar noves b the |t Sde d the screen, pasoned on he first

device on he first channel of the array.

If the disk you want to format is not highlighted, tab to it now.

Press Return.

A dialog box appears athe lower right d the screen:

Hetwork Serwver Disk Artay - Configuration ULility
2 Charnel - 7 Target Controller #1

= Uers. 4.04
Firmware Uers. 2

12/27,/93
.35

Tgt Channel Humber
]

M

LG

Choose

VES

to Format, HO or

<ESC:

Tools

1. Bad Elock Table

2. Error Counts

. Format Oriuve

Make Online

Kill Drive
Backup/Restore conf
Clear Configuration
. Print Configuration

4.
=N
6.
7.
=]

Al DATA will be LOST
Proceed with Format 7

to Prewious Menu

MOl
VES
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5 Toformat the drive, tab to highlight Yes in the dialog box and press Return.

The dialog box disappears and the dik state a reprasentedm the matrix
changes © FMT.

Note: If you dedde b exdude a dnve from formating, you instead tabat
highlight No and press Retum. The dialog box disappears and the dsk state
stays RDy.

6 Repeat steps 3-5 to designate additional disks for formatting.

7 After all disks have been selected, press Escape.

A dialog box appears athe lower right d the screen:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33

Tgt Channel Humber
0 5] 1 Tools
OF
a l—C——I [ 1. Bad Elock Table
TAF: 2. Error Counts
1 3
MT- 4. Make Online
o miiln By m— S, Kl Drive
HMT: 6. Baockup/Restore conf
3 I_F——I I:l 7. Clear Configuration
MT 8. Print Configuration
1 M s
MT
=1 I:l I_F——I Oo you real ly want to
FORMAT selected drives?
s 1 1

YES to Format selected drives, MO or <ESC: to Main Menu

8 To format the disks, tab to highlight Yes and press Return.
Low-level formating begins

IMPORTANT If a disk cannot ke formatted, a ressage apars g¥ing its
channel and SCSI ID. The disk shoud be repaced.

Note: To Kip the format pocess for naw, highlight No and press Retum.
(Formating has not et begun, o it is sfe © sbp at his pant) The Tods
menu apgars

Messages on he screenriform you that ormating is in progress and then
that it ha been ompeted. Ater formating ha been omgeted, pres
Esape b retun to the Main Menu
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Configuring the array

You @n group diks into paks and ten into g/stem drves ather
aubmaically or manually. Automatc configuraion ha cetain limitations
but it is the fastest way to prepare a aray for operaton. Manual
configuraion gives you mmpete @ntrol of the aray's design, but it taks
longer and is nmore dificult. Before poceedng, read hrough the rext two
sedions covering both opfons to detemine which method & better br your
instalaton.

Using automatic configuration

Automatic configuraion is restricted b arays d between hree ad aght
drives, all o which must be d the same @padty.

Note: Different maks and nodds d disks with the same nomnal sze

(1 gigabyte, 4 gigabytes, etd almost alvays hae sight variaons n capadty.
Therdore it is best © use dentcal disks, of the same male and nodd, for
aubmaitc configuraion.

The aubmatcally configured aray has the following properties:

» All disks are ontained in a $ngle pac.

» The pa& is ddined & a $ngle RAID level 5 gystem drve

= There are no stadby (hot spare) dks ddined.

= The write pdicy (write badk or write tirough) must be séected during the
configuraion process.
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To configure aubmatcally, follow these nstudions:

1 Inthe Main Menu, tab to highlight Automatic Configuration.

If the aray is not appopriate br aubmatc configuraion, becawse it ha
more han aght or Bwer than three diks, or disks d varying sze, the
Configuraion Uflity presents a ressage tdli ng you that aubmaic
configuraion @nnot ke dore If this hapgns proceed ¢ “Using Manual
Configuraion; later n this dhapter

If a valid configuraion alreag exists the Gonfiguraion Uility presents a
waming to that éfed and aks for a ©nfirmaion © proceed.

WARNING Overwriting an existing configuraion will result in the
compete and irreversble loss d any data stred on diks in the aray.

2 To proceed with the configuration, tab to highlight Yes and press Return.

Note: To sbp @nfiguraion, tab ¢ highlight No and press Retum. The Main
Menu apears

3 Select a write policy for the system drive, as shown next:

Metwark Serwver Disk Array - Configuration Utility - Uers. 4.04 12727795
2 Channel = 7 Target Controller #1 Firmware Uers. 2.335

Automatic Configuration

Do you want to have
Write Cache enabled ?

YES

Choose YES for "HRITE EACK®, MO or <ESC: for “WRITE THROUGH® cperaticons.

= To enalle Wite Cacdhe, thereby settng the write pdicy to write bad, tab b
highlight Yes and press Retum.

= To disabde Wite Cade, therdoy seting the write pdicy to write hrough,
tab © highlight No and press Retum.

42  Chapter 3/ Configuring the Disk Array



Note: With a write-ladk pdicy (which uses ade memory on he ontroller to
store data temporayji), data $ written o disk more quckly than with a write-
through pdicy, which does not se @ce nenory. However, in the event d a
power failure any data n the ade will be lost unles the @ard ha a lattery
badup or he sever is eqipped with an uninterruptible pover supdy (UPS).
Beauwse wery Netvork Server PG RAID Disk Array Card is equpped with
a battery ladup, the danger is minimized. Havever, there & stll ri &k of data
lossif the paver failure i longer than the wo to five hours stimated lattery
life

Once he appopriate opion ha been skeded, he onfiguraion is sved and
a sImmary screenimilar o the ore shavn below appears:

Hetwork Serwer Disk Array - Configuration Utility - Uers. 4.04 12/27/95
2 Channel — 7 Target Control ler #1 Firmware VUers, 2.35

Automatic Configuration

Mumber of System drives
Raid Level

Hrite Cache

Mumber of Fhysical driuves
FAuailoble Capacity

wnononon
WoR OO -
i
]
o
]
0o

FAutomatic configuration successfully done.

Make sure to IMITIALIZE System drive #B before exiting this utility !

Press any key to return to Main Menu.

Press any key to return to the Main Menu.

Initialize the system drive.

Follow the instructions n “Initializing the S/stem Drves” later n this
chapter
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Using manual configuration

Manual configuraion is nore @mpex but nore flexible than aubmaitc
configuraion.

WARNING Overwriting an existing configuraion will result in the
compete and irreversble loss d any data stred on diks in the aray.

Defining packs
Defining padks is the first step m creaitng the new configuraion.
1 Inthe Main Menu, tab to highlight New Configuration and press Return.

The Newv Configuraion menu apears:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33

Hew Configuration

1. Define Pack
2. Define System Driuve

Choose this option to create, arrange, concel one or
more packs and also to wview information on the physical
drives connected to the adapter.

Use <TAE* for selection, hit <RETURH: to =

2 Press Return.
The Radk Définition screen apgars:

44 Chapter 3/ Configuring the Disk Array



Hetwork Serwer Disk Array - Configuration ULility

- Mers. 4.04

12/27,/95
Firmware Yers, 2,35

Fack Definition

. Create Fack
. Cancel Pack
. Arrange Pock

. Device Information

DRUS | SIZE (ME?

2 Channel — 7 Target Control ler #1
Tgt Charnnel Humber
D a 1
s O]
B ki I —
P it I
B s I
P e R |
s 1 ]
L

Press Return.

The highlight bar noves © the first device in the list at he I€ft.

Tab to highlight the first RDY disk that you want in the pack.

Press Return to include the disk in the pack.

The dek is asigned a pak identfier (A, B, C,...) and dik identfier (Q 1 2...)
within the pa& and the disk statis changes © ONL:

Network Serwer Disk Array - Configuration ULility

- Mers. 4.04

12/27,/95
Firmware Yers, 2.35

Pack Definition

. Create Fack
. Cancel Pack
. Arrange Pock

. Device Information

DRUS | SIZE (MB?

2 Channel — 7 Target Control ler #1
Tgt Channel Humber
o =] 1

OF:
L
THP-
Y IR D
ML
e I —
L1 1
Y o -
o
. R ki
1 [

drive with <TAB*, hit ¢<RETURN: to Add to Fack or <
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Repeat steps 4 and 5 for all disks you want to include in the pack.

Pads @n indude diks on diferent tiannels, up b the limit of eight disks. A
padk can indude diks d varying capadties, but it is gpod pratice b avoid
this The btal @apadty of the pa& equals the pioduct of the numier d disks
times the @padty of the smallst dsk.

When the pack is complete, press Escape.

The Radk Definition menu apears

Repeat steps 3-7 to create additional packs.

If you createwo to four pa&s, ore right dter the oher, with the same
numker d disks in eat ong these paks will be giouped bgether when you
arrange them, as described in “Arranging Padks” later n this dhapter For
more informaion on he adiantages and disadvantages d comhining pads,
see “@mhning Paks," also later n this chapter

Changing or deleting a pack

To change a pak, you must first ddete he pa&k and then recreate it.or
ddete a pak, follow these nstuctions:

In the Pack Definition menu, tab to highlight Cancel Pack and press Return.
The last pak createds ddeted.

To delete the next most recently created pack, press Return again.

Note: The @ancdlaton piocess works in a ladkwards sequengestating with
the nost recery created pdc Once he nost receny created pdchas been
cancdled, you @n, if necessary, cancd the next most receny created pdg
and © on You @nnot &ip padks. Therdore if you hae for examge, created
three paks, and want to cancd the first ore you created, qull need b cancd
the third and then he seond b get © your taget. Be sire b male a note b
which disks were nduded n which pad&s. Usng that reord, you @an quckly
recreatelie pa&s you reed.
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Creating a standby or hot spare disk

To create a stalby, or hot spare dk, do not ndude he device & a pat of

any pak. The deice stats will change from RDY to BY when the
configuraion is sved b the ontroller's menmory. Saving the onfiguraion is

explained hter n this dhapter

Arranging packs

After you hae created p&s, you reed b arange them ® that tiey can be

used br s/stem drve creaibn.

Note: If you induded all dsks in a $ngle pak, arangement s aubmatc. If

this is the @se ip to “Creatng System Drves’ later in this setion.

In the Pack Definition menu, tab to highlight Arrange Pack and press Return.

The pa& arangement screen agars:

Metwark Serwver Disk Array Contraoller - Configuration Utility, U411 82/82/96
2 Channel = 7 Target Controller #8 Firmware version 2.39
Tgt Channel Humber Pack Definition
o [z}
DF: 1. Create Pack
5] I—C——I :l 2. Cancel Pack
THP- 2. Arrange Pack
1 I———I I:| 4. Device Information
ML
2 Laed 1
ML FPAK | DRUS | SIZE <MBD
B i [
ML
s 1 el
ML
o -l
s 1 1
Use <TAB:x for lection, hit <RETURN: to s Menu
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2 Tabto highlight any disk in the pack and press Return.

The pak is addedd the Radk Arrangement Ble on te lower right sde d
the screenThe talle dispgays the pak identfier for, the numker d disks in,
and the @apadty of ead aranged pak.

Hetwork Serwer Disk Array Contraller - Configuration Utility, U411 B82/82/96

2 Channel — 7 Target Controller #8 Firmware version 2.35
Tgt Channel Humber Pack Definition

D a 1

Kinciia B | fee po

1|—LP—I :l . Device Information

i I —

Slzgﬁli:l I:l FAK ORUS SIZE <MEX

4: EBE!E] A 2 2858

o i)

[
1

For each Fack, select a drive of Fack & hit <RETURN>* to Arrange, <ESC* to guit

3 Repeat steps 1 and 2 to arrange additional packs.

After all paks are aranged, he Nev Configuraion menu apears

Combining packs

If you create ad arange wo to four pa&s, one right dter the oher, with the
same numler d disks in eat padk, the Gonfiguraion Utlity groups hose
paks bgether. uch comhined paks are smetmes @lled superpacks The
Configuraion Uflity automatcally treats a ambined pa& as a $ngle pak
when credihg g/stem dives. There arewo key ad/antages © this:

» If the individual pads suppott RAID levels 5 or 6 and ore d those leels
is aedgned b the ystem dive data $ striped acoss the goup d padks in
addifon b within eat pak. This piovides increaed grformance

= System dives kased on omhined pa&s @an contan more tan the wsual
maximum d eight diks.
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There are ab two important disadvantages:

= The ystem dive is restricted b those RAID levels that would be
suppotted ty every pak on its avn.

= The overhead br that RAID level will be aibtraded from eab pad.

For examge, if you create a RID 5 g/stem dive from two 3-dik paks, the
overhead will be ore disk per pa&, or wo diks If you create a RID 5
system dive from ore 6-dik pad, the overhead § ajain one disk per pag,
or ore dik.

In gereral unless you reed b indude nore hian éght diks in a ystem dre,
create ad arange pags such that eah s/stem drve indudes no nore han
one pag.

If you do reed b createwo or nore paks with the same numler d disks,
but you dorft want to comhine the pa&s, createtiem ore d these o ways:

= Create a pdcwith a diferent number d disks in between eals par of
pads that hae the same numler d disks.

= Create ad arange ore pag, create aystem drve from it, and initialize
that ystem drve before creding the next pad.
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Creating system drives
To create aystem drve, follow these nstudions:

1 Inthe New Configuration menu, tab to highlight Define System Drive and press Return.

The $stem Drive Ddinition screen apgars wih Create $stem

Drive hghlighted. This screen didays all aranged pags, the S/stem Drve
Definition menu, ad the Sstem Drive Tade, which shodd be empty
beauwse here are no dened ystem dives & yet.

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 122793
2 Charnel - 7 Target Control ler #1 Firmware Uers. 2.33
Fak /Orus Size (MEX System Orive Definition
R/ 3 2887 1. Create System Oriwve

2., Toggle Write Policy

Sys Oruw Size (MB2 RAID Lrite Mode

Use <THE: for- selection, hit (RETURM> to select, < to Previous Menu

2 Press Return.

The RAID Level menu appars athe lower right d the screen:

Hetwork Serwer Disk Array - Configuration Utility - Uers. 4.04 12/27/95
2 Channel — 7 Target Control ler #1 Firmware VUers, 2.35
Pak /Drus Size (MB? System Orive Definition

A/ 2 2837

Sys Orw Size (MB2 RAID Hrite Mode

RAID Level

FAID @
FAID 1
|_FAID 5 |
RAID &
RAID 7

Select o BAID Level using <TAB* and hit <RETURM:, <ESC: fo Prewious Menu
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3

Tab to highlight the RAID level you want and press Return.
Only RAID levels \alid for this gystem drve @n be highlighted.

Define the size of this system drive in the Enter Size (MB) box at the lower right of

the screen:
Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33
Pak /Orus Size (ME) System Drive Definition
R/ 3 3887 1. Create System DOriwve
2, Toggle Write Policy
Sys DOruw Size (MB2 RAID Lrite Mode

Type g walue

|ess than or egual to the defoult value shown and hit <RETURN:

Enter Size (ME>

The maimum posible sze for the g/stem drve youre ddining is dsdayed

as the ddaut.
= T0 acept he ddaut capadty, press Retum.

= To spedfy a smaller apadty, type the s$ze in megabytes you want
allocated b the ystem dive and press Retum.

Spedfying a smaller apadty allows you © create rare than ore gstem
drive from a gven pa&.
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A dialog box appears athie lower right d the screen, sking you © confirm
the g/stem drve setings:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33
Pak /Orus Size (ME) System Drive Definition
R/ 3 3887 1. Create System DOriwve

2, Toggle Write Policy

System Orive* = 8
Raid Level = 5
Sys DOruw Size (MB2 RAID Lrite Mode Copacity = Z@32 MB

Oo you want to Create
this System drive ?

5 To create the system drive, tab to highlight Yes and press Return.

The ystem drve is addedd the ystem drve talde, and the orginal §/stem
Drive Ddinition screen apgars

Note: If you deede b cancd the creabn d the gstem dive tab b highlight
No and press Retum. The g/stem drve is not addedotthe ystem drve talbe,
and the original §/stem Drive Ddinition screen apgars

6 If you want to create additional system drives, start at the beginning of this section
(“Using Manual Configuration”). Define and arrange the pack or packs you want in your
next system drive, then create the new system drive starting with Step 1 here.
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7

Set the write policy for each system drive.

If you dort set he write pdicy, all system dnves will have a write hrough
pdicy. Set the write pdicy from the Sstem Drive Ddinition menu &

foll ows:
1 Tab o highlight Toggle Wite Rolicy.

The write pdicy of the first gstem dive in the ystem dive tabe

bemmes highlighted:

2 Charnel - 7 Target Controller #1

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93

Firmware Uers. 2.35

Pak /Orus Size (ME)

System Drive Definition

R/ 3 3887

Sys DOruw Size (MB2 | RAID | Lrite Mode

-:T:TT WFTTE THRD

1. Create Sustem Drive
2. Toggle Heite Policy

Select g System drive using <THB: and hit <RETURH: to Toggle, <ESCr to quit

2. Press Retum to sded the highlighted gstem dnwe or, if you hare nore
than ore gstem drve, tab b highlight the g/stem dnve for which you want
to change write pdicy and press Retum.

The write pdicy changes from write tirough © write kad or vice \ersa.
3 To dchange the write pdicy of addiional ystem dives, repeat steps 1lral

2.

4. Press Es@ape © retuin to the orginal S/stem Drive Ddinition screen
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Saving the New Configuration

Once all 6the ystem drves are déned, he mnfiguraion must be sved D
the controllers menory. To sve the wnfiguraion, follow these steps:

1 From the System Drive Definition screen, press the Escape key twice.

The Swve onfiguraion dialog boc appears athie upger right d the screen:

Metwark Serwver Disk Array - Configuration Utility - Uers. 4.04 12727795
2 Channel = 7 Target Controller #1

Firmware Uers. 2.33

Pak /Orws

Size (MBD

AR/ 3

3837

SAUE configuration 7

Sys Orw

Size (MBD

RAID

Hrite Mode

2858

LRITE THRU

2 Determine whether you're ready to configure the system drives. If you're not ready yet,
do one of the following:

» If you dedde b cancd the mnfiguraion piocess, tab b highlight No and
press Retum.

The Main Menu appars When you deéde b resume the @mnfiguraion
process, you reed b stat again, following all the instructions in “Creatng
System Drves”

= If you reed b male nore danges before mnfiguring, press the Esape

key.

The orginal §stem Drve Ddinition menu apears All changes made s
far are digdayed, and you @an male oher changes.

3 When you're ready to configure, tab to highlight Yes and press Return.

The mnfiguraion is sved and the Main Menu appars

This ompetes the onfiguraion pocess To finish preparig the array,
initialize he ystem dves & described rext.
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Initializing the system drives

The last stepm the preparabn d the aray is te initializaton d the ystem
drives All system dnves shold be initialized imnediatdy &fter hey are
created.

WARNING Be sure b initialize ystem drves before wsing them Any
data paced on umiitialized gstem dnes is at rik.

To initialize ystem drves, follow these nstiudions:

1 Inthe Main Menu, tab to highlight Initialize System Drive.
The Initialize §stem Drve menu apgars:

Metwark Serwver Disk Array - Configuration Utility - Uers. 4.04 12727795
2 Channel = 7 Target Controller #1 Firmware Uers. 2.335

Initialize System Driuve

1. Select System DOrive
2. Start Initialize

Choose this option to select System drives for
initialization.

Use <TABr for selection, hit <ENTER: to select, <ESCr to OUIT
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2 Make sure that Select System Drive is highlighted and press Return.
The gstem dive séection screen apgars:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 122793
2 Charnel - 7 Target Control ler #1 Firmware Uers. 2.33

Initialize System Drive

Select System driw using <TAB>, hit <BETURH:, <ESC* to Prewious Menu

3 If you have more than one system drive, tab to highlight the system drive you want
to initialize.

4 Press Return.
5 Repeat steps 3 and 4 until all system drives have been selected for initialization.

6  Press Escape.

The Initialize §stem Drive menu apears

7 Tab to highlight Start Initialize and press Return.
A dialog box appears athe lower right d the screen:

Hetwork Server Disk Arroy - Configuration Utility - Wers. 4.04 12427795
2 Channel — 7 Target Contraoller #1 Firmuare Uers. 2.35

Initialize System Drive

|: Sys Orw H ]

0o you want to proceed
with Initialization 7

'‘ES to Initialize selected Sustem drives,

56  Chapter 3/ Configuring the Disk Array



8 Tabto highlight Yes.
An initialization stats screen apars shaving the piogress d ead drive

Note: The speed d initializaton for a given ystem dnve \aries acording to

the g/stem drves $ze and RAID levdl.

WARNING Do not nterrupt te initializaion piocess.

9  When you see an onscreen message announcing that initialization is complete, press
any key to return to the Main Menu.

If you reed b configure additonal @ntrollers, retum to “Selecting a
Controller to Configure” eatlier in this chapter Compete te entre
configuraion pocedure or eat additonal @ntroller.

10 When configuration of all controllers is complete, press Escape from the Main Menu to
exit from the Configuration Utility.

A confirmaion dalog box appears athie lower right d the screen:

Hetwork Serwer Disk Array - Configuration Utility - Uers. 4.04 12/27/95
2 Channel — 7 Target Control ler #1 Firmware VUers, 2.35

Do you real ly want to
Exit Config Utility 7

Choose YES to EXIT, MO or <ESCr to Prewious Menu

11 Tab to highlight Yes to exit from the utility and press Return.
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Installing AIX

Once RAID has keen flly configured, he plysical disks are reag for use
and the operaing g/stem a@n be sfely installed. he AIX software B
provided on a CD-RM disc induded n your Netvork Server acessory Kkit.
To begin the instalkation, we e following procedure:

Insert the AlX installation disc in the CD-ROM drive of the Network Server.
Turn the key on the front of the Network Server to the left (service) position.

Reboot by pressing the Reset button on the front of the Network Server.

The Open Rrmware ppmpt apgars

Type one of the following instructions and press Return:

Detemine which card controls the gstem drve on vhich you want to install
AlX. Detemine which dot that @ is in. Then doose e appopriate
instruction from the following list:

Sot 1 boot pcil/dac960@d/sd@0:aix
Sot 2 boot pcil/dac960@e/sd@0:aix
Sot 3 boot pci2/dac960@d/sd@0:aix
Sot 4 boot pci2/dac960@e/sd@0:aix
Sot 5 boot pci2/dac960@f/sd@0:aix
Sot 6 boot pci2/dac960@10/sd@0:aix

IMPORTANT If your CD-ROM drive is not n the p drive kay on he front o
the Netvork Server, and thus daes not hae SCSl ID 0, you will need ©
change the 0 (zeo) in whichever ommand you wse b the SCSl ID number o
the

CD-ROM drive (detemined ly the kay in which the CD-ROM drive is
installed)
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For examge, if the CD-ROM drive running the AlX instalaton dik has
SCS ID 2, the pat of the ommand that réates © the CD-FOM drive would
change D this:

sd@2

After a Bw moments the first AIX instalbtion screen amars From tis
paint on, hstalbtion pioceeds radly as it would without RAID. Follow the
instuctions n Chapter 2“Installing AIX on Your Netvork Server,” of Using
AlLX, Apple Bk Srvices and Mac OS Uilities an the Apple Network Server.
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Administering the Disk Array With the
Configuration and Diagnostics Utilities

The Netork Server PG RAID Disk Array Configuraion Uility provides a
range d disk array monitoring and management eature These ndude te
ahlity to alter and restore he @nfiguraion, b rebuild drives, and b change a
variety d defaut paraneters The Netvork Server PG RAID Disk Array
Diagnostcs Utlity provides tests b isolate ppblems with the RAID card or
with the disks under its antrol. The dapter decribes boh uilities; it ako
indudes informaion on fnding suppott when a malfunton is deteted.

WARNING These uilities are egy to use but ery paverful. Follow all
instructions eadly to avoid g/stem &ilures

Many of the admnistratve @palilities d the Gonfiguraion Ultlity are
duplicated n the Netvork Server PG RAID Disk Array Manager, as
discwssed n the next chapter “Administering the Disk Array With the Disk
Array Manager”’ Beauwse he Disk Array Manager provides graphéal
monitoring and dces not requre you © shut davn AlX, it is in gereral he
better dioice




Starting the Configuration Utility

The Netvork Server PG RAID Disk Array Configuraion Uflity runs under
Open Frmware which carit be acessed vhile AlX is running. To stat the
Configuraion Uility, follow these steps:

1 Reboot the Network Server.

The sfest method d rebooing is © type shutdown -r at the AIX prompt and
then pres Retum. This piocedure noifies mnneded wsers 6 the shutdavn.
There b5 then appoximatdy a ore-minute déay before rdooing begins If
no wsers are @nneded, type reboot and press Retum.

2 As soon as the screen goes black and rebooting begins, press and hold Option -
Command-O -F until the Open Firmware prompt appears.

3 Insertthe Network Server PCI RAID Disk Array Configuration and Diagnostics Utilities
floppy disk.

4 Atthe Open Firmware prompt, type the following instruction exactly and press Return.
boot fd:dacconf.ns

After a sharintewal, the Main Menu appars:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 122793
2 Charnel - 7 Target Control ler #1 Firmware Uers. 2.33

Main Menu

H1. Automatic Configuration
B2, Mew Configuration

@3, Uiew/Update Configuration
B4, Rebuild

B3, Initiaglize System Oriwve
B6. Consistency Check

E7. Tools

3. Select DACSG5E

B9, Advanced Functions

18. Diagnostics

If more than 3 Physical driwves are present, choose this
option to create one RAID 5 Sustem drive automatical lg.

You @n now use any of the uility’s management eatura
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Viewing and updating the current configuration

The optons n the View/Update ©nfiguraion menu albw you o view pak
structure and arangement system drve stiucture and gstem drve RAID
levels and write pdicies You @n ako use Mew/Update @nfiguraion b add
padks, system drves, and standby disks, or b change the write pdicy of any
gystem dve These addiibns and changes are made whiin the eisting
configuraion and without averwriting the had disks under R\ID control.

Viewing the configuration

If you hare ore RAID card, stat with step 3If you hae nore han ore ad,
follow all the stepsdr ead card whose onfiguraion you want to view.

1 Inthe Main Menu, press and release the Tab key until Select Controller is highlighted and
press Return.

The Sect Controller menu apears

2 Tabto highlight the correct controller and press Return.

The Main Menu reappars

3 Inthe Main Menu, tab to highlight View/Update Configuration and press Return.
The View/Update @nfiguraion screen apgars

Hetwork Seruver Disk Artay - Configuration Utility - Uers. 4.04 12027795
2 Channel - 7 Target Control ler #1 Firmware Uers. 2.35

Uiew / Update Configuration

1. Define Pack
2. Define System Driuve

Choose this option to wview exizting packi=) OR creats,
arrange, cancel one or more additional pocks.

Use <THE: for selection, hit ¢RETURM> to select, <ESCr to Exit
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Viewing packs

If you press Retum, you seehie Rack Definition screen, Wich is exadly the
same screen gu worked with when creaing pa&s undertie Nev
Configuraion menu:

Hetwork Server Disk Array Controller - Configuration Utility, U4 11 B82/82/96
2 Channel — 7 Target Controller #8 Firmware wersion 2.35

Tgt Channel Humber Fack Definition
D @

. Create  Pack

DR 1
a I—C——I I:| 2. Cancel Pack

TAP: 3. Arrange Pack
1 I———I :l 4. Device Information

ML
. s

NL:l —1 FAK | DRUS | SIZE <HED
3 -2

ML A 4 4118

L &3

tioh, hit <RETURM> to 2t < to Previous Menu

The matrix athe Igt shavs the disks with their padk and dik identfiers
The talbe at e lower right shavs the $ze and numter d disks in eat pad.

Viewing system drives

If you tab © highlight Ddine $stem Drve and press Retum, you seehe
System Drve Ddinition screen, Wich again is exadly the same screengu
worked with when creding pa&s underte Nev Configuraion nmenu:

Hetwork Server Disk Arroy - Configuration Utility - Wers. 4.04 12427795
2 Channel — 7 Target Contraoller #1 Firmuare Uers. 2.35
Pak /Drus Size (MBD System Driwve Definition
A/ 2 2827 . Crer System Orive

2. Toggle Write Policy

Sys Orw Size (ME) FAID Lrite Mode

=] 2858 S HWRITE THRU

Use <THE:> for selection, hit ¢RETURM» to select, <ESCr to Previcous Menu
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The bp talde on te It shavs you the numler d disks in and the btal sze
of eat pak. The lower talbe shavs you the te identfyi ng numker, sze
RAID level, and write pdicy of eat g/stem drve

Creating new packs and system drives

You create aw padks and ystem dives exadly as you would when you set
up a rew configuraion, except hat you must initiate heir creaton from te
View/Update ©nfiguraion screen réer than from the Nev Configuraion
screenAll other steps arexadly the same  For the mmpete pocedire see
“Defining Packs” “Arranging Packs” and “Creatng System Dries” in the
sedion “Using Manual Configuraion’ in Chapter 3

WARNING Be sure b add paks and g/stem drnves by choosng
View/Update @nfiguraion, not Nev Configuraion, from the Main
Menu Using New Configuraion will overwrite he existing
configuraion, and all data on all dks in the aray will be lost.

Adding standby disks

If you are addig new disks and want to put he diks on stadby, foll ow
these nstrudions:

In the Main Menu, tab to highlight View/Update Configuration and press Return.
Tab to highlight Define Pack and press Return.

Verify that the new disk or disks have a status of RDY.

If the statg d any disk is UNF, the device requres low-level formating,
described in Chapter 3

Press Escape.

The View/Update @nfiguraion screen apgars
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5  Press Escape again.

The Rak Définition screen apmars with a dalog box asking if you want to
save the ddinition.

6 Tab to highlight Yes and press Return.
The stats d the dik or disks dhanges from RDY to BY.

Changing write policy

To change write pdicy from write kad to write tirough or vce \ersa foll ow
these nstrudions:

1 Inthe Main Menu, tab to highlight View/Update Configuration and press Return.

2 Tabto highlight Define System Drive and press Return.
The §stem Drve Ddinition screen apars:

Hetwork Serwer Disk Array - Configuration Utility - Uers. 4.04 12/27/95
2 Channel — 7 Target Control ler #1 Firmware VUers, 2.35
Pak /Drus Size (MB? System Orive Definition
AR/, 2 2887 1. Create System DOrive

2. Toggle Write Policy

Sys Orw Size (MB2 | RAID Hrite Mode

-TETT VFLTE THRU

Select g System drive using <TAB* and hit <RETURH> to Toggle, <ESC: to gquit

2 Tabto highlight Toggle Write Policy.

The write pdicy of the first gystem drve in the ystem drve talte is
highlighted.

3 Tabto highlight the system drive for which you want to change the write policy.
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Press Return.

The write pdicy changes from write tirough © write kad or vice \ersa.

Repeat steps 3 and 4 to change the write policy of additional system drives.

Press Escape.

The orginal S/stem Drie Ddinition screen apgars

Press Escape twice more.

The Swve onfiguraion dialog boc appears athie upger right d the screen:

Hetwork Serwer Disk Array - Configuration Utility - Uers. 4.04 12/27/95
2 Channel — 7 Target Control ler #1

Firmware Yers, 2.35

Pak/Drws [ Size (MBX
SAVE configuration ?
A/ 2 2837
YES
L no
Sys Orw Size (MB2 RAID Hrite Mode
[z} 2858 =1 LIRITE ERCK

Choose YES to sove configuration, MO to concel and exit, <ESC> to gquit

Tab to highlight Yes and press Return.

The Main Menu appars

Note: If you realize lhat you need 6 male additonal danges, dornt save the
configuraion. Press Escape instead. Tie §/stem Drie Ddinition menu
appears All changes made g far are temporasilretaned, and you @n naw

malke ohers When you are fnished working with s/stem drves, you will

retum to the Swve onfiguraion dialog bak. You must sve the configuraion
to comgdete aray modifications

Viewing and updating the current configuration

67



Rebuilding on replacement disks

Rebuilding on a refacenent dek means wriing data ad parity nformaion
from oher diks in the aray to the repacenent dik. Rebuilding is restricted
to diks in redundant (faut-tolerant) amrays, which are arays at RAID levels
1, 5 or 6 If the aray contans a hot spare (stdby disk), rebuilding is
aubmatc. If there B no hot spargiou @n renove the damged dik and
redace it wih another disk of the same SCSl ID and d equal or greater
capadty.

If the fadt-tolerant disk array suppotts hot-svapgng and is AEMI-compiant,
as the intemal disk amay in the Netvork Server is, rebuilding stats
aubmaically when you install he repacenent dik. If the disk array does
not sippot hot svapgng or is not AEMI comgiant, you an manually
initiate réuilding dter you install he repacenent dsk. If no hot spare or
svappale disk is availade, you @n ako attempta rebuild the damged dik
itsdf, althowgh this shold be a bst resort. Use he following instructions b
redace he dsk and  initiate réuilding:

Replacing a disk

IMPORTANT If your dik array does not sippott hot svappng, shut devn the
Network Srver before rdouilding. Seps 1 ad 2 are not ecesary, beause
the computer ha been shut deon. Follow the instruciions flom step 3After
step 4reboot and stat the Gonfiguraion Uility. For more informaion see
“Sarting the Gonfiguraion Utlity ” ealier in this chapter

1 Shut down the damaged disk.

To shut davn a di&k in an intemal drive kay of the Netvork Server, pul badk
the drive tray ejed lever on he drive bay. To shut devn a d&k in an external
array, follow the diredions n the wsefs giide hat ame with the external

array.
2 Wait 30 seconds.

This gies the disk time © spn dovn comgetdy. It also gives the @ntroller
time b remognize hat he damged dik has been removed and  prepared
remgnize he repacenent dik.
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3

Remove the damaged disk.

To renove a dsk from an intemal drive bay of the Netvork Server, pul the
drive tray towards you untl the tray comes free To renove a d&k from an
extemal aray, follow the diredions n the wseis guide hat @ame with the
external aray.

Install a disk of equal or greater capacity and the same SCSI ID as the damaged disk in
the drive bay from which you removed the damaged disk.

To install a dik in an intemal drive bay of the Netvork Server, follow the
diredions in Setting Up the Ntwork Srver. To install a d&k in an external
array, follow the diredions n the wsers guide hat ame with the extemnal
array. If you are ging an Apple-supgied disk in an intemal drive bay of the
Network Server, the SCSl ID is set audmatcally.

Rebuilding a disk

Manual rebuilding is recessary if your dsk array does not sippott hot-
svappng, or is not AEMI-comgdiant, or if you are attemjpag to rebuild a
damaed dik, raher than a repacenent dik. Follow these nstiucions b
initiate réuilding:

In the Main Menu, tab to highlight Rebuild and press Return.
The Rebuild screen apgars:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33

REBUILD
Tgt Channel Humber

Select a drive using <TAB*, hit <EMTER* to Rebuild, <ESC* to quit

70

Chapter 4 / Administering the Disk Array With the Configuration and Diagnostics Utilities



2 Tab to highlight the disk to be rebuilt.

Even if the damged dik has been repaced, he repreentaiton o the dik in
the matrix ha the stats d DED.

A dialog box appears aking if you want to low-level format he dik. If you
have svapped in a rew disk, formating is not recessary.

WARNING If you are attempg to rebuild a damged dik, low-level
formating is essental. e ‘Low-Level Formating,’ in Chapter 3
for detais

3 Press Return to initiate rebuilding.

A Rebuild statis screen amars shaving the piogress d data reonstiucion
on all d the gystem drves deendent onlte séeded plysical disk. After the
process is mmpete a nmessage repots that réuilding was successful.

Note: If read erors are enountered wit any physical disks in the g/stem
drive rebuilding fails See ‘Monitoring the Gondition d Disks” later n this
chaptey for more informaion.

4 Press any key to return to the Main Menu.

Checking data and parity consistency

Running a @ngsteny chedk compares the data ad parity nformaion on
redundant gystem dves (those wih RAID levels d 1, 5 or 6) b ensire hat
the ystem drves @n continue b fundion in the event d a dik failure If a
difference kbtween he data ad its gererated paritys deteted (wsually by
viewing eror counts as discwssed h “Viewing Error Counts’ later n this
chapter) the dhed can resiore @ngsteny aubmaically, or it can isolate he
incongstendes © help with further diegnoss and sevice Only one g/stem
drive @an be dheded at aitne
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WARNING Restring conssteng could mean data bss in the Hocks that
are noongstent.  not poceed wih the mngsteny ched unil you
have backed up all data bm te gstem drve

To dhed (and if necessary, restore) e integrity of a paticular reduindant
system dnve, follow these nstuctions:

1 Inthe Main Menu, tab to highlight Consistency Check and press Return.
The nssteny Chedk menu apears:

Hetwark Server Disk Array — Configuration Utility - UVers. 4.04 12/27,/95
2 Channel — 7 Target Controller #1 Firmware Vers, 2,35

Conzistency Chaeck

1.5elect System Driuve

2. Start Check

Choose this option to select System drive to be checked
for consistency.

Usa <TAB> for selection, hit <BETURH: to select, <ESC» to Ouit

2 Make sure Select System Drive is highlighted and press Return.

The gstem drve séection menu apears athe |€ft:

Metwark Serwver Disk Array - Configuration Utility - Uers. 4.04 12727795
2 Channel = 7 Target Controller #1 Firmware Uers. 2.335

Consistency Check

Select System drive using <TAB> and hit <RETURH:, <ESCr to Preuvious Menu
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Tab to highlight the system drive you want to check and press Return.

A chedkmark apars ly the gstem drve

Press Escape.

The nssteny Ched screen apgars

Tab to highlight Start Check and press Return.
A dialog box appears athe lower right d the screen:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33

Consistency Chechk

|: Sys Orw H ]

Oo you want to enoble
automatic restoration ?

VYES

Choose YES for enoble gutomatic Restoration, MO to disable.

Tab to highlight Yes or No.

Yes enakes aubmaic restoraion. When te ded is mmpete the wntroller

attemptsa resiore onssteng in the damged setors However, ddng

may cawse ®me datadss and hat data will med b be repaced fom he data

badkup

No disabdes aubmaic restoraion. When he e is ompete the RAID
controller leaves the dik as is, but repots all incongstendes.

Press Return.

Your choice B mnfirmed, and the mndsteny ched begins
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Backing up the configuration

Although mnfiguraions are sired n two menory locatons on he @ntroller,
it is worthwhile to male a ladkup opy for safekeepng.

1 Inthe Main Menu, tab to highlight Tools and press Return.

2 Tab to highlight Backup/Restore Conf.
A cauion message apgears athie botbom d the screen:

Hetwork Seruver Disk Arraoy - Configuration Utility - Uers. 4.04 1227093
2 Channel — 7 Torget Controller #1 Firmware Uers. 2.33
Tgt Channel Humber
ID @ 1 Tools
OF
=] [ji—;] [ 1. Bod EBlock Table
THF: 2. Error Counts
1 I_——I I:l 3. Format Drive
ML 4.
2 Laoed 1 s
HL: a
S i I — s
ML 8. Print Configuration
4 1 el s
B
s 1 7

Thiz option ehables you to backup or restore the configuration to or from a
file. Exercise coution in using thisz option.

Press ohy key to continue

3 Press any key to continue.

The Bakup/Restore nfiguraion dalog bok appears athe lower right o
the screen
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4 Tab to highlight Backup Configuration and press Return.

The Network Srver PCI RAID Disk Array Gonfiguration and Diagnostics
Utilities floppy disk is ejeted. A nessage apars pomping you D inset a

new floppy disk.
Hetwork Serwer Disk Array - Configuration Utility - Uers. 4.04 12/27/95
2 Channel — 7 Target Control ler #1 Firmware VUers, 2.35

Tgt Channel Humbi
1

D @
OF:
a I_C——I Elock Table
THP- Counts
1 T at Orive
ML Online
2 Ciad
ML
s G
8. Print Configuration

Backup/Restore Conf

dackup Configuration
FRestore Configuration

=S any key to continue

5 Inserta blank floppy disk in the floppy disk drive of the Network Server.

6 Press any key to continue.

Messages at he botbm d the screenaenfirm the piogress d the badkup.

7 Label the floppy disk to identify its contents and put it away for safekeeping.

Restoring a configuration
You @n restore a onfiguraion wing a ladkup dik:
1 Inthe Main Menu, tab to highlight Tools and press Return.

2 Tabto highlight Backup/Restore Conf and press Return.
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3 Tabto highlight Restore Configuration and press Return.

The Network Srver PCI RAID Disk Array Gnfiguration and Diagnostics
Utilities floppy disk is ejeted. A nmessage apgears hat wams you that
restoring the wnfiguraion will compdetdy overwrite the eisting
configuraion, ad that aks you © inset the floppy disk containing the
configuraion you want to restore

4 Insert the backup floppy disk in the floppy disk drive of the Network Server.

5  Press any key to continue.

A confirmaion dialog box appears:

Metwark Serwver Disk Array - Configuration Utility - Uers. 4.04 12727795
2 Channel = 7 Target Controller #1 Firmware Uers. 2.335
Tgt Channel Humber

D a 1 Tools

5] I—iﬁ—l :l 1. Bad Elock Table
il — £ v o

2 Crad S T e

i} Eggl;:l I:| . Clgarﬂ Conf!gur‘at!on

. I:l I:gﬁli:l 8. Print Configuration

=1 I:| B Do you real ly want to

5 I:l I:l Festore Configuration 7

Choose YES to proceed with restore, MO or <ESCr to Previous Menu.

6 Toinitiate the restoration, tab to highlight Yes and press Return.

Messages on he botbm d the screenanfirm the piogress d the restoraion.
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Clearing a configuration

The dear nfiguraion opton eraes an exising configuraion from
menory. All pads, system dives, and RAID levels are teared. ©ntroller
paraneters remai undanged.

WARNING The operaing s/stem all appicatons and all iser data are
lost when he @nfiguraion is deared. @ not poceed urit you hae
made a omgete akup

To dear a onfiguraion, follow these nstructions:
1 Inthe Main Menu, tab to highlight Tools and press Return.

2 Tabto highlight Clear Configuration.

The dear Mnfiguraion mnfirmaion dialog bok appears athe lower right o
the screen:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33

Tgt Channel Humber

0 5] 1 Tools

a l—iﬁ—l [ 1. Bad Elock Table
Nnisn R e— o o

B R — S KT Driva

I e I
. I:l I:gﬁli:l 8. Print Configuration
=1 I:l & The existing config

5 I:l I:l will be destroged !!

2 Tabto highlight Yes and press Return.

The mnfiguraion ha been teared. Yu @n create a @ configuraion,
following the instructions n Chapter 3or you @n use a reored
configuraion, fllowing the instructions given ealier in this dapter
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Printing a configuration

You @n sve a onfiguraion & a tet file and print it out. You @n use he
printout if you need ® manually restore he cnfiguraion.

1 Inthe Main Menu, tab to highlight Tools and press Return.

2 Tab to highlight Print Configuration and press Return.

A message appears © wamn you that he curent floppy disk will be ersed
and © prompt you D inset a rew disk. The Utlities dik is ejeted.

Metwark Serwver Disk Array - Configuration Utility - Uers. 4.04 12727795
2 Channel = 7 Target Controller #1 Firmware Uers. 2.335

Tgt Channel Humb
o

Filock Table
Counts

3 Insert a blank floppy disk in the floppy disk drive of the Network Server.
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4 Press any key to continue.

5

A dialog box appears g&ing you © confirm that you want to createhe text
file and waming you that any data preioudy on he disk will be eraed:

Metwark Serwver Disk Array - Configuration Utility - Uers. 4.04 12727795
2 Channel = 7 Target Controller #1 Firmware Uers. 2.335

Tgt Channel Humb

o [z}

5] I—iﬁ—l Elock Table

=i oot

> Caad Brive

i N — S grokup/nestara cont

. I:l I:gﬁli:l 2. Print Configuration

=1 I:| I—iv—‘ Existing Data, if any
will be overwritten |

YES to proceed with backup, MO or <ESCr to Preuvicous Menu.

Tab to highlight Yes and press Return.

The text file is created. Akr you «it from the Gonfiguraion Uility and
reboot AlX, you @n print the awnfiguraion from the floppy disk. The exaa
command D use appars on screemithe Gnfiguraion Uility. Write it down
for future réerencelt will be smilar b the following, but will vary
according to the sze d the onfiguraion file:

dd if=/dev/fd0 of=/tmp/dacconfig skip=256 count=20

If you need hformation about pmting from AlX, see lhe AIX
documentaton availalde online through the InfoExplorer apficaton. For
more informaion on hfoExplorer, see Chapter, 8Usng InfoExplorer b
Retrieve Informaion; in Usng AIX, Applealk Srvices and Mac OS Uilities an
the Aple Network Srver.
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Setting hardware parameters

The following hadware pararaters ér the Netvork Server PG RAID Disk
Array controller can be enabed or dsabed:

= Battery ladkup

Battery ladkup guards ajainst datadss from the @ntrollers ade
memory. Battery ladkup mmes with the Netvork Server PG RAID Disk
Array Cad, and the parameter shold be enaked.

= Array Endosure Management Interface (AEMI)

AEMI controls the LED dispgays on ntemal disks and piovides aubmatc
rebuilding o hot svapped diks. It shoud be enabed for a @rd conneded
to the intemal drives d the Netvork Server, as well as for all AEMI-
compiant extemnal disk arrays It shoud be disabed ony for non-AEMI-
comgiant extemal disk arrays. Be sire b ched the dacumentaton for
your external aray before poceeding.

= StoregeWbrks Fadt Management™
This uflity i s not sippotted for the Netvork Server; the paramater shold

be disaded.
To change any of the hadware paranaters follow these nstiucions:

1 Inthe Main Menu, tab to highlight Advanced Functions and press Return.

The Edit/Mew Parameters nenu apears:

Hetwork Seruver Dizk Array - Configuration Utility - Uers. 4.04 12727795
2 Channel — 7 Target Control ler #1 Firmware Uer=s. 2. 35

Edi t/View Parameters

ar-dware Parame ters
Physical Parameters
SCSI Xfr Parameters
Startup Paromezters

Choose this option to wiew or edit the controller’s
changeable Hardware features |ike battery-backup.

sz <TAE: for selection, hit <RETURH: to zelect, <ESC* fo Previous Menu
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2 Make sure Hardware Parameters is highlighted and press Return.

The Hadware Rirameters nenu apgars:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33

Hardware Paromesters

tattery-Backup Disab | ed
Array Encl. Mgmt. I/F (REMIZ Enabled
Storageborks Fault Mgmt. (TH» Enabled

Use <TAB* for selection, hit <RETURH: to select, ||

3 Tabto highlight the parameter you want to change and press Return to change its state.
Pressing Retum switches you badk and forth between Ealded and Disaded.

4 Repeat step 3 for each additional parameter you want to change.

5 Press Escape.

All changes tale dfed immediatdy.

Setting physical parameters

The plysical paraneters éthe Netvork Server PG RAID Disk Array
Controller define the interation between he @ntroller and the dik array in
the following ways:

= The rébuild rate detamines haw quickly the controller rebuilds a dk. You
spedfy a numler between zeo and 5. A higher numler rexults in faster
rebuilding but bwer aray performance

s Stripe $ze adusts ontroller performance b a sgdfic ervironment or
apgication. Beauwse dianging the stripe $ze alvays results in data ¢ss, it
is best © set his paramater kefore installing the operatng g/stem See
“Setting Sripe 3z€' in Chapter 3dr more informaiton. If you need b
adust stripe sze dter the array is in operaton, do a fll badup first.
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= Controller read akad speds up data retxial by allowing the @ntroller to
read a fill stripe d data at aime into the DRAM cade It shoud alvays
be enaked.

To change a plysical paraneter follow these nstuctions:

1 Inthe Main Menu, tab to highlight Advanced Functions and press Return.

The Edit/Mew Parareters nenu apgars

2 Tabto highlight Physical Parameters and press Return.
The Plyscal RParameters nenu apgars:

Hetwork Serwer Disk Array - Configuration Utility - Uers. 4.04 12/27/95
2 Channel = 7 Target Controller #1 Firmware Uers. 2.335

Fhysical Parameters

lefaul t rebuild rate S|
Controller read ahead Erab | ed
Stripe size (K bytes) g

Use <TAB» for selection, hit <RETURM: to select, <ESCr to Preuious Menu

3 Tabto highlight the parameter you want to change and press Return until the state or
value you want is displayed.

4 Repeat step 3 to change each additional parameter.

5 Press Escape.

All changes tale dfed immediatdy.
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Setting device startup parameters

Device statup parameters ér a Netwvork Server PG RAID Disk Array
controller regulate he paver mnaumpion d the plysical disks within the
controller's aray:

The spnup node ontrols haw the SCSl disks are staed (spun up)There
are hree spnup nodes:

Automatc: This is the ddaut seting. The cntroller stats digks wo at a
time at &x-semnd intenvals

On Rower: The @ntroller assumes that all dsks are alreagdspnning. This
mode B not sippoted r the Netvork Servers intemal array.

On Gmmand: The ontroller waits br a spn up @mmand from the
Network Srver.

As 0n 3 all deks are spning, the mntroller cheds eab disk one at aitme
at $x-semnd intewvals © male sure he disk is read for use All modes @n
be nodified by changing ore or boh o the following paraneters:

Number d devices per spn spedfies the numter d disks b spn up
Values renge from 1 b 6 Onre at aiime is the ddaut seting. This @an be
increaed if dong < does not rault in any problems, auch & fundional
disks shaving up & dfline (DED)

The dday value déines the numier d semnds lefore he first disk
interogation requet is issued b the aray, and the sibsequent deys
between addibnal interrogation requets Dday values range from 0 b 0
in 9x-seond increments 9x seonds the minimum, is the ddaut value
This shold be increaed if he uility has troulde remgnizing disks during
statup—that i, if functional diks shav up & dfline (DED)
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To change a parareter follow these nstrudions:

1 Inthe Main Menu, tab to highlight Advanced Functions and press Return.

The Edit/Mew Parameters nenu apgars

2 Tabto highlight Startup Parameters and press Return.

The Sartup Raraneters nenu apears:

2 Channel — 7 Target Contral ler #1

Metwork Serwver Disk Array - Configuration Utility - Uers. 4.04 12427795

Firmware Vers., 2.35

Start up Poramsters

umbe o devices per spin
Delay Czeconds)

Automatic

el

Use <TAB> for selection, hit <BETURM>* to select,

<ESC> to Previous Menu

3 Tabto highlight the parameter you want to change and press Return until the state or

value you want is displayed.

4 Repeat step 3 to change each additional parameter.

5 Press Escape.

All changes tale dfed immediatdy.
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Monitoring the condition of disks

If disk problems develop you @n diten solate he ©urce wng the bad Hock
and eror count talkes that he ontroller maintains

The View Rebuild Bad Bock Tale identfies pioblems that tun up during
rebuilding. When a damged dik in a fadt-tolerant aray (RAID level 0, §
or 6) is repaced ly a hot spare or a howapped dik, the @mntroller reads
data ad parity nformaion from the oter diks in the pa&, puts he data
badk in oder and then writes the dataa the repacenent dek. If the
controller deteds a read e@or on ay redundant disk, rebuilding fails. The
View Rebuild Bad Bock Tabe identfies the dik that 5 the urce @ the
read eror.

The View Write Bad Bad Hock Tade, which is mahntained ony for
gystem dives set ® write kadk, re@rds all erors hat accur during a read
or write operaton. Again it identifies fauty disks

IMPORTANT Bad Hock taldes are teared vihen you dose hem Be sure b
recrd all informaton tat you mg need.

Error count talbes idenify disks that reed b be repaied or repaced. he
following tables are maitained:

S bus parity erors which are erors in informaion trander. Frequent
parity erors @n result in data orrupfton.

Soft errors, which are typcally due b a lad disk sedor. These erors are
aubmaically correded in a redindant aray. Soft errors wsually do not
interfere wih nomal operaton, but hey are a predtor o future
problems,

Hard erors which are grerated lp invalid commands b the hadware
During nomal operaton, he had eror count for any device shold be
zew. A had eror indicates that a dik is likely to fail.

Miscdlaneous arors, which most ommonly are nstances d devices iming
out on ommands (he ddaut timeout limit is $x se@nds) or deices
being buisy when @mmands are sent. @asional iming errors are aually
inconsequenadl; frequent erors mg meean that ore or nore pararaters
are noorredly set br a given set bphysical disks.
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Viewing bad block tables

1 Inthe Main Menu, tab to highlight Tools and press Return.
The Tods menu appars wih Bad Bock Tale highlighted:

Hetwaork Serwer Disk Array - Configuration Utility - Wers. 4.04 12/27,/95
2 Channel — 7 Target Control ler #1 Firmware Vers, 2,35

Tgt Charnnel Humber

D @ 1 Tools

& I_iﬁ—l I:l 1. Bod Elock Table

S il I 2 Format Drios

B i I SR Drive

S it [ 3. Claon Gontiguracion
. I—i\f—l 2. Print Configuration

ection, hit <RETURN: to =select, < to Pre = Menu

2 Press Return.

The bad bHock tade dialog box appears athe lower right d the screen:

Metwork Seruver Disk Array - Configuration Utility - Uers. 4.04 12,/27/93

2 Channel - 7 Target Controller #1 Firmware Uers. 2.33
Tgt Channel MHumber

10 5] 1 Tools

O i I | 1. Bad Block Tabls
Nnin R e— S e

P — S KT Onive
ol m— S e et
4 I:l I:gglé:l 8. Print Configuration
5 I:l I_iv—l Uiew Bad Block Table
=] 1 1 Uiew Rebuild BET

Uiew Write Back EBET

EET wsing <TABE: and hit ¢<RETURH:
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Tab to highlight View Rebuild BBT or View Write Back BBT, and press Return.
The View Write Badk BBT option daesrit appear if he ystem die is seto

write through.

The bad Hock tade you sdected apars athe Idt:

Metwark Serwver Disk Array - Configuration Utility - Uers. 4.04 12727795
2 Channel = 7 Target Controller #1 Firmware Uers. 2.335
1

FEEBUILD - Ead Elock Table Tools

System Orive Elock Mumber # Blocks

There are no bad block entries.

. Bad Block T
Error Count

Format Driu
Make Online
Kill Drive
EBackup/Rest
Clear Confi
. Print Confi

[N W R T

ab | e
=
=

ore conf
guration
guration

Uiew Bad EBlocl

k Table

Uiew Rebuild
View Hrite B

EET

ack BET

Press any key to continue

To view the other bad block table, if both are available, tab to highlight it and press Return.

Viewing error counts

In the Main Menu, tab to highlight Tools and press Return.

The Tods menu apears

Tab to highlight Error Counts and press Return.

The first device on he first channe in the matrix atte |6t becomes

highlighted.

Using the Diagnostics Utility
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3 Tab to highlight the device you want to analyze.

The eror count talbe for that deice s dsdayed at he lower right:

Hetwork Serwver Disk Artay - Configuration Utility - Uers. 4.04 12/27,/93
2 Charnel - 7 Target Controller #1 Firmware Uers. 2.33

Tgt Channel Humber
0 5] 1 Tools
OF
Bl—c——l [ 1. Bad Elock Table
TAF 2. Error Counts
1|_——| I:l 3. Format Driuve
Eﬁ!:l 4. Make Online
2|:F|—8 [ S, Kill Drive
ML 6. Baockup/Restore conf
SEg—I:l I:l 7. Clear Configuration
ML 8. Print Configuration
Y -
BN Channe| # c @
s 1 Target 10 -
Parity Errors A
6:' [ Soft Errors 5]
Hard Errors a
Misc. Errors 5]

Press any key to continue

Using the Diagnostics Utility

Problems tat do not repond o the lutions dfered ly the Gonfiguraion
Utility or the Disk Array Manager mg stem fom malfundions n the
controller itsdf or in ore or nore diks. The Diagnosics Ullity provides a
series d tests hat @n help you isolate he ©urce @ the poblem.

Opening the Diagnostics Utility

You open te Diagnostics Utlity i n the same way you open he onfiguraion
Utility, except hat you enter a dferent ommand at he Qpen Rrmware
prompt.

1 Reboot the Network Server.

The sfest method d rebooing is © type shutdown -r  at the AlX prompt
and then pres Retum. This piocedure noifies mnreded wsers 6the
shutdavn. There will be appoximatdy a ore minute désy before rdooing
begins If no wsers are @nneded, tye reboot and press Retum.
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As soon as the screen goes black and rebooting begins, press and hold
Option-Command-O-F until the Open Firmware prompt appears.

Insert the Network Server PCI RAID Disk Array Configuration and Diagnostics Utilities
floppy disk.

At the Open Firmware prompt, type the following instruction exactly and press Return.
boot fd:dacdiag.ns
After a sharintemal, the Diagnostcs Utlity opens

Selecting a controller

If you hare ore ontroller, the Diagnosics Menu, shan following step 2 6
this setion, apgars a 0n & the Diagnostcs Uility opens If you hae
more han ore ontroller, a ontroller sdection screen apgars frst. 1o sdect
a ontroller, follow these nstructions:

Tab to highlight the controller you want to diagnose.

Press Return.

After a sharintewal the Diagnosics Menu appars:

= Diagnostics Utility - Uers. 4.04

Firmuware

DIAGHOSTICS MEMU

1. Board Diagnostics
2. Disk Diagnostics

Use thiz option to diaghose the DAC-968 Control lar
hardware. This test diagnoses the ORAM, MURAM, SCSI I./0
Frocessor, SC5I coble and the System Interface present
in the control ler.

Use the <TAB:, hit <RETURM: to select, <ESC: to Ouit
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Running the board diagnostic tests

The boad diagnosic tests pobe all speds d controller fundionality:
= The Menory Test locates pioblems in NVRAM and DRAM.

s The Trander Logic Test asesses data trader by the ystem nterface
controller.

s The S Interface Bst chedks informaion transer on both SCS
channels

s The Sl 1/O Processing Test measures 1/O performance
s The Loop Bak Test asesses data trader within the controller.

You @n choose o run all or any one d these tets Individual tests are futher
divided nto wubtests of which you @n run ore or all. Unlas you are &irly
certain of where he pioblem lies, it is pobaldly most dficient © choose e
All Tests opion.

Running all tests
Do the following procedure o run all boad diagnosic tests:

1 Inthe Diagnostics Menu, tab to highlight Board Diagnostics and press Return.

The Board Diagnosics nenu apears:

r Disk Artag - Diognostics Utility - Uers. 4.04

el —= 7 Target Controller *1 Firmuare

EOARD DIAGMOSTICS

1
2. Memory Test

3. Tronsfer Logic Test

4. SCSI Interface Test

5. SCSI I/0 Processor Test
6. Loop-Back Test

Use this option to diagnose the DRAM, MNURAM, SCSI I/0
Frocessors and the System Interface in the controller.

Use the <THE:, hit <RETURM: to select, <ESC* to Prewious Menu
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Press Return.

The following screen apgars:

EOARD DIAGHOSTICS

1
2, Memory Test

2. Transfer Logic Test

4. SCSI Interface Test

5. SCSI I/0 Processor Test
6. Loop-Back Test

Use this option to diagnose the DRAM, HURAM, SCSI I/0
Processors and the System Interface in the controller,

| Mo of passes —n

Erter the

Enter the number of times you want the utility to perform the test.

Running the test nore han once an find erors hat acur infrequentt.

Press Return.

The following screen apgars shaving the tests n progress and eab tests
results as they become availade:

Mo of passes : 1
Curtent pass : 1
FPerforming SCSI I/0
Processor Address Test

SCSI cable test possed on channel 1
SCS1 parity test passed on channel @
SCSI parity test passed on channel 1
s

Hit any key to terminate the curren
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IMPORTANT Watch the test results dosdy. The windaow is not scollabe, s the
data dsappears &ter it gets b the botbm d the results bk, but he paces
dow enowgh b allow you © note ay test failures

When all tests are complete, press any key to return to the Diagnostics Menu.

If the boad has pased all tets you @n exit from the uility or proceed ¢ the
disk diagnostcs If the boad has failed ore or nore tests male a note bthe
spedfics To get help, see Obtaining Service and Suppot,” later in this
chapter

Running a specific test

You @n run a spgdfic test or sibtest, but you @n only run ore test at aime

If you want to run a serie d tests but not all 6the availabe tests you need
to sdect eat test, comgete it and then @ on b the next one The piocedure
for eat test is the same, and is very smilar © the piocedure given abee for

running all tests

In the Diagnostics Menu, tab to highlight Board Diagnostics and press Return.

Tab to highlight the test you want to run.
A brief descripion d the test apgars onhie screen:

EOARD DIAGHOSTICS

. All Tests
. Memory Test

3. Transfer Logic Test

4. SCSI Interface Test

5. SCSI I/0 Processor Test
6. Loop-Bock Test

Use this option to dimgnose the ORAM & MURAM in the
controller.

Use the <TAB:, hit <EMTER: to select, <ESC: to Preuious Menu
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Press Return.

A subtest menu appars:

jcs Utility - Uer

MEMORY TEST

1. All Tests
2. DRAM Test
3. MURAM Test

Use thiz option to diaghnoss the DRAM & MURAM in the
contral ler.

Use the <TAB:, hit <EMTER: to select, <ESC: to Preuious Menu

Tab to highlight All Tests or the specific subtest you want to use.

A brief descripion d ead test or goup d tests appars & you highlight it.
Enter the number of times you want the utility to perform the test.

Press Return.

The test beging and a screen a@ars shwing progress and results.

When the test is complete, press any key to return to the Diagnostics Menu.

If the boad passes te test, you @n exit from the uility, perform other boad
diagnosics, or proceed ¢ the disk diagnosics. To get help if the boad has
failed a tet, see Obtaining Service and Suppott,” later in this dhapter
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Running disk diagnostics

Disk diagnostcs indude te foll owing:

= A non-destructive 1/O test that tests reads &'m ore or nore dsks

= A destrudive 1/O test that tests boh reads ad writes

» A diagnosic sdf-test that measures the dik against its sgdfications

s A disk informaion piobe that gves the brand, type, and sze d any had
disk or non-dgk SCSl device in the aray.

WARNING Perform a ful backup before munning d@ther d the disk 1/0O
tests Data b at rek with the non-dstructive test and will be
overwritten ly the destructive test.

Running disk I/0 tests

The piocedures for running the destructive and non-dstructive dek I/O tests
are asenially the same:

1 Inthe Diagnostics Menu, tab to highlight Disk Diagnostics and press Return.

The Disk Diagnostcs menu apgars:

sar Oisk -ay - Diagnostics Utility - UVers., 4.04

7 Target Contral lar #1 Firmware La

Tgt Channel Humber DOISK DIAGHOSTICS
D @
1. Disk I/0 Test
a m 2. Disk Diogrostics
,_—_| 3. Drive Information
TAF

K.

e D110 1-

1
2 Losed
3 Losc
o 1 Do
o
s 1

Use the <TAB>, hit <EMTER: to select, <ESC: to Previous Menu

94  Chapter 4 / Administering the Disk Array With the Configuration and Diagnostics Utilities




2 Press Return.

The Dik 1/0 Test menu appars:

= Diagne = Utility - LU

rol ler #1

Tgt Channel Humber DISE I/0 TEST

1. Mon-Destructive Test

2. Destructive Test

K.

1
— "
1

el D 011-

, hit <EMTER* to select, <ESC* to Prewious HMenu

3 Tab to highlight either the destructive or the non-destructive test and press Return.
The first dsk in the dspay at he Idt is hghlighted.

4 Press Return to select the highlighted disk for testing, or tab to the disk you want to test
and press Return.

5 Repeat step 4 until all disks have been selected.

Non-disk devices, auch as CD-ROM or tape drives, cannot te tested.

6 Press Escape to start testing.

A screen shws the test in progress:
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Channel
Channel
Channel

Channel

Ferforming MHon-Destructive Disk I/0 Test
Current Operation @ READ

Target
Target

Target

- - @ @

Target

Hit any key to terminate the current test

2

e
o4
S

ok

5

ok

5

When he test ha been omgeted or teminated, a dilog bok appears aking
if you want o view the Bad Bock Tale. The Bad Bock Tale, discissed
ealtier in this dhapter allows you © isolate poblems further.

Channel

Utility

- Mer

Curr

Performing Hon-Destructive Disk I/0 Test

ent Operation :  READ

@ Target

2

et

Hould you like to wiew
the Bad Block Table 7

Select YES to wiew, MO to skip

NI
YES

7 Tabto highlight Yes to view the Bad Block Table or No to end the test and press Return.

If the disks pas the 1/O tests you @n exit from the uflity, perform other disk
tests or retun to boad diagnosics. If a disk fails the test, study the Bad
Block Tade and male a note bthe spedfics To get help, see Obtaning
Senice and Suppot,” later n this chapter
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Running disk self-tests

The séf-tests asess the disk according to its manufadurers spedficatons
What te tests ontain and what pasing or failing means \aries by disk male
and nodd.

The stepsd run séf-tests are alrast e same & the stepsd run 1/O tests:
In the Diagnostics Menu, tab to highlight Disk Diagnostics and press Return.

In the Disk Diagnostics menu, tab to highlight Disk Diagnostics and press Return.
The first dk in the matrix athe It is highlighted.
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Press Return to select the highlighted disk for testing, or tab to the disk you want to test
and press Return.

Repeat step 3 until all disks have been selected.

Press Escape to start testing.

A test plogress screen apgmars:

- Diaghostics Utility - lUers.

Firmuare Ue

The Disk Present on Channel 8 and Target 2 passed its self-test
The Disk Present on Channel B and Target 2 possed its self-test
The Disk Present on Channel 1 and Target 4 possed its self-test

Test has been compl , press any key to return to the menu

If the disks pas their sdf-tests you @n exit from the uility, perform other
disk tests or retun to boad diagnosics. If a disk fails its sé-test, male a
note d the spedfics. To get help, see Obtaning Service and Suppot,” later
in this chapter

Reviewing drive information

The drive informaion feature $ not atually a test. Rather it is a vay to find
out the manufadurer modd, modd number, and sze d a dik. To use his
feature 6llow these nstudions:

In the Diagnostics Menu, tab to highlight Disk Diagnostics and press Return.

Tab to highlight Drive Information and press Return.
The first dsk in the dispay at he Idt is highlighted.



5 Administering the Disk Array With the
Disk Array Manager

The Netork Server PG RAID Disk Array Manager is an AlXwindows
apgication that povides nonitoring and management fadlities that you @n
use vhile the Netvork Server is running. For every ontroller installed n the
Network Srver, the apgicaton piovides a graphdal view of the condition o
physical disks, system drves, and the controller itsdf, along with staistical
profiles and a unning log. The apficatioris management features indude te
ahlity to take disks online or dfli ne, to create hot spaseand D initiate
rebuilds when diks are danmged.

Installing the Disk Array Manager

The Netvork Server PG RAID Disk Array Manager is sipdied on a CD-
ROM disc hat indudes bot the Disk Array Manager ©ftware and the driver
software br the controller card. The installtion piocess given kere ses the
AlXwi ndows verson d the SMIT instalaton uility. You @an ako install he
software flom the AIX command line wsing essentally the same procedure
but from a tet-based nterface To install he ftware follow these
instudtions:

1 Make sure that you are logged into AIX as root.
If you are notdgged & root, follow these nstrudions:

1 At the AIX prompt type shutdown -r  (if users are @nneded) or
reboot (if no users are enreded) and press Retum.

2. When he AlX login screen apgars log in as root.




2 Insert the Disk Array Manager CD-ROM disc in the CD-ROM drive of the Network Server.

3 Open a dterm terminal window from the Common Desktop Environment.

If you reed nore informaion about AIXwndows or he Gommon Dektop
Environment see Chapter,4Using AlXwindows and the Gommon Dektop
Environment” in Usng AIX, ApleBlk Srvices and Mac CS Uilities an the
Apple Network Server.

Compete AIX documentaton is azailade online through the InfoExplorer
apgicaton. For more informaion on hfoExplorer, see Chapter, 53Using
InfoExplorer b Retrieve Informaion; in Usng AIX, AppleBlk Srvices and
Mac OS Uilities an the Aple Network Server.

4 Type the following command at the dterm prompt and then press Return:
smit install

The MIT instalbton uility opens

5  Click the Install and Update Software button.
The Install and Update ranu apears

6 Click the Install/lUpdate Selectable Software (Custom Install) button.
The cwstom instalaton menu apears

7 Click the Install/lUpdate From All Available Software button.
An Input Device dalog bo appears

8  Type the following information in the input device text box and then click OK:
/dev/cd0O

If your CD-FOM drive is not £3 ID 0, substtute the wrred numter for the
0. After you dick OK, the All Availabde Software dalog box appears

9  Type following information in the Software to Install text box and then click OK:
all_licensed

A confirmaion dialog box appears

10  Click OK.

Instalbtion beging and a pogress message appars When he screen sps
disgaying new informaion, instalbfon is @mgdete
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11 Exit from SMIT by choosing Exit SMIT from the Exit menu.

12 Reboot the Network Server and log in as root to start the Disk Array Manager.

Starting the Disk Array Manager

The Disk Array Manager shold always be running when he disk array is
being used. Thus it shold be set upd run & a ladkground pocess In
addiion, you reed o log in to AIX as ot raher than with your wser nam

The ommand g/ntax to laund the Disk Array Manager is & foll ows:

[nohup] dacmgr [-m <address>] [&]

dacmgr is the basic command. Typing dacmgr at the AIX prompt and
pressing Retum laundes the apgicaton.

The [nohup] option allbws you © dose he dem window from which
you launded te Dik Array Manager without dosng the Disk Array
Maneger itsdf. If you dort indude his opton, you mst keep he dem
window open whenever you are unning the Disk Array Manager. This
may or mg not be d importance b you.

The [-m <address>] option albws the Disk Array Manager o send gu
mail informing you d significant events hat reqire your attenion. For
more informaion about majlsee Geting Mail,” later n this chapter

The[&] option setshie Dik Array Manager © run in the badkground.
You shold always indude this opton.

The [-display <display>] option dspays the Disk Array Manager
on a renote X sever & well as on he Netvork Server nmonitor. For more
informaion, see “Wing the Disk Array Manager on a Rnote X Srver,

later n this dhapter

Note: Do not type the bra&ets dther standad ([]) or angle (<>) Spedfic
informaion must ke substtuted within the angle brakets For examge, you
would type dacmgr -m adminstrator & if you wanted b get mail and
your E-mail addrss were admistraor.
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The menu bar

If you hae not et set up mail seice or if you dort know whether or not
you reed o dose he derm window or monitor the Disk Array Manager from
an X sewer, you @n add hese opions at ay time Smply quit the Disk
Array Manager and then réaund it with the crred command. 1 laund the
Disk Array Manager & a ladkground pocess, follow these nstructions:

Log in as root if you have not already done so.

If you are dgged in under pur wser narg, do he following:

1 Restait the Netvork Server by typing shutdown -r  (if users are
conreded) orreboot (if no users are@nreded) and then presing
Retum.

2. When he AlX login screen apgars log in as root.
Open a dterm terminal window from the Common Desktop Environment.

Enter the following command  and press Return:

dacmgr &

After you open te Disk Array Manager, the apgicatoris man window
appears The nenu lar floats abwe it:

EO=——————— Disk Array Manager = |
File  Window Help

If you dick the Window Manager menu buton, at he I€t end & the nenu
bar, the Windowv Manager menu ons The menu itens are he same & for
all AIXwi ndows appicatons Clicking Minimize redices the Disk Array
Maneger © an icon, which you @n guckly open at ay time This @n be very
usdul beause d the reed b run the appicaton ontinuotdly.
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For more informaion on wng the Windowv Manager b manipulate
windows, see Chapter,4Using AlXwindaowns and the GComnon Dektop
Environment” in Using AIX, Aplealk Srvices and Mac OS Uilities in
the Aple Network Server.

There aretiree nenus for the Disk Array Manager itséf: File, Window,
and Hdp.

The Hle menu ontains hree ommands—®@nnred, Log Viewer, and Eit:

Disk Array Manager

File | Window Help
Sonneet T gontroller /PC 1 |

Log Viewer
L Exit

The Gnned command lets pu open a D& Array Manager window for any
controller installed n the Netvork Server, as well as © switch badk and forth
between whndows for other @ntrollers.

The Log Viewer ommand opens he Log Informaion Viewer window,
described in “The Log Informaion Viewer” later in this dapter

The Ext command lets pu it from te Data Access Manager.

The Windov menu albws you © move between oen windows:

Disk Array Manager

File  ‘Window | Help

Cevice Information

Local - Contrallern

— Device Information
Log Information Viewer
Device Information

If no windaws are opn, he menu ha no ommands n it.
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The Hdp menu gies you acess © an online help file:

Disk Array Manager

File  ‘Window Help|

Introduction

Run in Background

Yiewing Controllers

System Drive States
Physical Disk States
Disk Size and Location
Rebuilding Disks
Rebuild Rate

Hot Spares

Yiewing Statistics
Viewing the Log
Geting hail

Click any of the listed sibeds © g to that setion d the help file.

Using the Disk Array Manager’s main window

If you hare nore han ore Netvork Server PG RAID Disk Array Card
installed the man windaow for the @ in the first (lowest numiered) ot
appears ly ddaut. If you want to seelhe window for another @ntroller, do
this:

1 Choose Connect from the File menu.

2 Choose the controller you want to monitor from the submenu that appears.

Regardless d which controller's window is disdayed, he Disk Array Manager
monitors all hstalled ontrollers smultaneowdy. You @n switch from ore
controller's main window to another mntroller's man window at any time

The following figure shavs the man windaow for a typcal controller:

104 Chapter 5/ Administering the Disk Array WIth the Disk Array Manager



EI=———————— lLocal - Controller0 il

— Physical Drives

Channel 0 Channel 1

ikt — System Drives

= EE

Drvo Drvl Drv2 Drv3

EEEE

Drvd Dirv3d Drvé Div7

Total Size : I 17212 MB Total Size : I 12909 MB
i Close |

e

S b N =D

[

The man window gives a gneral pcture d the sze, layout, and healh o the
disk aray. System drves are repraented onhte right, the plysical disk amray
on the Idt. The drcut boad icon at he upger right repreents he cntroller
itsdf.

System drive information in the main window

Eight gystem dive icons are alays disdayed (eéght being the maimum any
controller can auppott) but ony those cons hat are green,glow, or red hae
adually been onfigured b be pat of the aray. The @lors @n be interpreted
as follows:

s Green means he gistem drve and all its onsttuent plysical disks are
fully fundional.

= Yellow means he gstem drve is in critical condition, but hat no data &
been bst. More spdfically, it means hat he ystem dnve is redundant (of
RAID level 1, 5 or 6) and that ore d its disks ha failed.

» Red nmeans hat data mahave been bst. If he gstem dnve is d RAID
level 0 or 7 ore dik has failed. If the ystem dive is d RAID leve 1, § or
6, two or nore deks hae failed.
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This exkampe shavs ore ystem dive—s/stem dive O—and that ystem dive
is fuly operatonal.

Note: In badk and white as in these illustratons or wih a nonachrome
monitor, the wlor difference are repreented ¥ shading. A color monitor is
strongly reommended.

The tal $ze shevn on he right sde d the window equals the anount d
physical disk space afitted b the gstem dnve minus the anount d disk
space requed for RAID level overhead.

Physical disk information in the main window

The Idt sde d the window shavs all diks installed on bdt channels d the
disk array, and indicates the condition d ead. (Non-disk devices, in this @ase
a CD-FOM drive and a taje drive, are acessed hrough the RAID controller,
and are fctured n this dspgay. However they are not onfigured into the aray
and are not ranitored)

The state bthe diks is indicated ly a grapht o their indicator lights plus
auxliary markings a foll ows:

= A green Ight means te dsk is fuly fundional.

= Ared light and a red X mans te drive is dfli ne, dther becawse it ha
failed or leauwse it ha been rermoved.

= A green lght with a white closs means he drive is a hot spare
= A white light means te drive ha not een onfigured nto a gstem dnve

= Avydlow light and a \elow upward panting triangle means he drive is
being rebuilt.

= A red light and a red danward pdnting triangle means réuilding has
been ancded.

In this exampe, all disks are flly fundional and the disk on the lower right
is a hot spare
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The indicator lights n the graphe¢ on screen do not métexadly the
indicator lights on lhe Netvork Server or on a extemal entosure They
trandate oughly as follows:

Condition Light in graphic Light on array

Ready for read or write Green Steady light green
Read or write in process Green Flashing bright green
Failed drive Red Steady red
Undergoing rebuild Yellow Flashing orange
Supplying data for rebuild ~ Green Flashing bright green
Unconfigured White Steady light green

Note tat if all indicator lights n an aray are red, it des not wually mean
that all deks hae failed. Instead it aually indicates that he cwmputer §
reseting the SCY bus

The po#tion d disks in the grapht indicates their channel and SCSI ID. All
disks in the €t hand bwer are on leannel 0; all disks on he right are on
Channd 1 The towers repreented on screemeespond ¢ the o channels
of the Netvork Server, but he sngle tower in the Netvork Server itsdf
indudes boh channels

The disk numbers orrespond ¢ their channel and SCSl ID humbers The hot
spare n this examge, therdore is disk 1, 6 In a Nework Server, it would be
in the lowest front drive bay.

The btal sze repraents e dik capadty of all disks mnfigured nto a
gystem dive It does not hdude hot spai®

Controller information in the main window

The drcuit boad icon repreening a @ntroller is sSmply an icon. It does not
in itsdf provide awy informaion. When you doulbe-dick the icon, he
Controller Informaion window, discussed ater in this chapter appears
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Using the System Drive Information window

If you doulte-dick a @nfigured gstem dive in the mah window, a §stem
Drive Informaion window for that ystem drve apars:

System Drive Information

The $stem Drive Information window allows you © view the gstem dives
structure and  monitor its stateThe parity tiedk option allbbws you © dhedk
and reset parity 6r those RAID levels that sippott it.

Using System Drive Parameters and Pack Information

System Drve Raraneters on e I€t of the window, identfy the
charageristics and state bthe ystem dne

Note hat he SCSl ID equals the g/stem drves identfyi ng number dus eght,
or 0+8 n this examge. This is the SCS ID that he @ntroller assigns b the
system drve for the operatng g/stem b see
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The stats parareter @n be onling, critical, or dead, arrespondig to the
green, glow, and red state d icons n the main window.

All the oter parameters—RAID level, induded paks, sze, and write
pdicy— are hose hat were setdr the ystem dive wsng the @nfiguraion
utility.

Pad Informaion, on he right d the window, shavs a dgk icon for eat
system diwve, of which there B only one in this ekamgde. The numler before
the wlon is the gstem drve ID. The numters dter the wlon give the channel
and SCSl ID for eat ptysical disk used n the gstem drve. Channel and
SCSI ID numkers are separated b dah, dsks in the pa& by commas.

Using the parity check

If parity errors are repded or a d&k, you @n run te parity tied to
analyze and posibly corred those erors The parity died is ony availabe
for g/stem drves d RAID levels 1 5 and 6 To run te parity ©ieck do this:

= Click the Parity Check button in the lower left corner of the System Drive
Information window.

A screen gnilar © the following appears

ED=—————— Rebuild/Parity Check Status |

Checking in progress, Please wait ... 1%
Local-Controller 0 System Drive 0 System Drive:0
K Stop

This is a firly lengthy and processor-intensve test, but it @n in many cases
restore parity ¢ the ystem dwe and thus diminate a potemdl threat o the
data ad ®ftware he g/stem dive montans
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Using the Device Information window

If you doulbe-dick a dsk icon in the man window, a Device Informaion
window, spedfic to that dik, appears:

ES@=— Device Information —————

— Device hMaodel

IBi OER DFHSS4W 4B4B

— Device Parameters

Address : Channel 1/ Target > ot |
i A R bdake Umbing |

Bhata D Rake Hot Spare

System drive : 0O

Make Off Line
Softerrors: 0
Hard errors : 0
Pari 0
arity errors oK

The bp windaw bar gives the disk's manufadurer, nang, and nodd number.
The Device Raraneters setton on he €t of the window provides
informaion on he diks location, $ze, stats, and ystem drve The eror
counts povide he same informaion & do he eror counts mantained by the
Configuraion Utlity. Viewing error counts hrough the Disk Array Manager
has the adiantage that you do not eed b shut davn the sever.

The butbns on e I€t indicate he four state a d& can be in: online,
offling, un@nfigured hot spateor rebuilding. In this exkamge, shaving a
funcdional nemter d a pa& and ystem drve, only the Make Offli ne butbn
is ative
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Taking a disk offline

If a disk fails or 5 renoved, it goes dfli ne aubmatcally. Taking a d&k

offli ne, also known &s killing a drive, shoud be dore ony when a dnve reeds
to be repaied or repaced—n other words when you tink it is going to o
offli ne ©on awyway, perhaps de b the numker and kinds d errors shaving
up in its Device Informaion window.

WARNING Depending on he RAID leve of the gstem drve, taking a
drive dfline ma result in data bss. Before takng a drive dfli ng, male
aure hat a hot sparesiavailade, or that te aray is inadive

To take a drve dfling do tis:

= Click Make Off Line in the Device Information window.

A dialog box appears &ter a sharintewal, tdling you that he disk has been
made d&fli ne, and aking you © confirm the operaton. If you dick Yes, the
dik’s stats dhanges © dfline and the Rebuild butbn becomes adive

In the man windaw, the disk's drive light changes © red aad a red X appars
on te dsk.

Rebuilding on replacement disks

Rebuilding on a refacenent dsk means wriing data ad parity nformaion
from oher diks in the aray to the repacenent dik. Rebuilding is restricted
to disks in redundant (faut-tolerant) amrays, which are arays at RAID levels
1, 5 or 6 If the aray contains a hot spare (stdby disk), rebuilding is
aubmatc. If there B no hot spargiou @n renove the damged dik and
redace it wih another disk of the same SCSl ID and d equal or greater
capadty.

If the disk array suppotts hot-svappng and is AEMI-comgiant, es the
intemal dsk array in the Netvork Server is, rebuilding stats aubmatcally
when you install he repacenent dik. If the disk array does not sippott hot
svappng oris not AEMI-comgiant, you an manually initiate réuilding &ter
you install he redacenent dk. Use he following instuctions b repace he
disk and  initiate réuilding:
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Replacing a disk

IMPORTANT If your disk array does not sippott hot svappng, shut devn the
Network Server before réouilding. Seps 1 ad 2 are not ecessary & the
computer ha been shut den. Follow the instructions flom step 3After step
4, reboot and stat the Gonfiguraion Uility. For more informaion see
“Starting the Gonfiguraion Uility,” eallier in this dapter

1 Shut down the damaged disk.

To shut davn a di&k in an intemal drive kay of the Netvork Server, pul badk
the drive trgy ejed lever on he drive bay. To shut davn a dik in an external
array, follow the diredions n the wseis guide hat @ame with the external

array.
2 Wait 30 seconds.

This gives the disk time © spn dovn competdy. It also gives the @ntroller
time b remognize hat he damged disk has been removed and © prepared
remgnize he repacenent dik.

3 Remove the damaged disk.

To renove a d&k from an intemal drive bay of the Netvork Server, pul the drive
tray towards you untl the trgy comes free To renove a dgk from an external
array, follow the diredions n the wseis guide hat ame with the extemal

aray.

4 Install a disk of equal or greater capacity and the same SCSI ID as the damaged disk in
the drive bay from which you removed the damaged disk.

To install a dik in an intemal drive bay of the Netvork Server, follow the
diredions in Setting Up the Ntwork Srver. To install a d&k in an external
array, follow the diredions n the wsefs quide hat ame with the extemnal
array. If you are sing an Apple-supied disk in an intemal drive bay of the
Network Server, the SCSl ID is set audmatcally.
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Rebuilding a disk

Manual rebuilding is recessary if your dsk array does not sippott hot-
svappng, or is not AEMI-comgdiant.

WARNING Althouwh it is posible to rebuild a damged dik with the
Disk Array Manager, it may not work and it is not reommended. If
you reed b rebuild a damged di, it is mud sfer © initiate he
process through the Gonfiguraion Uility, and then ony after low-level
formating the dik.

Follow these nstuctions b initiate réuilding:
Open the Device Information Window for the replacement disk.

Click Rebuild.
The Rebuild screen apgars giving you the piogress d the reébuilding:

ED=—— Rebuild/Parity Check S$tatus ———

Rebuild in progress, Please wait ... 1%

Local-Controller 0 Channel 1 Drive 4 System Drive:0

K Stop

Depending on e sze d the disk, reébuilding can be a legthy process While
rebuilding is undenray, the disk’s indicator light in the man window changes
to yellow, and a yllow upward panting arow appears ontie dsk. Once
rebuilding is @mgdete you @n male the dik online
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Making a disk online

Making a dsk online brings it to full operatonal stats within the aray. This
is dangerous if the disk is fauty. You shold resewe this operaton for disks
that hae been siccessfully rebuilt, or for disks which you hae good reaon ©
believe hare nohing wrong with them This latter @tegory might indude for
exampe, disks that were renoved from the dik array for some reaon, but
that had préoudy been funtioning well. To male a dsk onling, do tis:

1 Click Make On Line in the Device Information window.
After a sharintewval a dalog boc appears tdling you that he disk has been
made onliie and aking you © confirm the operaton.

2 Click Yes.

The dik's stats dianges © online and all butons except br Make Ofline
are hadivated. h the maih window, the dik's indicatbor light changes ©
green

Making a hot spare

If you hae renoved a damged drive and an existing hot spare labeen sed
for rebuilding, you @n add a ew hot spare sifollows:

1 Make sure the hard disk to be used has a capacity equal to or greater than that of the
other disks in the array.

2 Setthe disk’s SCSI ID to match the SCSI ID of the damaged disk that has been removed.

If you are nseting an Apple-aupdied had disk into an intemal drive bay of
the Netvork Server, it is not recessary  set he Sl ID.

3 Insert the disk into the drive bay formerly occupied by the damaged disk.

4 Locate the new disk in the main window of the Disk Array manager.

The new disk has a white drive light, indicating that it ha not keen
configured.
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5  Double-click the disk icon to open its Device Information window:.

Device Information

6 Click Make Hot Spare.

After a sharintewal, a dalog box appears tdli ng you that te disk has been
made nto a hot spareand aking you © confirm the operaton.

7 Click Yes.
The diKs statg hanges © hot sparerad all butbns lecome inadive

In the man windaw, the disk's drive light changes © green ad a vhite cioss
appears onhe dsk icon.
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The Qontroller Informaion window allows you © monitor the conditon d a

Using the Controller Information window

controller as well as b view statstics for the aray it controls:

EN

Controller Information

The p kar gives the nane, numker, and PG slot of the @ntroller whose
spedficatons are dipgayed & follows:

Parameter Definition

Cache Size Amount of DRAM available for caching

Interrupt The type of interrupt in use

Firmware The version of firmware in the controller

EEPROM size Size of EEPROM firmware control program

Stripe size Amount of data written in a single stripe

Number of channels The number of SCSI channels this controller supports

Maximum devices/channel

Maximum System Drives
Physical Sector Size
Logical Sector Size

The maximum number of SCSI devices that can be attached
per channel

The maximum number of system drives that can be defined
The size of a sector on a physical disk
The size of a sector on a system drive
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The rébuild rate an be agusted ly dicking the up or davn arows rext to
the Rebuild Rate \alue n the lowerleft corner d the window. The rebuild
rate 6 ddined & the percentge d time the wntroller spends reonstiucting
data on a av disk from redindant data sired on he aray. Values range
from 0 © 50. A high value nstructs the ontroller to spend a maimum
amount d time reonstiuding the data (ad less ime sevicing g/stem
requests) A low value rererse those prorities © spend nore ime piocessing
gystem ativity and less ime rebuilding the aray. Rebuilding is discussed n
detail in “Rebuilding a Dek,” eallier in this chapter

If you dick Satistics View, the Satistcs View windowv appears:

E@=——— local - Controller 0 / Statistics Window —————|
Controller I Drives
Total Read 1k
Total Write 10k
Read Throughput 10M
Write Throughput 10M
Read Cache Hit 100%

Total ReadfVrite : |Q/second

Readn#rite Throughput : Bytesfsecond

Statistics are updated at stdad intewvals, and the \alues are a nurrical
avergye d the data ollected during the ime s$nce he last updateThe data
repotted s & foll ows:

» Total Read: Dtal numter o disk input ogeratons er seond on all diks
= Total Wite: Total numker o disk output oratons er seond on all diks
» Read Throughput: Anount d data read fsm the dik array per seond

=« Write Throughput: Anount d data written @ the disk aray per seond
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» Read Qe Hit: Percentge d read ogratons hadled ly cache nenory

The Satistcs View window provides staistics about bdt the antroller itsdf
and the plysical disks, system drves, and channels in the array. If you dick
the Drives tah the following window appears:

Local - Controller 0 / Statistics Window

The datam this window is & foll ows:

= Cacdhe hits on gstem drves: The percentge d reads hat are seficed ly
cache menory

» |O/seond on gstem drves: The numter o input/output requsts fer
seond maded a ystem dne

= |0/seond on plgsical: The numler d input/output requets ger seond
made ¢ a plysical disk

= |0/seond on tannels: The numier d input/output requsts er seond
made on a sg@ific controller channel
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The Log Information Viewer

The Log Informaion Viewer, a smge o which is shevn in the following
figure lets you seenmformaion from a bg file, which keeps aunning record
of all controller events n a sesion. (The log file is aubmatcally deared
whenever the Disk Array Manager shuts dan)

Log Information Viewer

The log file helps you analyze @ntroller use and ako helps you pnpaoint the
time d errors and the events leadig up b them Further, the log file can be
used 6 form mail messages, as discissed n the rext sedion.
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Getting mail

In many or most instance you worit be working on he Netvork Server
diredly. To male it eaer to trak the conditon d the dik array, the Disk
Array Manager @an send maild you at ay addres you spedfy.

Before you @n recéve mail hovever, the AIX sendmail pocess must be
configured. If yours B an existing instalaton, his ha pobaly alreag been
dore If youre not sire contad the network admnistrabr. If you need ©
configure or lean more about sendmaijou @n acess its d@wumentaton
through InfoExplorer.

Once sendmail lsabeen onfigured, seting up mail sevice 5 eay:
Quit the Disk Array Manager by choosing Exit from the File menu.
Open a dterm terminal window from the Common Desktop Environment.

Enter the following command:
dacmgr -m <address> &

For <addres>, sibsitute the addres at wich you want to recéve mail.This
can be your nomal dectronic-mail addres, or any other e-mail addres that
you @n use Once mail sefice 5 up ad running, the Disk Array Manager
will notify you d any events reqiring your attenion.

Note: Be sire b indude ayy other requred optons n the statup command,
such as [nohup] , discissed n “Starting the Disk Array Manager,” eallier in
this chaptey or[ -display <display>] , discussed rext in “Using the Disk
Array Manager on a Rnote X Srver” Always indude he amgrsand &).

Press Return.

The Disk Array Manager stats up this ime @nfigured b recéve mail.
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Appendix A Specifications

This apeendix lists he plysical and dedronic spedficatons d the Netvork
Server PG RAID Disk Array Card.

Controller

CRU

Clock Rate

Memory Module Type

Cadhe Type

Firmware

Pd I/O Processor

SCSI /O Processors

RAID Levels sippotted

DAC960PL
Intd iI960® RISC 3-hit microprocessor
25 MHz

DRAM, 72-pin MM, 70 ns or éster

Sze: Minimum: 2 MB

Optional: 4 8 16, or 2 MB (n X )

Write: sdectade, write through or write ladk
Read: Aways enaled

ROM Type: Flesh EEPROM, 25K x 8

Mylex 189206 ASIC

Bus Type: 2-hit, 33 MHz, PA Local Bus
Mode: Bus Master

Trander Rate: Up © 132 MB/seond (burst)

NCR 8BC720 ore per channel

Bus Type: 8 or B-hit Fast / Wide SCSI-2 compiant

Trander Rate: Up 6 20 MB/seond per dhannel
Up o 60 MB/seond, 3 tiannels

RAID 0O, striping

RAID 1, mirroring

RAID 5, parity

RAID 6 (0+1) strigng and mirroring
RAID 7 (JBOD), 9ngle-drive cntrol







Appendix B Interpreting and resolving error messa ges

When an problem condition is repoted b a Nework Server PG RAID Disk
Array Controller, the cntroller software—ather the Gonfiguraion Ulility, the
Diagnostcs Utlity, or the Disk Array Manager—disdays an error message
repotting the difficulty. Some @nditons @n be eaily correded, while others
may requre reonfiguring the aray or repadng equpment. The informaion
in this apendix @n help you better understad why an eror message
occurred and what you @n do b lve the poblem.




Error messa ges reported by the configuration and diagnostics utilities

The following messages indicate poblems that must be lved before you @n
continue wing the disk array the message rders b. Try the suggested slution.
If it does not vork, you ma need b reonfigure he disk array or fix a
hamdware poblem.

Adapter not responding to commands. Cannot proceed further. Verify setup and try again.

Shut davn the gstem ad hedk that all @des are popedy conneded and
that he ad itsdf is popety installed. Rboot and laund the Gonfiguraion
Utility. If the pooblem perssts run the boad diagnosics, as descrbed in
“Using the Diagnostcs Uflity,” in Chapter 4

All or some of the system drives created in this session have not been initialized. This
may cause unpredictable system behaviour.

Initialize ayy system dives that hae not een nitialized.
Asynchronous Rebuild Failed.

Rebuilding failed kecause nore han ore disk was dfline Run disk
diagnosics, as described in “Using the Diagnostcs Udlity,” in Chapter 4You
may need b rdormat or repace o or nore deks

Cannot continue with rebuild as failed to start the disk.

Run dik diagnosics, as described in “Using the Diagnostcs Utlity,” in
Chapter 4You ma need b rformat or repace o® or nore deks.

Cannot make disk online as this disk has been probably replaced by a standby disk. It is
no longer a part of any system drive.

Run dik diagnosics © ascetain if the dik is in good working oder If the
disk is operatonal you @n bring it online by induding the disk in a pak and
then in a gystem drve For informaion on addig paks and g/stem drves,
see “Mewing and Updaing the Curent Gnfiguraion; in Chapter 4
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Cannot rebuild this disk as it is part of a non-redundant system drive.

Only diks induded in g/stem dives d RAID levels suppotting redundancy
can be revuilt.

Cannot rebuild this disk as this physical disk has probably been replaced by a Standby

disk. It is no longer a part of any System drive.

Run dik diagnosics © ascetain if the dik is in good working oder If the
disk is operatonal you @n bring it online by induding the dik in a pak and
then in a gystem drve For informaion on addig paks and g/stem drves,
see “Mewing and Updaing the Curent Gnfiguraion; in Chapter 4

Check failed. To restore consistency, rerun the check with automatic restoration enabled.

Rerun & direded.

Checksum error.
Try the following:

1 Save the oonfiguraion © a floppy disk, as described in “Badking Up the
Configuraion; in Chapter 4

2. Reboot he mmputer
3 Restatt the Gonfiguraion Uility.
4. Restore he mnfiguraion wEng your badkup @py.

Controller not found. Please verify setup and run the utility again.

Shut davn the gstem ad hedk that all @des are popedy conneded and
that he @ itsdf is popelly installed. Rboot and laund the Gonfiguraion
Utility. If the pioblem pergsts run boad diagnosics, as described in “Using
the Diagnostics Utlity,” in Chapter 4

Corrupted configuration file. Cannot continue with restoring the configuration.

If you hae a written dscripion d the configuraion © be restored, yu @n
restore it from your note.
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Error in opening file. Cannot continue with backup.

Write dowvn a dacripion d the onfiguraion © be backed up

Error in opening file. Cannot continue with restore.

If you hae a written dscripion d the configuraion © be restored, yu @n
restore it from your note.

Error in reading from floppy. Please verify whether the floppy is inserted properly.

Verify that he floppy disk is undamged and try aain.

Error in reading the configuration from FLASH. Cannot continue with backup.

Make a written dscripion d the mnfiguraion © be backed up

Error in writing configuration to controller.

There m& be a poblem with ether he NVRAM or the EEPROM chip. Run
boad diagnosics, as described in “Using the Diagnostcs Uility,” in Chapter
4,

Error in writing to the floppy. Please verify the floppy is inserted properly.

Make sure hat te floppy disk is a freshly-formatted Mac C5 floppy disk.

Expected Disks Not Found.

Do the following:

1 Enaure hat all deices are onreded, tuned on, ad fundioning propery.
2. Press any key.

The screenhat apgars gies you the choice d pressng ESC or presing
S

3 PresseL orS

If you press EXC you @n restatt the Netvork Server o see if ypur
inspedion and orredion d problems (such as devices being tumed df or
not dugged in) was successful. Go b step 3

If you press S he reord of the damged @nfiguraion is sved. You will
need b configure he aray from scrath dter restating the Netvork
Server.
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4. Reboot he Netvork Server by pressing the reset ley on the front d the
computer

If you presed E€ and the Expeded Diks Not Found screen dis not
reapear chek View/Update @nfiguraion. If the cnfiguraion disdayed
there s fundional your work is @mgete (Dorit do step 4

If you pressed E€ and the Expeded Diks Not Found screen reapprs
press S and then rdoot he Netvork Server. Go on b step 4

5 Configure he Dik Array

You reed b do a omgete onfiguraion, fllowing the diredions in
Chapter 3just & though the aray had rever been onfigured. Low-level
format any susped disks, and run disk diagnosics, as described in “Using
the Diagnosics Utlity,” in Chapter 4Redace ay disks tat @rit be
formatted ortat fil their tests

Failed to start device after formatting.

The disk may be fauty. Run boad diagnosics, as described in “Using the
Diagnostcs Utlity,” in Chapter 4

FATAL ERROR. Error reading Configuration from FLASH. Invalid status from adapter on
Read FLASH configuration.

Run boad diegnosics, as described in “Using the Diagnostcs Uility,” in
Chapter 4

FATAL ERROR. Error reading configuration.

Run boad diegnosics, as described in “Using the Diagnostcs Uility,” in
Chapter 4

FATAL ERROR. Invalid device state in state table.

Run boad diegnosics, as described in “Using the Diagnostcs Uility,” in
Chapter 4
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FATAL ERROR. Invalid Pdrive Flag found.

Run boad diagnhostcs, as described in “Using the Diagnostcs Uflity,” in
Chapter 4

FATAL ERROR. Invalid RAID level found in computing size.

Run boad diegnosics, as described in “Using the Diagnostcs Uility,” in
Chapter 4

FATAL ERROR. Invalid RAID level in configuration table.

Run boad diegnosics, as described in “Using the Diagnostcs Uility,” in
Chapter 4

FATAL ERROR. Number of disks in current pack is 0 or greater than 8.

Run boad diagnosics, as described in “Using the Diagnostcs Uility,” in
Chapter 4

FATAL ERROR. NVRAM configuration error.

Run boad diaghostcs, as described in “Using the Diagnostcs Uidlity,” in
Chapter 4

FATAL ERROR. Unknown device type in Inquiry.

Run boad diagnhostcs, as described in “Using the Diagnostcs Ullity,” in
Chapter 4

Format Failed.

Redace he dik.

Initialization failed. Press any key to continue.

Run dsk diagnostcs, as described in “Using the Diagnostcs Uility,” in
Chapter 4

Insufficient # of free entries in change list.

Reboot he Netvork Server.

Invalid channel number in field.
Chedk the dhannel number. For the Netvork Server, the channels are O ad 1
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Making a DEAD drive ONLINE will enable Reads and Writes to that drive. This could have
catastrophic effects if not used properly.

Only make dead dks online if you hae good reaon © believe that here B
nothing fundionally wrong with them

Number of inconsistent blocks is more than 100. Restoring consistency doesn't assure
consistency of the system drive.

Low-level format he diks in the ystem dive

Restore consistency aborted as irrecoverable errors occurred.

Low-level format he diks in the gystem dnve

The current configuration does not match the stripe size. Cannot define system drives

Run boad diagnosics, as described in “Using the Diagnostcs Ulility,” in
Chapter 4

The NVRAM and FLASH configurations do not match.

This ondition results from a onflict in the mnfiguraion reords sored in
NonVolatle RAM and in Exendalte Erasealte Plogrammale Read-orny
Memory (EEPROM). EEPROM is ako referred b as HLASH. To mrred the
condition, do he following procedure which is based onhe asumpion tat
the EEPROM record is the nore acurate:

1 Press ay key to dispay the Load nfiguraion screen
2. Sedlect FLASH to view the mnfiguraion from that ®urce

3 Review the mnfiguraion, and decde if this wpy shoud be sved b boh
FLASH and NVRAM.
—To review NVRAM before making a detsion, follow the diredions on
the screen
—To sve the mnfiguraion, pres S

This option is not supported by the current Firmware version of the controller.

Make sire you hae the latest firmware nstalled. ©ntad your Apple-
authorized Netvork Server dealerdr assistance
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This system drive has already been initialized.

Do not poceed wih initialization.

WARNING !! Stripe size does not match with configuration. This may cause data loss if
you choose to proceed further.

Run boad diegnosics, as described in “Using the Diagnostcs Uility,” in
Chapter 4

Writing configuration to FLASH failed. Restore configuration failed.

If you hae a written reard o the @nfiguraion, you @n do a maual
resioraion.

Error messa ges reported by the Disk Array Manager

Errors repoted ly the Disk Array Manager are oded acording to severity:
s Level O—catastrophic erors—are numeéred fom D01 to 1100.

= Level 1—severe erors—are numeéred fom 1101 to 1200.

= Level 2—emror—are numbred fom 201 to 1300.

s Level 3—warnings—are numbred fom 1301 to 1400.

The numler sthieme albws @nditon type © be edaily distinguished. There
are ony a few messages in eat group Informaional messages numlered

from M40L to 1500 are not dicssed lere These nformaional nessages are
sdf-explanabry and requre no ation by the wser

Level 0: catastrophic conditions

1001: Controller is dead. System is disconnecting from this controller.

Chedk the Resource Quide padkaged with the Netvork Server, for suppott
informaion, or see qur Apple-auhorized Nework Server dealerdr sewice
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Level 1: serious conditions

1101: Network connection error

Try again. If the pooblem pergsts chedk your plysical network connedion
and your retwork setup in AlX. If this dees not reolve the pioblem, contad
your retwork admnistrabr.

1103: Power supply failed
See yur Apple-auhorized Netvork Srver dealerdr sewice

1104: One controller has failed. Can’t determine which one.

Shut davn AIX and run the disk diagnostcs piovided ty the Diagnosics
Utility. When e pioblem ha been bcated, tiedk your Resource Quide for
suppott informaion, or ontad your Apple-auhorized Netvork Server dealer
for sewxice

1105: One system drive in array has been taken off-line

Open the Sstem Drve Informaion window in the Disk Array Manager ©
locate he ystem dnve in queston. Fnd out which disk or disks hae failed.
If the aray is reduindant (of RAID level 1, § or 6) and ako contains a hot
sparerebuilding will have alreagl begun. Otherwise you @n repace he
problem drive If more han ore disk has failed, or if he aray is not
redundant, you will need b remnfigure he aray.

1106: One hard disk in array has failed

Open he Dik Informaion window in the Disk Array Manager © locate he
had disk in question. If the aray is redundant (of RAID level 1, 5 or 6) and
also contans a hot spareebuilding will have alreag begun. Otherwise you
can repace he pioblem drive Reconfigure he array if it is not redindant.

1107: Temperature too high

Shut dawvn the Netvork Server. Chedk the mom temgrature ad the
operatng conditon d the severs fan. Redace he fan if necessary,
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Level 2; error conditions

1201: One system drive in array is critical

Open he Sstem Drive Informaion windaow in the Disk Array Manager
locate he gstem dnve in question. Fnd out vhich disk has failed. If the
array is d RAID level 0, 5 or § and abo contains a hot spareebuilding will
have alreagl begun. Otherwise you @n hot svap a rew drive

1202: Failed to create the local log file

Try again. If the pooblem pergsts exit from and restat the Disk Array
Manager.

1204: Failed to create log information window

Try again. If the pooblem pergsts exit from and restat the Disk Array
Manager.

1206: Failed to create more windows

Try again. If the pooblem pergsts exit from and restat the Disk Array
Manager.

1207: Statistics Date Event handler problem, can't start performance window

Try again. If the pooblem pergsts exit from and restat the Disk Array
Manager.

1209: Rebuild physical disk stopped with error

Exit from AIX and run the Diagnostcs Uility to dhedk on he conditon o
the dek. If the dik is fauty, regace it.

1210: Rebuild system drive failed

Exit from AIX and run te Diagnosics Ullity to ched on he ondition d all
disks If a dik is fauty, redace it.

1211: Parity check on system drive error

A problem mg be derdloping with ore or nore diks in the ystem drve If
the eror message ames up @ain, &it from AIX and run the Diagnostics
Utility to dhedk on the @ndition d all disks in the g/stem dive If a disk is
fadty, regace it.
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1212: Parity check on system drive failed

A problem mg be dereloping with ore or nore diks in the g/stem dive If
the eror message cmes up gain, &it from AIX and run te Diagnosics
Utility to chedk on the @ndition d all disks in the g/stem dive If a disk is
fadty, regace it.

1213: Write back error

A problem mg be derdloping with ore or nore diks in the gystem drve. If
the eror message mmes up @ain, it from AIX and run te Diagnosics
Utility to ched on the @ndition d all disks in the yystem drve If a disk is
fauty, redace it.

Level 3: warning conditions

1301: Internal log structures getting full, PLEASE SHUTDOWN AND RESET THE SYSTEM
IN THE NEAR FUTURE

Exit from and restart the Disk Array Manager.

1303: Failed to make hot spare

Try again. If the pooblem pergsts exit from and restat the Disk Array
Manager.

1304: Failed to kill disk

Try again. If the poblem perssts exit from and restatt the Disk Array
Manager.

1307: Failed to make drive online

Try again. If the poblem perssts exit from and restart the Disk Array
Manager.

1308: Failed to cancel parity-checking/rebuild, it will continue in background

None reeded.

1309: Fail to start parity checking

Try again. If the pooblem pergsts exit from and restat the Disk Array
Manager.

1310: Fail to start Rebuild
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Try again. If the poblem perssts exit from and restatt the Disk Array
Manager.

1311: Rebuild/Parity checking already in progress

Do not attemptd initiate réduilding or parity @ieding.

Reasons why disks are taken offline

Disks ma be repoted & DED (‘dead—that &, dffli ne) in the Gonfiguraion
Utility or Offli ne in the Disk Array Manager for a \ariety d reasons:

SCSl Sequence Eor

Whenrever a deice Dllows an illegal SCSl phase sequencedf exame, if
a dik is urexpededly disoonreded) the ontroller resets he SCSl bus and
then interrogates all he diks it expeds © be there If all the diks respond,
operaton @wntinues If any disk fails 1 respond, he @ntroller takes that
disk offli ne

SCSl Busy Status

When a dsk repots itséf as busy when he ontroller gives it a @mmand,
the controller retries the mmmand. If the disk stays busy for more han
forty-eight seonds the ontroller takes the dik offli ne

Timeout on a ammand

If a disk does not ompete a ommand issued b it within 9x semnds the
controller resets he SCS bus, interrogates the dik, and tales the dik
offli ne if the disk does not repond.

Media eror re@very flow:

If a dik in a redindant aray repots a nedia eror during a read
command, he ontroller remnstiucs the data fom the oher disks in the
array. It then writes the datad a diferent areafahe dsk. The datas
read fom the new location for verification. If the data annot ke \erified,
the controller reads e datad another setor and tries again. If this
attempt &ils, the cntroller takes the disk offli ne

SCSl Reset nterogation
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Glossary

availability The relative ability of alisk arrayto

configuration The way in which the physical disks

make its data available despite the failure of one or are arranged intpacksand then intsystem drives

more of the disks in the array. See dkalt
toleranceandredundancy.

asynchronous Not linked in time. Asynchronous
operations can overlap in time.

board Seecard.
bus Seechannel.

cache A portion of computer memory that is set
aside for temporary data storage, thus reducing
demands on the CPU.

card A circuit board that is installed in a computer
to provide a specific function that the computer
itself does not provide. In this case, the Network
Server PCI RAID Disk Array Card provides a
RAID controller. Also known as agxpansion card,
or aboard.

channel An electrical path for the transfer of data
and control information. Also known adas.

cold swapping Removing a damaged disk and
replacing it with a new disk of the same or greater
capacity and the same SCSI ID while the Network
Server and all connected external arrays are shut
down. Cold swaps are not required in the Network
Server itself. See aldwt swap.

to become part of a disk array.

controller The RAID hardware, including the
CPU, DRAM, and firmware as supplied on the
Network Server PCI RAID Disk Array Card.

disk array A group of hard disks that has been
configured by and is under the control of the
Network Server PCI RAID Disk Array Controller.

disk A storage device that can be written to and
read from. A hard disk is a high capacity storage
device contained in a hard disk drive. A floppy disk
is a low capacity, removable storage device that
must be inserted in a floppy disk drive. In this
manual, disk is used synonymously with hard disk,
and, sometimes, with floppy disk. Also known as a
physical disk.

drive group See pack.

drive A housing that contains and powers a storage
device. There are, for example, hard disk drives,
CD-ROM drives, and tape drives. Sometimes used
as a synonym for hard disk. See algk.

fault tolerance The ability of a disk array to
maintain data integrity despite the failure of one or
more of the disks in the array. See asailability
andredundance.




hot spare A disk that is part of an array but is not  operating system software that controls the overall
part of anypackor system drivelf a disk in a functioning of a computer. Also known as the OS.
system drive in aedundantisk array fails, the hot  ack From one to eight hard disks that have been
spare can take its place Wlth no break in operat|onsgrouped together by the Network Server PCI RAID
Also known as standby disk. Disk Array Configuration Utility.

hot swapping Removing a damaged disk and parity The combined binary value of the original
replacing it with a new disk of the same or greater 515 asstripedonto a disk array, which value is
capacity and the same SCSI ID while the Network ,se 1o reconstruct data from a failed disk. Parity is
Server and all connected external arrays continue 4 redundancy method used by RAID level 5 disk

to run. arrays, and has the advantage of using much less
fast and wide See SCSI II. disk capacity than doesirroring.
firmware Code that is stored in Read Only PCI An acronym for peripheral component

Memory (ROM), and that is not erased when the interface, the PCI standard defines the architecture
computer or other intelligent device is turned off.  of the expansion card bus and of the expansion cards

initialize In this manual, the final preparation of a theémselves that are used in the Network Server.

system drivédor use. RAID An acronym for redundant array of
independent disks, RAID is the technology used to
write data across two or more disks to achieve

mirroring  The complete duplication of all data e qundancy bynirroring or parity and to increase
from one disk onto another disk of the same performance bgtriping.

capacity. For normal operations, only one of the
disks is used. The mirror disk is reserved as a
backup in case the primary disk fails.

logical drive See system drive.

RAID levels The various implementations of the
RAID technology to suppornirroring, striping,

mirroring andstriping, or parityandstriping.
offline Referring to a disk in a disk array, the g Ping party Ping

condition of being unavailable for use. A disk is
offline if it has been physically removed from the g
computer or external array, or if it is damaged, or if 'ePlacement disk.

the administrator has made it offline. redundancy The use ofnirroring or parity to
maintain data from each disk in an array across
other disks in the array, so that the data from a
failed disk can be rebuilt onto a replacement disk.

Open Firmware The firmware built in to the Redundancy is the foundation afailability and
Network Server. Open Firmware can support a fault tolerance.

variety ofoperating systemasnd also supports some

basic functionality when an operating system is not SCS| AN acronym for small com_putgr standard
available. The Network Server PCI RAID Disk Array Nterface, SCSI is a set of specifications for
Configuration Utility and Diagnostics Utility run in  CONNecting computers to certain peripheral

the Open Firmware environment. See dilsoware. devices, such as many hard disks, printers, and
CD-ROM drives.

rebuilding The reconstruction, through the use of
redundant data, of the data from a failed disk onto a

online Referring to a disk in a disk array, the
condition of being available for use.
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SCSI ID A number that is assigned to a SCSI system drive The logical entity configured by the

device which the operating system uses to identify RAID controller that presents itself to the operating
that device. system as a single physical disk. System drives are
SCSI I A modification of the SCSI specification ~ constructed from packs, and RAID levels and SCSI

to permit faster data transfer. SCSI Il devices may 'D numbers are assigned to them. Also known as
befastor wideor both fast and wide. With a fast l0gical drivesor logical disks

SCSI device, data is transferred roughly twice as  write-back A method of writing data to theache
quickly as with a conventional SCSI device. With a maintained by the controller, and then writing the
wide SCSI device, roughly twice as much data is data from the cache to the disk. Write-back speeds
transferred at a time. Thus a fast and wide device isup operations, but data can be lost in a power failure
roughly four times faster than a conventional device.unless the controller has a battery backup, as the
standby disk Seehot spare. Network Server PCI RAID Disk Array Card does.

striping A method of writing data across all disks  Write-through Writing data directly to disk,
in an array, so as to increase performance. without using theeache.
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Index

A
access profile for disk arrays 8
adapter, failure to respond to commands 126
administering the disk array 61-97
with the Configuration Utility 61-86
backing up the configuration 73-74
checking data and parity consistency 70-72
clearing a configuration 76
creating new packs and system drives 65-67
monitoring the condition of disks 84-87
printing a configuration 77-78
rebuilding on replacement disks 68-70
restoring a configuration 74-75
setting device startup parameters 82-83
setting hardware parameters 78-80
setting physical parameters 80-81
viewing and updating the current
configuration 63-67
viewing error counts 86-87
with the Diagnostics Utility 61, 87-97
running the board diagnostic tests 87-92
selecting a controller 88
AEMI (Array Enclosure Management Interface)
enabling 35
function of 3
when to enable or disable 79

AEMI cable 3, 24, 27
AEMI port 20
AIX
backing up before clearing a configuration 76
backing up before installing RAID card 19
disk management, coordinating with RAID 12-17
how it views system drives 13
how the RAID configuration looks to 15
installing 58-59
large file systems supported by 15-16
logical volumes and 15-16
physical volumes and 15
SCSI ID mapping and storage management 13-14
volume groups and 15-16
AIX Logical Volume Manager 17
AIX sendmail process, configuring 120
AlXwindows utility 4, 99
application programsSeesoftware
Array Enclosure Management InterfaSeeAEMI
arrays.Seedisk arrays
asynchronous rebuild, failure of 126
automatic spinup mode 82
availability (fault-tolerance)
increasing 11
maximizing 10-11




B

backing upSee alsdackup disk; battery backup
the configuration 73-74

the operating system and data before installing

RAID card 19
the operating system, applications, and data
before clearing a configuration 76

backup disk, restoring a configuration with 74-75

battery backup 3, 11, 35, 43, 78

blocks, inconsistent 131

block tables 84-86

board diagnostic tests 89-92
running a specific test 91-92
running all tests 89-91

busy disks 136

C
cable connectors, layout and location of 20
cables

AEMI cable 3, 24, 27

connecting 24, 27

Fast & Wide SCSI cable 3

illustration of 3

layout of 24

Network Server External SCSI Cable for

RAID Card 29

RAID 26

SCSIl cable 3, 24, 27
cache

battery backup for 3, 11

DRAM cache 2, 3

specifications 123

write-back policy and 43
capacity, maximizing 10
card connector slots 26
CD-ROM disc

AlXwindows utility on 4

Disk Array Manager program and driver on 4, 99

CD-ROM drive, SCSI ID number of 58-59
central processing unit (CPU) specifications 123

change list, insufficient number of free entries in 130

channel number, invalid 130
check failure 127
checksum error 127
clock rate specifications 123
closing the Network Server 28
commands
adapter does not respond to 126
timeout on 136
compatibility of disks 5
configuration.See als@dministering the disk
array; Configuration Utility; configuring
the disk array
automatic 41-43
backingup 73
clearing 76
data loss and 42, 44
error in reading configuration from FLASH 129
error in writing configuration to controller 128
manual 44-53
overriding the existing configuration 65
printing 77-78
restoring 74-75
saving 54
stripe size and configuration do not
match 131, 132
viewing and updating 63-67
configuration file, corruption of 127
configuration table, invalid RAID level in 130
Configuration Utility.See als@onfiguration;
configuring the disk array
administering the disk array with 51-86
automatic configuration with 41-43
configuring the disk array with 31-59
copying 32
error messages reported by 125-136
manual configuration with 44-53
pack structure and 6
purpose of 4, 6
starting 33-34, 62
warning about 31
configuring system drives 16
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configuring the disk array 31-58ee also
configuration; Configuration Utility
automatic configuration 41-43
checking hardware parameters and
stripe size 35-37
copying the utilities 32
initializing system drives 55-57
low-level formatting 38—-40
manual configuration 44-53
arranging packs 47-48
changing or deleting packs 46
combining packs 48-49
creating standby or hot spare disks 47
creating system drives 50-53
defining packs 44-46
saving new configuration 54
selecting a controller to configure 34
setting stripe size 36-37
starting the Configuration Utility 33-34
connecting
cables 24, 27
external disk arrays 29-30
RAID card cables to the motherboard 24
SCSI and AEMI cables to the card 27
connectors
cable, layout and location of 20
SCSI mini-connector 3
Wide SCSI 3
consistency check of data and parity 70-72
controller
catastrophic condition of 132
configuring 34
device startup parameters for 82—83
error in writing configuration to 128
failure of 133
how it coordinates the disk array 5-8

how it is viewed by Open Firmware and AIX 13

log file of controller use 119
malfunctions in 87
monitoring condition of 105, 116-118

number of packs supported by 6
physical parameters for 80-81
SCSI channels supported by 2
SCSI ID number of 13

selecting 34, 88

statistics about 116-118

stripe size and 36

testing 89-92

Controller Information window in Disk Array

Manager 116-118

controller read ahead, enabling 81
coordinating RAID with AIX 12-17
CPU specifications 123

D

damaged disks

bad block tables on 84-86
bad disk sectors on 84
identifyin 84
in fault-tolerant array 5
isolating source of the problem 84
rebuilding
manually 69-70
with Disk Array Manager 113
restoring 38
viewing error counts on 84-86

data loss, avoiding

when clearing a configuration 76

when hot swapping 8

when overwriting a configuration 42, 44
when restoring consistency 71

when running disk diagnostics 93-97

when setting stripe size 80

when taking a disk offline 111

when using New Configuration command 65

DEC computers, StorageWorks Fault

Management on 35, 79

DED (dead) disksSeeoffline disks
delay value, setting 82
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Device Information window in Disk Array
Manager 110-115
device startup parameters, setting 82—83
device tree, obtaining information about a system
drive in 14
device type, unknown in Inquiry 130
Diagnostics Utility
administering the disk array with 87-97
copying 32
error messages reported by 125-136
opening 87-88
purpose of 4
running board diagnostics with 89-92
running disk diagnostics with 93-97
selecting a controller with 88
diagnostic tests
board tests 89-92
disk tests 93-97
disk abbreviations during configuration 38
disk arraysSee alsalisks or specific topic
access profile for 8
adding 4
administering Seeadministering the disk array;
Disk Array Manager program
channels in, statistics about 118
configuring.Seeconfiguring the disk array;
Configuration Utility
controller coordination of 5-8
external 2
adjusting termination before adding 20-21
connecting 29-30
hot swapping and 8
number that can be connected 29
setting SCSI IDs on 29-30
terminating 21
failure of disk in 133
hard disks that can be included in 5
internal mixed with external 2
profiling 8
running Disk Array Manager while array is
in use 101-102
statistics for 116-118
terminating 21-22

disk array LEDs, meaning of different
drive lights 106-107
Disk Array Manager program 99-122
Controller Information window 116-118
Device Information window 110-115
error messages reported by 132-135
help in x, 104, 122
installing the program 99-101
Log Information Viewer 119
mail in 120
main window 104-107
controller information in 107
physical disk information in 106—-107
system drive information in 105-106
making a disk online 114
making a hot spare 114-115
menu bar 102-104
menus in 103-104
parity check 109
rebuilding on replacement disks 111-113
reducing the program to an icon 102
starting the program 101-102
System Drive Information window 108-109
System Drive Parameters and pack
information 108-109
taking a disk offline 110-111
disk caching 2, 3See als@ache
disk diagnostic tests
reviewing drive information 96-97
running disk 1/O tests 93-96
running disk self-tests 95-96
disk identifiers 45
disk I/O tests 93-96
disk management, coordinating 15-17
Disk Management Utility 12
disks.See alsalisk array or specific topic
backup disk, restoring a configuration 74-75
bad sectors 84
busy 136
cannot be found 128
cannot be killed 135
compatibility of 5
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condition of, monitoring 84-87, 106—-107 E

EEPROM 2

erasing disks 38

error counts, viewing 86-87, 110

error count tables 84

error messages 125-13Fee alsalamaged disks;

damagedSeedamaged disks
drive groups ofSeepacks of disks
erasing 38
failed 133
formatting 38-40
hot spares (standby disks) 5, 7-8, 11, 114-115
identifying type 110
location of 110
making online 114
number supported 5
offline 110-111, 126, 135, 136
online 114, 126, 135
packs of. Seepacks of disks
parity errors on 109
problems rebuilding 134
problems that cause disks to be taken offline 136
rebuilding
manually 69-70
on replacement disks 68-70, 111-113
problems with 127, 134, 135
replacing 68-69, 112
SCSI Il disks 2
self-tests 95-96
size of 110
standby (hot spares) 5, 7-8, 11, 114-115
statistics about 118
status of 110
system drivesSeesystem drives (logical drives)
testing 93-97
types supported 5
disk sectors, bad 84
disk self-tests 95-96
DRAM cache 2See als@ache
protection of 3
DRAM support 2
drive groups of disksSeepacks (drive groups)
of disks
drive information, reviewing 96-97
drive lights, meaning of 106-107
drives.Seedisks
dynamic random-access memadBeeDRAM

data loss, avoiding; errors

messages reported by configuration and

diagnostics utilities 125-136

Adapter not responding to commands... 126

All or some of the system drives created in
the session have not been initialized... 126

Asynchronous Rebuild Failed 126

Cannot continue with rebuild... 126

Cannot make disk online... 126

Cannot rebuild this disk... 127

Check failed... 127

Checksum error 127

Corrupted configuration file... 127

Error in opening file... 128

Error in reading from floppy... 128

Error in reading the configuration from
FLASH... 128

Error in writing configuration to controller 128

Error in writing to the floppy... 128

Expected Disks Not Found 128-129

Failed to start device after formatting 129

FATAL ERRORs 129-130

Format Failed 130

Initialization Failed 130

Insufficient # of free entries in change list 130

Invalid channel number in field 130

Making a DEAD drive ONLINE will enable
Reads and Writes... 131

Number of inconsistent blocks is more
than 100... 131

Restore consistency aborted... 131

The current configuration does not match the
stripe size... 131

The NVRAM and FLASH configurations do
not match 131

This system drive has already been
initialized 132
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error messages
messages reported by configuration and
diagnostics utilitiesdontinued
WARNING!! Stripe size does not match with
configuration... 132
Writing configuration to FLASH failed... 132
messages reported by the Disk Array
Manager 132-135

1001: Controller is dead 132

1101: Network connection error 133
1103: Power supply failed 133
1104: One controller has failed... 133

1105: One system drive in array has been
taken offline 133

1106

1107

1201

1202: Failed to create the local log file 134

1204: Failed to create log information
window 134

1206: Failed to create more windows 134

1207: Statistics Date Event handler
problem... 134

1209: Rebuild physical disk stopped with
error 134

1230: Rebuild system drive failed 134

1231:

1232:

. temperature too high 133

Parity check on system drive error 134
Parity check on system drive failed 135

identifying causes with Log Information
Viewer 119

media error 136

miscellaneous errors 84

network connection error 133

parity errors 109

read errors 70

SCSI bus parity errors 84

SCSI reset error 136

SCSI sequence error 136

soft errors 84

timing errors 84

write back error 135
expansion slots 25

: One hard disk in array has failed 133 extended erasable programmable read-only

memory.SeeEEPROM

: One system drive in array is critical 134 external SCSI Cable 3

FG
failed disks 105
Fast & Wide SCSI cables 3
fatal error messages 129-13@e alserror
messages
fault-tolerance
increasing 11
maximizing 10-11
fence tab slot 26
field, invalid channel numbers in 130

1233: Write back error 135 files. error in opening 128
1321: Internal log structures getting full... 135 fi ’ P 9

; irmware
1323: Failed to make hot spare 135 specifications for 123
1324: Failed to kill disk 135 up rading 2
1327: Failed to make drive online 135 FLA%?—| con% uration
1328: Failed to cancel parity- 9

checking/rebuild... 135
1329: Failed to start parity checking 135
1330: Failed to start Rebuild 135
1331: Rebuild/Parity checking already in
progress 135

errors.See alsalamaged disks, avoiding; data loss

error messages
checksum error 127
hard errors 84

error reading from 128, 129
failure to match NVRAM configuration 131
floppy disks, errors in reading from/writing to 128.
See alsdNetwork Server PCI RAID Disk
Array Configuration and Diagnostics
. Utilities floppy disk
' formatting
low-level 38-40
problems with 129-130
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H
hard disksSeedisks
hard errors 84
hardware
illustration of 3
invalid commands to 84
overview of 2-3
hardware parameters
AEMI 79
battery backup 78
checking before configuration 35-36
setting 78-80
help
in Disk Array Manager x, 104, 122
Internet support 97
hot sparesSeestandby (hot spares) disks
hot swapping disks 7-8, 68

I
inconsistent blocks 131
indicator lights, meaning of 106—-107
InfoExplorer application 12
initializing system drives 55-57
failure of 130
Inquiry, unknown device type in 130
installing
AIX 58-59
Disk Array Manager program 99-101
the RAID card 19-30
attaching external disk arrays 29-30
backing up prior to installation 19
setting termination 21
steps for installation 22-28
internal log structures, getting full 135
Internet, support offered on 97
I/O operations, striping 36—37
I/O panel 25-26
I/O processors 123
I/O request statistics 118

J, K
jumpers 20-21

L
lights on drive, meaning of 106-107
local log file, failure to create 134
log file of controller events 119
logical drives Seesystem drives (logical drives)
logical volumes 15-17
logic module
removing from Network Server 22-23
replacing in Network Server 28
Log Information Viewer in Disk Array Manager 119
log information window, failure to create 134
log structures, internal, getting full 135
Loop Back Test 89
low-level formatting 38—40

M

mail, receiving 120

main window in Disk Array Manager 104-107
controller information in 107
physical disk information in 106-107
system drive information in 105-106

mapping.SeeSCSI ID mapping

media error recovery flow 136

memory 2See als@ache

memory module type, specifications 123

Memory Test 89

mirroring of logical volumes 17

motherboard, slots on 24-25

connecting cables to 24

N
network connection error 133
Network Server
closing 28
installing RAID card into 19-30
opening 23
rebooting 87
removing logic module from 22-23
replacing logic module in 28
Network Server External SCSI Cable for RAID
Card 2, 29
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Network Server PCI RAID Disk Array Car8ee
RAID card or specific topic
Network Server PCI RAID Disk Array
Configuration and Diagnostics Utilities
floppy disk 4, 32
Network Server PCI RAID Disk Array Manager
CD-ROM disc 4, 99-100
New Configuration command, warning about 65
non-volatile random-access memoBgeNVRAM
number of devices per spin, setting 82
NVRAM configuration
failure to match FLASH configurations 131
error 130
support for 2

0
offline disks 110-111
reasons disks are taken offline 136
warning about 131
offline system drive 133
On Command spinup mode 82
online disks, making 114
problems with 126, 135
online (Internet) support 97
onscreen help
in Disk Array Manager x, 104
in Utilities x
On Power spinup mode 82
Open Firmware utilities 4
opening files, error in 128
opening the Network Server 23
operating systenSeeAlX

PQ

pack identifiers 45

packs (drive groups) of disks
arranging 47-48
changing or deleting 46
combining 48-49
creating 65
defining 44-46
getting information about 109

introduction to 5-7

number and capacity of disks allowed in 46, 130

structure of 6
superpacks 48
viewing 64
parameters
device startup 82-83
hardware 78-80
physical 80-81
controller read ahead 81
rebuild rate 80
stripe size 80
StorageWorks Fault Management utility 79
system drive 108
parity, consistency of 70
parity check 109
failure to cancel 135
failure to start 135
on system drive error 134-135
parity errors 109
PCI I/O processor specifications 123
Pdrive Flag, invalid 130
performance, maximizing 12
performance window, problem starting 134
physical disks
problem rebuilding 134
statistics about 118
physical parameters, setting
controller read ahead 81
rebuild rate 80
stripe size 80
physical volumes 16
AlX and 15
planning for RAID 1-17
port. SeeAEMI port
power failure 43
power supply, failure of 133
printing a configuration 77-78
problems Seedamaged disks; data loss, avoiding;
error messages; errors
product overview 2-5
profiling disk arrays 8
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R
RAID
coordinating with AIX 12-17
planning for 1-17
RAID cables 26
RAID card.See alsapecific topic
layout and location of cable connectors on 20
number that can be installed 27
preparing and installing 20-28
overview of 2-5
specifications for 123
RAID configuration, as viewed by AIX 15
RAID 5 solution, benefits of 12
RAID hardware
illustration of 3
overview of 2-3
RAID hierarchy 6
RAID levels 7
availability and 11
choosing 9-12
during manual configuration 50-51
to maximize availability 10-11
to maximize capacity 10
to maximize performance 12
effective capacities and 10
fault tolerance offered by 10-11
invalid RAID level found in computing size 130
invalid RAID level found in configuration
table 130
performance characteristics and fault
tolerance of 9
supported, list of 123
RAID management, coordinating with AlX disk
management 15-17
RAID software 4-5
RAID strategy, choosing and applying 8-12
Read Cache Hit statistics 117
read errors
from hard disks 70
from floppy disks 128
Read Throughput statistics 117

rebooting the Network Server 87
rebuilding
hot swapped disks 8
manually 69-70
on replacement disks 68-70, 111-113
problems 126-127, 134-136
setting rebuild rate 80, 117
standby disks 5, 7
with Disk Array Manager 111-113
rebuild rate 80, 117
repairs 97
replacement disks, rebuilding on 68-70, 111-113
replacing disks 68-69, 112
restore consistency process, abortion of 131
restoring
a configuration 74-75
damaged disks 38

S
saving a new configuration 54
SCSI bus parity errors 84
SCSI busy status 136
SCSl cables 2, 3, 24, 27
SCSI chain, terminating 21-22
SCSI channels
description of 2
number of disks supported on 5
terminating 21-22
SCSI devices, non-disk 6
SCSI disks
spinup modes for 82
types supported 2
SCSI ID mapping 13-14
SCSI ID numbers
for CD-ROM drive 58-59
for controller 13
for non-disk devices 30
for system drives 108
how ID numbers map to the Network Server
drive bays 29-30
setting on external arrays 29-30
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SCSil Interface Test 89 striping of logical volumes 17

SCSI 1/O Processing Test 89 supplies 97
SCSI I/O processors 123 support and service 97
SCSI mini-connector 3 System Drive Information window in Disk Array
SCSil reset interrogation 136 Manager 108-109
SCSI sequence error 136 system drives (logical drives)
SCSI |l controller 13 capacity of 13, 51
SCSI Il disks 2 condition of, displayed in Disk Array
service and support 97 Manager 105
slots 24-26 configuring 16
soft errors 84 creating 50-53, 65
software critical warning about 134
AlXwindows utility 4, 99 DED (offline) 133
applications, backing up before clearing a description of 6
configuration 76 how AIX views 13
Configuration Utility 4, 6, 39-59, 125-136 icons for, displayed in Disk Array
Diagnostics Utility 4, 32, 87-90, 125-126 Manager 105-106
Disk Array Manager program x, 4, 99-122 identifying 110
Disk Management Utility 12 identifying characteristics and state of 108
InfoExplorer application 12 increasing size of 16
overview of 4-5 initializing 55-57
specifications 123 installing AIX on 58-59
spinup modes for SCSI disks 82 monitoring state of 108-109
standby (hot spare) disks obtaining information about in the device tree 14
adding 65-66 offline 133
creating 47 parameters of 108
description of 5, 7 parity check error 134-135
failure to make 135 physical disk space allotted to 106
increasing availability with 11 rebuilding, failure of 134
making 114-115 SCSI ID number for 108
rebuilding failed disk on 5, 7 size of 51
startup parameters, setting 82—83 statistics about 118
state table, invalid device state in 129 structure 7
Statistics Date Event Handler, problem with 134 uninitialized 126
statistics for controller and array 116-118 viewing 64-65
StorageWorks Fault Management Utility 35, 79 viewing structure and monitoring
stripe size state of 108-109
changing 80 write policy for, setting
configuration fails to match 131, 132 during automatic configuration 42-43
default 35 during manual configuration 53
setting before configuration 35-37 system failures, avoiding 61
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T
temperature, error message about 133
termination, setting 21-22
tests
board diagnostics 89-92
disk diagnostics 93-96
parity errors 109
timeout on a command 136
timing errors 84
Total Read statistics 117
Total Write statistics 117
Transfer Logic Test 89
troubleshootingSeeerror messages

U

upgrading firmware 2

utilities. SeeAlXwindows; Configuration Utility;
Diagnostics Utility; Disk Management
Utility; StorageWorks Fault
Management Utility

\Y
View Rebuild Bad Block Table 84
View Write Back Bad Block Table 84
volumes

groups of 15, 16

logical 15-17
physical 16
W X Y, Z

warranty support 97

Wide SCSI connector 3

windows, failure to create 134

write back error 135

write back (WB) mode 11

Write Cache, enabling or disabling during

automatic configuration 42

write policy
changing in current configuration 66—67
setting during automatic configuration 42-43

write through policy 43

Write Throughput statistics 117
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