AIX RS/6000

System and
Administration Guide

James W. DeRoest

McGraw-Hill, Inc.

New York San Francisco Washington, D.C. Auckland Bogota
Caracas Lisbon London Madrid Mexico City Milan
Montreal New Delhi SanJuan Singapore

Sydney Tokyo Toronto



Library of Congress Cataloging-in-Publication Data

DeRoest, James W.
ATX RS/6000 : system and administration guide / James W. DeRoest.
p. cm. — (J. Ranade workstation series)
Includes bibliographical references and index.
ISBN 0-07-036439-7
1. Operating systems (Computers) 2. AIX (Computer file) 3. IBM
RS/6000 Workstation. I. Title. II Series.
QAT76.76.063D472 1994
005.4'4—dc20 94-20433
CIP

Copyright © 1995, by McGraw-Hill, Inc. All rights reserved. Printed in the
United States of America. Except as permitted under the United States
Copyright Act of 1976, no part of this publication may be reproduced or distrib-
uted in any form or by any means, or stored in a database or retrieval system,
without the prior written permission of the publisher.

1234567890 DOC/DOC 90987654

ISBN 0-07-036439-7

The sponsoring editor for this book was Jerry Papke, the editing supervisor was
Joseph Bertuna, and the production supervisor was Pamela A. Pelton. It was set in
Century Schoolbook by McGraw-Hill’s Professional Book Group composition unit.

Printed and bound by R. R. Donnelley & Sons Company.

Illustrations and screen images for InfoExplorer and X11 SMIT are
reproduced with permission by IBM Corp.

Information contained in this work has been obtained by
McGraw-Hill, Inc., from sources believed to be reliable. However,
neither McGraw-Hill nor its authors guarantees the accuracy or
completeness of any information published herein, and neither
McGraw-Hill nor its authors shall be responsible for any errors,
omissions, or damages arising out of use of this information.
This work is published with the understanding that McGraw-
Hill and its authors are supplying information, but are not
attempting to render engineering or other professional services.
If such services are required, the assistance of an appropriate
professional should be sought.




This book is dedicated to my wife Meleece. She
has given me five wonderful daughters
and the support it takes to
live with them!



Contents

Preface  xxi

Part 1 System Administration Tasks and Tools 1
Chapter 1. Introduction 3
1.1 System Administration 3
1.2 RISC Architecture 5
1.2.1 Multichip POWER 5
1.2.2 PowerPC 5
1.3 AIX and UNIX 6
1.4 AIXand OSF 7
1.5 System Administration Activities 7
1.5.1 System administration tasks and tools 8
1.5.2 System installation 8
1.5.3 System configuration 8
1.5.4 Network management 8
1.5.5 Services and resources 8
1.5.6 Users and security 8
1.5.7 System recovery and tuning 9
1.5.8 Distributed systems 9
Chapter 2. InfoExplorer 11
2.1 AIX Help 1"
2.2 InfoExplorer Overview 1
23 InfoExplorer Instatllation 12
2.3.1 InfoExplorer on CD-ROM 12
2.3.2 InfoExplorer on fixed disk 13
2.3.3 InfoExplorer over NFS 13
24 Using InfoExplorer 14
2.4.1 Hypertext links 14
24.2 Searching 15
2.4.3 History and bookmarks 18
2.4.4 Note facility 18
245 Output 18
2.5 InfoExplorer and man 18
2.5.1 Extracting man pages 19

25.2 man page format 19

vii



viii

Contents

2.6 Feedback
2.7 Qwikinfo

Chapter 3. System Management Interface Tool—SMIT

3.1 SMIT Overview
3.2 Using SMIT
3.2.1 SMIT display
3.22 SMIT keys
3.2.3 SMIT help and messages
3.24 SMIT log file
3.2.5 SMIT scriptfile
3.2.6 SMIT fast paths
3.3 Customizing SMIT
3.4 Distributed Management Environment
3.5 InfoExplorer Keywords
3.6 Qwikinfo

Part2 System Installation and Operation

Chapter 4. AIX Installation and Maintenance

4.1 Installing AIX
4.1.1 Installation and maintenance planning
4.1.2 Apply and commit
4.1.3 Fiie system expansion
4.1.4 System state
4.1.5 Installing preloaded systems
4.1.6 Upgrading existing AIX systems
4.1.7 Installing from distribution media
4.2 Installing Applications
4.2.1 Non-LPP products
4.3 Applying Maintenance
4.4 Postinstallation and Maintenance Tasks
441 Review install/update status
44.2 Restoring your environment
4.4.3 Create new bootable media and backups
4.5 Distributed Systems
4.5.1 NFS installation support
4.5.2 Creating a reference system
4.5.3 Network install server
4.5.4 Accessing the network install server
4.6 Diskless Installation
4.6.1 Configuring an install server
4.6.2 Adding diskless clients
4.7 InfoExplorer Keywords
4.8 Qwikinfo

Chapter 5. System Boot and Shutdown

5.1 AIX Boot Process

5.2 Booting the System
5.2.1 Stand-alone boot

21
21

61

61

61
62



Contents

5.3 Creating Bootable Media
5.3.1 Configuring the boot list
5.3.2 Installing a boot image
5.3.3 Creating stand-alone boot diskettes
5.4 Boot Sequence of Events
5.4.1 Key mode switch position
5.5 ROS Initialization
5.5.1 Built-in self-test (BIST)
5.5.2 Power-on self-test (POST)
5.5.3 Initial sequence controller test
5.5.4 Core sequence controller test
5.5.5 IPL controller load boot image
5.6 Boot Kernel Configuration
5.6.1 Phase 1
5.6.2 Phase 2
5.6.3 Phase3
5.6.4 Runtime
5.7 Stopping the System
5.8 Troubleshooting
5.9 InfoExplorer Keywords
5.10 Qwikinfo

Part3 System Configuration and Customization
Chapter 6. Devices Configuration and the Object Data Manager

6.1 AIX Dynamic Device Configuration
6.2 ODM Overview
6.3 ODM Components
6.3.1 ODM database
6.3.2 Objects and object classes
6.3.3 Command and library interface
6.4 ODM Editor
6.5 Configuration Tables and the ODM
6.6 Device Configuration
6.7 Predefined and Customized Devices
6.8 Device States
6.9 Boot Devices
6.10 Small Computer System Interface
6.10.1 SCSI-1 and SCSI-2
6.10.2 Cables and adapters
6.10.3 Single-ended and differential SCSI
6.10.4 SCSI addressing
6.11 Updating the Product Topology Diskette
6.12 InfoExplorer Keywords
6.13 Qwikinfo

Chapter 7. Tapes

7.1 Tape Characteristics
7.1.1 Physical characteristics
7.1.2 Data format
7.1.3 Block size



X Contents

7.1.4 Device names 96
7.1.5 Tape positioning 97
7.1.6 Permissions 98
7.2 Tape Tools 99
7.3 Public Domain Tape Tools 99
7.4 1BM Tape Devices and Characteristics 100
7.5 InfoExplorer Keywords 100
7.6 Qwikinfo 101
Chapter 8. Disks and File Systems 103
8.1 Disk Evolution 103
8.2 Disk Hardware 103
8.3 Disk Installation 104
8.4 Logical Volume Manager 105
8.5 Configuring Volume Groups 106
8.5.1 Quorum 108
8.5.2 Root volume group—rootvg 109
8.6 Configuring Logical Volumes 109
8.6.1 Logical volume types 110
8.6.2 Logical volume size 110
8.6.3 Interdisk policy 110
8.6.4 Intradisk policy 11
8.6.5 Adding a logical volume 112
8.6.6 Mirrors 112
8.7 File Systems 114
8.7.1 Virtual file system 115
8.7.2 Journaled file system configuration 116
8.7.3 Mounting file systems 119
8.74 AlX root tree 121
8.8 Paging Space 121
8.9 Volume Maintenance 123
8.9.1 Moving file systems 123
8.9.2 Moving volume groups 123
8.9.3 Resizing file systems 124
8.10 Troubleshooting 125
8.11 InfoExplorer Keywords 126
8.12 Qwikinfo 126
Chapter 9. Terminals and Modems 129
9.1 Terminal Types 129
9.2 Serial TTY Support 129
9.2.1 Cabling 129
9.2.2 Modem/DCE wiring 130
9.2.3 TTY/DTE wiring 131
9.2.4 Serial cable length 132
9.2.5 Port addressing 132
9.3 AIX TTY Definition 133
9.3.1 Line speed 133
9.3.2 Data format 135
9.3.3 Terminal type 135
9.3.4 Control characters 137
9.3.5 Line discipline 137

9.3.6 Login state 137



Contents Xi

94 Modem Support 139
9.4.1 Signals 139
9.4.2 Problems 140

9.5 High-Function Terminals 141
9.5.1 Keyboard 141
9.5.2 Display 143
9.5.3 Display fonts 144
9.5.4 Display palette 144
9.5.5 Dials and lighted function keys 144
9.5.6 Speaker volume 145
9.5.7 Virtual terminals 145

9.6 Console 145
9.6.1 Console problems 146

9.7 Pseudo-TTY Devices 146

9.8 DOS TTY Definition 147

9.9 InfoExplorer Keywords 148

9.10 Qwikinfo 148
Chapter 10. Printers 151

10.1 Printing Overview 151

10.2 Print Devices 153
10.2.1 Testing the device and driver 155

10.3 Print Queues and Queue Devices 157
10.3.1 Local and remote queues 157
10.3.2 Backend programs 158
10.3.3 Postscript printing 160
10.3.4 Custom backends 161
10.3.5 BSD and SYSV support 161
10.3.6 Customizing banner pages 161

10.4 Virtual Printers 162

10.5 Testing and Modifying Printer Configuration 163

10.6 gdaemon and /etc/qconfig 163

10.7 1pd Daemon 165

10.8 Administering Jobs and Queues 165
10.8.1 Starting and stopping queues and printers 166
10.8.2 Listing print jobs 167
10.8.3 Changing priority 167
10.8.4 Removing print jobs 168

10.9 ASCIl Terminal Printers 168
10.9.1 Pass-through mode 168
10.9.2 Ined prtty 169

10.10 X Station Printers 169
10.11 OSF Palladium 170
10.12 InfoExplorer Keywords 172
10.13 Qwikinfo 172

Part 4 Network Configuration and Customization

Chapter 11. TCP/IP 175
11.1 Internet History 175
11.1.1  OSI model 175

11.1.2 ARPANET 176



xii

Contents

113
1.14
1.1.5

NSFNET
CREN
Future Net—ATM

11.2 TCP/IP Suite
11.3 Planning
11.4 Hardware Components

11.441
11.4.2
1143
1144
1145
11.4.6
147
11.4.8
11.4.9

RISC System/6000 Micro Channel

Ethernet

Token ring

Fiber Distributed Data Interface (FDDI)
SLIP/PPP

Serial optical channel converter (SOCC)
High-Performance Parallel Interface (HIPPI)
Fiber Channel Standard (FCS)
Asynchronous Transfer Mode (ATM)

11.5 TCP/IP Software Configuration
11.6 Addressing

11.6.1
11.6.2
11.6.3
11.6.4
11.6.5

Hardware address

IP address

Domain address
Host tables

Domain name service

11.7 Network Routing

11.741
11.7.2
11.7.3
11.74

Static routes

Dynamic routes
Subnets

Interface configuration

11.8 System Resource Controller

11.8.1
11.8.2
11.83
11.84

TCP/IP subsystem
Master daemon—inetd
Other network daemons
Start-up configuration

11.9 SLIP and PPP
11.10 Anonymous FTP
11.11  Security

11.111
11.11.2
1.113

Network Trusted Computing Base
Traditional security measures
Security information

11.12 Network Management

11121

AIX SNMP and NetView/6000

11.13 Troubleshooting

11.13.1
11.13.2
11.13.3
11.134
11.135
11.13.6
11.13.7

Sniffers

AIX iptrace
Interface status
Reachability
Server applications
Name service

mbuf allocation

11.14 InfoExplorer Keywords
11.15 Qwikinfo

Chapter 12.

uucp

12.1 UUCP Overview
12.2 Using UUCP

12.2.1

UUCP addressing

176
177
177
177
178
179
179
179
182
183
185
186
186
187
187
187
187
188
188
189
190
190
194
195
196
196
197
198
198
198
201
201
202
203
204
204
205
206
206
207
208

209
209
209
210
210
210
211
211

215

215
215
216



Contents xiii

12.3 UUCP Configuration 216
12.3.1 UUCP login ID 216
12.3.2 Host name 217
12.3.3 Directories and permissions 217
12.3.4 Configuration tables 218

124 UUCP Daemons 223

12.5 Housekeeping and Logs 224

12.6 Hardware 225

12.7 UUCP Commands 225

12.8 Troubleshooting 225

12.9 InfoExplorer Keywords 226

12.10 Qwikinfo 226

Chapter 13. Network File System 229
13.1 Virtual File System 229
13.2 Network File System 229
13.3 Starting NFS 230
13.4 NFS Server 231

13.4.1 NFS server daemons 231
13.4.2 Exporting server file systems 232
13.5 NFS Clients 233
13.5.1 Iimporting file systems 233
13.6 Secure NFS 234
13.6.1 Yellow Pages 235
13.6.2 YP name space 235
13.6.3 YP file classes 236
13.6.4 YP servers and clients 236
13.6.5 Public key authentication 236
13.6.6 Starting YP (NIS) services 237
13.6.7 Automounter 238
13.7 Troubleshooting 238
13.8 Highly Available NFS Servers 240
13.8.1 High Availability Network File System/6000 241
13.8.2 Configuring HANFS 242
13.8.3 High Availability Cluster Multiprocessor/6000 243
13.9 High-speed NFS 244
13.9.1 Prestoserv 244
13.9.2 7051 network dataserver 244

13.10 Andrew File System 246

13.11 OSF Distributed File System 247
13.11.1 DCE local file system 248

13.12 InfoExplorer Keywords 249

13.13 Qwikinfo 249

Chapter 14. Network Computing System 251

14.1 NCS Overview 251

14.2 NCS Remote Procedure Call 251

14.3 Network Interface Definition Language 252

14.4 Location Broker 252

14.5 Configuring NCS 253

14.6 Resource License Manager 253

14.7 Using RLM 254



14.8 InfoExplorer Keywords
149 Qwikinfo

Chapter 15. System Network Architecture

15.1 Introduction to SNA

15.2 SNA Overview

15.3 AIX SNA Services/6000
16.3.1 Physical interface
15.3.2 Defining the network
15.3.3 Starting and stopping services

15.4 SNA Security

15,5 Network Management

15.6 Troubleshooting

15.7 InfoExplorer Keywords

15.8 Qwikinfo

Part5 System Services and Resources

Chapter 16. Process Management

16.1 Process Overview

16.2 Process Attributes
16.2.1 Displaying process attributes
16.2.2 Process identifiers
16.2.3 Effective and real UID and GID
16.2.4 Controlling terminal
16.2.5 Resource utilization and priority
16.2.6 Process state

16.3 Parent-Child Inheritance

16.4 Controlling Processes
16.4.1 Rules of thumb
16.4.2 Ignoring hangup

16.5 Scheduled Processes—cron
16.5.1 crontab
16.5.2 Ad hoc jobs
16.5.3 Managing cron activities

16.6 System Resource Controller
16.6.1 SRC components

16.7 InfoExplorer Keywords

16.8 Qwikinfo

Chapter 17. Electronic Mail

17.1 Mail System Overview
17.1.1 Mail user agents
17.1.2 Mail transport agents
17.1.3 Addressing and headers
17.1.4 How mail is sent

17.2 Sendmail Configuration
17.21 sendmail.cf
17.22 sendmail.nl
17.2.3 Aliases
17.24 Mail logs

255
255

257

257
257
259
260
260
262
262
263
263
264
264

269

269
269
270
271
271
27
272
272
273
273
274
276
276
276
277
278
278
279
280
280

283

283
283
284
284
285
286
286
290
291
292



Contents

17.3 Starting and Stopping sendmail
17.4 Debugging
17.5 Managing Mail Queues
17.6 OSIMF/6000
17.6.1 Starting and stopping the gateway
17.7 InfoExplorer Keywords
17.8 Qwikinfo

Chapter 18. News

18.1 Read All About It
18.2 News Resources
18.3 News Server

18.4 News Readers

18.5 News Groups

18.6 News Software Sites
18.7 Qwikinfo

Chapter 19. DOS Services

19.1 DOS Under AIX
19.2 DOS Tools
19.3 Intel Emulation
19.4 Personal Computer Simulator/6000
19.4.1 Installing DOS on pcsim
19.4.2 Multiuser pcsim
19.4.3 Running pcsim
19.4.4 pcsim features
19.4.5 pcsim AlIX communication
19.5 Binary Interfaces
19.5.1 Microkernel personalities
19.6 Remote DOS Services
19.6.1 PC NFS
19.6.2 DOS server for AADU
19.7 InfoExplorer Keywords
19.8 Qwikinfo

Chapter 20. X11 Administration

20.1 Windows on the World

20.2 AlXwindows Overview

20.3 X Windows Administration

20.4 Product Locations

20.5 Start-up Defaults

20.6 Fonts

20.7 Window Managers—Take Your Pick
20.7.1 Window manager configuration
20.7.2 Motif Window Manager
20.7.3 OPEN LOOK Window Manager
20.7.4 Tab Window Manager
20.7.5 A Window Manager for X

20.8 Tools and Tips

20.9 IBM Xstation Administration

XV

292
293
294
295
296
296
297

299

299
299
300
301
302
303
303

305

305
305
306
306
306
307
307
308
310
310
311
312
312
313
314
314

315

315
315
316
316
317
317
318
319
320
321
322
323
323
324



Xvi Contents

20.10 Xstation Hardware
20.10.1 Configuration and boot
20.11 AIX Xstation Manager/6000 Configuration
20.12 X Windows Display Manager—xdm
20.13 InfoExplorer Keywords
20.14 Qwikinfo

Part 6 Users and Security

Chapter 21. Managing the User Environment

21.1 User Administration Policy
21.2 Physical Resources
21.2.1 User file systems
21.3 UID Space and Groups
21.3.1 /etc/group and /etc/security/group
21.4 Resource Limits
21.41 /etc/security/limits
21,5 User Account Access Rights
21.6 User Account Environment
21.6.1 /etc/environment and /etc/profile
21.6.2 /etc/security/environ
21.6.3 /etc/security/login.cfg
21.7 Managing User Accounts
21.7.1 Adding a user account
21.7.2 Updating user accounts
21.7.3 Removing user accounts
21.7.4 Restricting access
21.8 Password Files
21.8.1 /etc/passwd
21.8.2 /etc/security/passwd
21.8.3 /etc/security/user
21.9 InfoExplorer Keywords
21.10 Qwikinfo

Chapter 22. Auditing and Security

22.1 Security Overview
22.2 Defining a Security Policy
22,3 Passwords
22.3.1 Shadow password files
22.3.2 Password restrictions
22.3.3 Resetting users’ passwords
22.3.4 Superuser access
22.3.5 Auditing passwords
22.3.6 Converting password files from other sources
22.4 Trusted Computing Base
22.4.1 tcbck command
22.4.2 /etc/security/sysck.cfg
22.4.3 Trusted communication path
22.5 Access Control
22.5.1 Access control lists
22.6 Authentication Methods
22.6.1 Authentication tables

324
325
326
327
327
328

331

331
332
332
333
333
334
335
338
338
338
340
342
342
343
344
345
346
346
346
347
347
348
348

351

351
351
352
352
353
353
354
354
355
355
355
356
356
357
358
359
359



Contents xvii

22.6.2 Smart card authentication 361
22.6.3 Kerberos—trusted third party 362
22.7 Network Security 363
22,8 System Auditing 364
22.8.1 Audit logging 364
22.8.2 Event types 364
22.8.3 Audit configuration 365
22.9 Security Tools and Information 367
2291 virscan 367
229.2 COPS 367
22.9.3 Information sources 368
22.10 InfoExplorer Keywords 368
22.11 Qwikinfo 368
Chapter 23. System Accounting . 3N
23.1 Accounting Overview 3N
23.2 Data Collection 372
23.2.1 Connect time 372
23.2.2 Process resource usage 372
23.2.3 Command usage 372
23.2.4 Disk usage 372
23.2.5 Print usage 373
23.2.6 Accounting files 373
23.3 Accounting Configuration 373
23.3.1 Setup collection files 373
23.3.2 Identifying shifts 374
23.3.3 Disk accounting—/etc/filesystems 374
23.3.4 Print accounting—/etc/qconfig 375
23.3.5 Report directories 375
23.3.6 crontab entries 375
23.3.7 Work unit fees 375
234 Accounting Commands 376
23.4.1 Starting and stopping accounting 376
23.4.2 Displaying statistics 376
23.4.3 Summary reports 378
23.5 Periodic House Cleaning 378
23.6 InfoExplorer Keywords 379
23.7 Qwikinfo 379

Part 7 System Tuning and Recovery

Chapter 24. Backup and Copy Utilities 383
24.1 System Backups 383
24.2 Backup Strategies 383

24.2.1 What and when 384
24.2.2 Mounted or unmounted 384
24.2.3 Sizing 384
24.2.4 Full and incremental dumps 385
24.2.5 Backup schedules and rotation 385
24.2.6 Disaster recovery and validation 386
24.2,7 Backup media 386
24.3 Backing Up a File System 386

24.4 Restoring Files and File Systems 387



xviii Contents

24.5 Other Dump Utilities

24.6 Operating System Dumps

24.7 Network Backups

24.8 The Whole Nine Yards

24.9 InfoExplorer Keywords
24.10 Qwikinfo

Chapter 25. System Monitoring and Tuning

25.1 Know Your Workload

25.2 AIX Operating System Characteristics
25.2.1 CPU scheduling
25.2.2 Virtual memory management
25.2.3 Disk /O
25.2.4 Network performance

25.3 AIX Monitoring and Tuning Tools
25.3.1 Traditional UNIX tools
25.3.2 AIX 3.2 tools
25.3.3 Performance Tool Box/6000 and Performance Aide/6000
25.3.4 AIX Capacity Planner—BEST/1 for UNIX
25.3.5 Public domain monitor package

25.4 Additional Help and Documentation

25.5 InfoExplorer Keywords

25.6 Qwikinfo

Chapter 26. Problem Analysis and Recovery

26.1 When Things Go Bump in the Night
26.2 Backups and Bootable Media
26.3 LED Status
26.4 System Logs
26.5 AIX Kernel Structure
26.6 Using crash
26.7 Hardware Diagnostics
26.8 Calling for Help
26.9 InfoExplorer Keywords
26.10 Qwikinfo

Part8 Distributed Systems
Chapter 27. Clustering

27.1 Cluster Overview
27.2 Single System Image
27.2.1 Cluster domain name
27.2.2 Common file system
27.23 Management
27.2.4 Resources
27.3 Cluster Batch Queuing
27.3.1 Multiple device queuing system
27.3.2 Network queuing system
27.3.3 Monsanto CERN/NQS
27.3.4 NQSExec

387
387
388
388
389
389

391

391

391
391
392
393
394

396
396
397
397
398
398
399
399
399

401

401
402
403
404
406
407
409
410
410
411

415

415
415
416
417
417
417
417
418
418
419
419



Contents

27.3.5 Other NQS-based batch systems
27.3.6 Distributed job manager
27.3.7 Distributed network queuing system
27.3.8 Distributed queuing system—Codine
27.3.9 Condor

27.3.10 LoadLeveler

27.3.11 Load-sharing facility—Utopia

27.3.12 There’s still more

27.3.13 POSIX 1003.15 Batch Standard

27.4 Cluster Futures

Chapter 28. Network Archiving

28.1 Storage Management

28.2 IEEE Mass Storage Reference Model
28.2.1 Components
28.2.2 Development history

28.3 Unitree Central File Manager
28.3.1 File system view
28.3.2 Client access
28.3.3 Media architecture

Appendix A. e-mail Lists and ftp Sites
Appendix B. Sample Code

Bibliography 437
Index 439

Xix

419
419
419
420
420
421
421
421
421

422

423

423
424
424
425
425
426
426
426

429
433



Preface

AIX RS/6000: System and Administration Guide describes the admin-
istration and management activities required to install, configure, and
operate the AIX Operating System on IBM RISC System/6000 plat-
forms. The text covers many of the tasks common to most UNIX
implementations, yet also focuses on the areas where AIX provides dif-
ferent or enhanced functionality. Areas where AIX command personal-
ities represent either or both of its BSD and SYSV counterparts are
highlighted.

Why an AIX Administration Text?

Until very recently, the only information available concerning adminis-
tering AIX systems resided in the AIX documentation set. Because the
AIX manuals are delivered as softcopy with the base product, few sites
ordered the hardcopy versions of the manual set. While softcopy manu-
als work very well for ad hoc queries, they are difficult to read over
long periods of time. It’s also very inconvenient to pick up your RS/6000
and carry it home to bone up on the operating system after dinner.

The IBM Technical Support Centers have done an excellent job of
filling in some of the information gaps with their topical Red Books.
Periodicals like AIX¢ra and RS/Magazine have provided an avenue for
disseminating information on vendor products and technologies. Self-
support networks like the NetNews comp.unix.aix news group have
helped to relate product experiences among the user base. What has
been lacking is a text that consolidates the data from all these
resources for new and experienced system administrators. AIX
RS/6000: System and Administration Guide is intended to provide this
first stepping stone to AIX and RS/6000 management information.

Who Should Read This Book

The text is intended as a base reference for both new and experienced
AIX system administrators. The subject matter is partitioned by func-
tion to facilitate quick access. A keywords section at the end of most

xxi
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Chapter

Introduction

1.1 System Administration

The UNIX operating system hasn’t achieved the “drop it in and forget
it” simplicity that makes MS-DOS so popular with the masses. Until
recently, UNIX primarily inhabited the dusty halls of research insti-
tutions and universities. In these environments UNIX was used as a
programmer’s tool which could be built upon to meet the needs of the
research community. It didn’t have to be easy, it just had to be low
cost and provide standard common interfaces to support research col-
laboration and tool building. It is the open, standards-based face of
UNIX that has brought it to the forefront of the movement toward
open systems.

The proliferation of low-cost RISC processors has brought UNIX
onto the desktop. The open systems and right-sizing movements have
brought UNIX into the commercial glass house. The time has come
for UNIX to get a haircut, put on a suit, and go head to head with the
legacy operating systems, from desktop to big iron. Vendors and stan-
dards groups are scrambling to define and implement UNIX system
management and administration tools to satisfy the needs of this
diverse user base. Are they succeeding?

We are beginning to see some of the first offerings in the realm of
UNIX system management. Many of these tools are taking a good
deal of heat from the traditional UNIX system administrator crowd
because of the new approaches and protocols being employed to man-
age stand-alone and distributed UNIX environments. Whether this is
good or bad remains to be seen. The Open Software Foundation (OSF)
licensed their Distributed Management Environment (DME) technolo-
gy in late 1993. While we wait for the standards to become shrink-
wrapped reality, we can test-drive the current vendor solutions and
vote on them with our hard-earned cash.
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Since you are reading this book, we can safely assume there is still
some work to be done. The wealth of services and resources provided
also makes it quite complex. Like any multiuser operating system,
UNIX requires special care to ensure that resources are distributed
equitably among the user base and that these resources are secured
from intrusion or failure. Our job as system administrators is to guaran-
tee that these requirements are being met. How do we do it? Read on!
Before we roll up our sleeves and begin hacking on system tables, it
might be helpful to those unfamiliar with UNIX history to see how we
got to this wonderful piece of software called AIX. The following is an
approximate genealogy of UNIX development milestones.
A Brief History of UNIX
1969 UNIX is born on the DEC PDP-7
1974 ACM publishes Thompson and Ritchie’s paper on UNIX
1975 Bell Labs licenses UNIX to universities
1977 SCO and Interactive Systems founded
BSD 1.0
1978 UNIX Version 7
BSD 2.0
1979 Berkeley ARPAnet Contract
BSD 3.0
1980 BSD 4.0
1981 SUN founded
1982 AT&T System III
SUN becomes Sun Microsystems
1983 AT&T System V
BSD 4.2
Hewlett-Packard HP-UX
1984 AT&T System V.2
DEC ULTRIX
X/Open Founded
1985 Sun NFS
POSIX Founded
1986 AT&T SYSV.3, Streams, RFS
BSD 4.3
IBM AIX RT PC
1987 AT&T SYSV.3.1
IBM IX/370
1988 AT&T SYSV.3.2
BSD 4.3 Tahoe
1989 AT&T SYSV 4
IBM AIX/370 and AIX/PS2
OSF Founded
OSF Motif
UNIX International Founded
Internet Worm on Nov 2
Sun SPARCstation
1990 BSD 4.3Reno
IBM AIX RS/6000
OSF/1
1991 IBM AIX/ESA
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Apple, IBM, Motorola Venture
Sun Solaris 1.0

1992 BSD 4.4

1993 IBM PowerPC
IBM Scalable POWER Parallel SP/1

1.2 RISC Architecture

The first Reduced Instruction Set Computer (RISC) was developed in
1975 at IBM T. J. Watson Research Center and called the 801 archi-
tecture. The IBM PC RT was based on 801 work. Although the 801
used a reduced number of instructions, it executed only one instruc-
tion per clock cycle. To improve performance, the 801 group started
thinking about executing more than one instruction per cycle. This
resulted in a second-generation RISC architecture that was dubbed
AMERICA. The AMERICA architecture was taken on by the IBM
Austin development lab in 1986. Austin development evolved the
AMERICA architecture into what we know today as the Performance
Optimized With Enhanced RISC (POWER) architecture used in the
RISC System/6000.

1.2.1 Multichip POWER

1.2.2 PowerPC

The POWER architecture uses independent functional units in a
superscalar implementation to issue and execute multiple instruc-
tions per clock cycle. Separate branch, integer, and floating-point
units are fed via a four-word-wide path from the instruction cache,
enabling the dispatch of four instructions per clock cycle. The next
phase of multichip POWER architecture development will incorporate
additional integer and floating-point units, increasing the number of
instructions dispatched to six per clock cycle.

Back in 1991, IBM, Apple, and Motorola formed a joint development
venture that would incorporate the POWER architecture into a sin-
gle-chip design. This new architecture would come to be known as the
PowerPC architecture. The PowerPC was designed to be a RISC
implementation that could be used in low-cost personal computers, as
well as combined in groups for multiprocessor implementations. The
group simplified the POWER architecture, improving clock cycle
times and the superscalar implementation. In the higher-end chips,
64-bit extensions were incorporated. All models of the chip are multi-
processor-enabled. The PowerPC chip uses three execution units to
deliver three instructions per cycle. It is compatible at the application
binary interface level with multichip POWER implementations.

At the low end, the PowerPC model 601 is destined for personal
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TABLE 1.1 RISC System/6000 Specifications

Model Clock—MHz MFLOPS SPECint SPECfp
7011/
220 33 6.6 20.4 29.1
230 33 8.8 28.5 39.9
250 66 (601) 12.7 62.6 72.2
7012/
320 20
320H 25
340 33
340H 42 18.8 48.1 83.3
350 42
355 42 18.8 48.1 83.3
360 50 22.2 57.5 99.2
365 50 222 57.5 99.2
370 62 25.9 70.3 1211
375 62 25.9 70.3 1211
7013/
520 20 9.2 32.8
520H 25
530 20 15.4 46.1
530H 33
540 30 16.5 38.7
550 42 18.8 48.1 83.3
560 50
570 60 222 57.5 99.2
580 62 38.1 73.3 134.6
580H 55 101.1 97.6 203.9
590 66 130.4 117.0 2424
7016/
730 25 15.4 46.1
7015/
930 25
950/950E 42
970 50 36.7 117.0
970B 50 31.0 58.8 108.9
980 62 421 126.2
980B 62 38.1 73.3 134.6
990 71 140.3 126.0 260.4

*Based on SPEC 92’ benchmarks.

computers and technical workstations. The model 604 is intended for
midrange systems. A low-power version of the 604 called the 603 is
slated for the notebook market. At the high end, the model 620 is
designed for numerically intensive and multiprocessor architectures.

1.3 AIX and UNIX

Is AIX UNIX? It’s certainly different in many respects from what
might be coined “legacy UNIX systems.” What defines UNIX? Most



Introduction 7

vendor UNIX offerings, including AIX, pass the SVID tests and are
POSIX compliant. Does this make them UNIX? Most of the differ-
ences found in AIX are related to system administration. As you
might expect, this crowd is the most vocal when it comes to complain-
ing or praising UNIX evolution. AIX offers a very solid mixture of
BSD and SYSV features. Users from either environment will find it
easy to make themselves at home. The measure of an operating sys-
tem should be whether or not it provides an environment and tool set
that assists rather than hinders your ability to do meaningful work.
AIX holds up very well under this definition.

As far as where UNIX is going, one can only hope that the vendor
community is serious about maintaining a common UNIX look and feel.
The Common Open Software Environment (COSE) alliance started by
HP, Sun, IBM, SCO, USL, and Univel is a step in the right direction.

1.4 AIXand OSF

AIX V3 commands and libraries were accepted by the OSF as the
basis for their Application Environment Specification for the OSF/1
operating system. This is good news for the AIX user community in
that they can expect to find the face of AIX on OSF/1 offerings from
many vendors. Applications developed on AIX should port easily to
the OSF/1 environment (grain of salt here).

1.5 System Administration Activities

What do system administrators do? They’re faster than a speeding
bullet and leap tall buildings in a single bound! Seriously, UNIX sys-
tem management involves a diverse set of tasks that cover the gamut
from installation and configuration to end-user support. In large envi-
ronments, administrative tasks are managed by a group of adminis-
trators. Whether you are one or many, each administrator needs a
general understanding of administration tasks as a whole.

The text is organized to logically reflect AIX administration themes
and components, facilitating rapid location of the subject matter.
Chapters comprise detailed subject descriptions, examples, and dia-
grams. Where appropriate, both system management interface tool
(SMIT) and command line options are presented. Command examples
are flagged with the shell prompt character “#” to distinguish them
from other bullets and to remind the user that most configuration
activities are performed with superuser privileges.

# command

Each chapter culminates with an InfoExplorer topic list for obtain-
ing further information.



1.5.1

1.5.2

153

154

1.5.5

1.5.6

System Administration Tasks and Tools

This text is intended as a pointer to the more specific information
provided in the AIX hard-copy and InfoExplorer documents, as well
as to provide some insights based on practical experience with the
hardware and operating system.

System administration tasks and tools

This section overviews system administration responsibilities and
identifies the base reference and management tools. Characteristics
of the AIX help system, InfoExplorer, are described. Attention is
devoted to using and tailoring the AIX System Management Interface
Tool (SMIT), which can be used to manage most aspects of the AIX
operating system.

System installation

Before you can administer a system, it must be installed. Steps
required to install and apply service to AIX in diskfull and diskless
environments are discussed. An overview of the RS/6000 architecture
and boot process follows.

System configuration

Once the operating system is installed, it must be customized. This
section describes the Object Data Manager (ODM) and how it is used
to store and manage configuration data. The steps involved to add
disks, printers, terminals, and tape devices to the RS/6000 and AIX
are detailed.

Network management

This section discusses how to make your system accessible from a
number of network architectures and topologies, as well as what tools
and protocols are required to centrally manage a network of machines.

Services and resources

Now that you have a machine and a network connection, how are you
going to make use of it? How do you control resource utilization? This
section considers such questions and examines configuring services like
electronic mail, Network News, MS-DOS support, and X Windows.

Users and security

A great deal of system administrator time and energy is devoted to
managing user accounts. This section outlines ways to streamline
account management, reporting, and maintaining system security.
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1.5.7 System recovery and tuning

What do you do when things go bump in the night? Backup strategies
and policies are explained. How do you keep your RS/6000 running hot?
System monitoring tools and problem analysis techniques are reviewed.

1.5.8 Distributed systems

This section looks at tools and techniques that can be employed to
build a farm of networked RS/6000s functioning as a loosely coupled
multiprocessor. Strategies for providing batch, parallel, and archive
services in a clustered environment are described.



2.1 AIX Help

Chapter

InfoExplorer

Help! It’s often the first thing uttered by a new AIX system adminis-
trator. You've invoked man to access help for a particular command. If
you’re lucky, a man page will be displayed, but it may be followed by
two or three more! Being intrigued rather than put off, you type man
man and discover the existence of an information marvel called Info-
Explorer (info). You'’re still feeling adventurous, so you type info and
press return. Just when you thought it was safe to go into the water!

One of the first hurdles for new AIX users is mastering the help
system. Confusion over documentation location and access mecha-
nisms is the primary problem. The AIX InfoExplorer hypertext docu-
mentation system provides a very powerful help search-and-retrieval
tool; however, it requires a bit of a learning curve before you get com-
fortable using the help system. It’s too bad that you need so much
help to learn help!

22 InfoExplorer Overview

InfoExplorer provides an extensive GUI for perusing on-line docu-
mentation. It is at its friendliest when used from an X11 display, but
it may also be used from ASCII tty and pty connections. The docu-
mentation information bases include AIX and RS/6000 manual text
and graphics, reference index, glossary, product-related help files,
and add-on databases like the AIX Technical Library of HOWTO and
closed APAR documents. Hypertext links are used as fast paths
between related documents, files, and programs. A public and private
note facility supports annotation of documents. The user interface can
be individually tailored to specify entry points, search criteria, and
printing options. History trails and bookmarks further facilitate mov-
ing between documents.

1"
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23 InfoExplorer Installation

2.3.1 InfoExplorer

InfoExplorer software is delivered as a part of Classic AIX. The exe-
cutables, fonts, ispath data and the NLS information bases are
located in /usr/lpp/info (see Table 2.1). NLS information bases
may reside either on CD-ROM or fixed disk. Locating the information
bases on fixed disk will provide a snappier response, but requires an
additional 250 MB of disk space.

In multilanguage environments, more than one NLS information
base set may be installed. Access to a given NLS information base is
defined by the $LANG environment variable. Separate information
bases are provided for each product. A product information base may
provide an updated version of the /usr/lpp/info/data/ispaths
file. The ispaths file contains the hypertext paths and links used to
cross-reference data in the information bases. Care must be taken to
make certain you are using the correct ispaths file for the informa-
tion bases installed on your system.

on CD-ROM

If disk space is at a premium, access the InfoExplorer information
bases from the distribution CD-ROM. Note that the CD-ROM distribu-
tion of InfoExplorer information bases is a bit different than that of
preinstalled versions on disk. Mount the InfoExplorer distribution CD-
ROM as a cdrfs file system. Copy the ispaths.full data file from
the CD-ROM onto the fixed disk as /usr/lpp/info/data/ispaths.

# mount -v cdrfs -r /dev/cd0 /usr/lpp/info/$LANG
# cd /usr/lpp/info/$LANG
# cp ispaths.full ispaths

To have the InfoExplorer CD-ROM file system mounted at boot
time, add an entry for the cdrfs file system to /etc/filesystems.

InfoExplorer CD-ROM /etc/filesystems Entry
/usr/lpp/info/En_US:

dev
vfs

/dev/cd0
cdrfs

TABLE 2.1 InfoExplorer Paths

/usr/lpp/info/bin Executables for X11 and ASCII displays
/usr/lpp/info/data ispaths files describing paths and links
/usr/lpp/info/X1lfonts InfoExp fonts

/usr/1lpp/info/notes Public notes

/usr/lpp/info/$LANG Information databases (CD-ROM mount point)
$HOME/info Bookmarks

$SHOME/info/notes

Private notes
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mount = true
options = ro
account = false

For higher availability, copy selected information bases to fixed disk.
These information bases will be available should the CD-ROM cdrfs
file system not be mounted.

2.3.2 InfoExplorer on fixed disk

If you have disk space to spare, InfoExplorer response will be much
better if the information bases are stored on fixed disk. To copy select-
ed information bases from CD-ROM to the fixed disk, mount the
InfoExplorer distribution CD-ROM as a cdr£s file system on the tem-
porary mount point /mnt. Copy the selected information bases from
the CD-ROM to the corresponding /usr/lpp/info/$LANG/<name>
directories. Unmount the CD-ROM cdrfs file system when copying
has been completed.

# mount -v cdrfs -r /dev/cd0 /mnt

# 1ls -al /mnt/S$LANG

copy desired databases (Example nav, aix, etc)
# cp /mnt/$LANG/nav/* /usr/lpp/info/$LANG/nav
# cp /mnt/$LANG/aix/* /usr/lpp/info/$LANG/aix
# umount /mnt

If you decide to remove an information base from disk at a later
date, use the rm -r command to erase the information base subdirec-
tory from the /usr/lpp/info/S$LANG directory.

# rm -r /usr/lpp/info/$LANG/pascal Remove pascal help

2.3.3 InfoExplorer over NFS

If you want to share InfoExplorer information bases in a networked
environment, export the /usr/lpp/info/$LANG directory using
NFS. Interactive response over NFS to information bases residing on
the servers hard disk is a bit better than local CD-ROM response.
You may wish to export selected information bases rather than the
whole set. Add the information base directories to the NFS server’s
/etc/exports file and an /etc/filesystems mount entry on each
client.
NFS Server /etc/exports InfoExplorer Example:

/usr/lpp/info/En_US -ro,access = daisy.ferris.com

NES Client /etc/filesystems InfoExplorer Example:

/usr/lpp/info/En_US:
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dev = /usr/lpp/info/En_US
vfs = nfs

nodename = rigel.ferris.com
mount = true

type = nfs

options = ro,bg,soft,intr
account = false

2.4 Using InfoExplorer

To start an InfoExplorer session, invoke the info command in X11
based environments, or info -a for ASCII devices. InfoExplorer will
display the default task selection window and an InfoExplorer overview
window for first-time users. The initial entry-point window may be cus-
tomized after you become familiar with the system. Use the customize
menu bar field to set defaults and preferences. The default menu but- .
tons allow you to select InfoExplorer Topic & Task Index, List of
Commands, List of Books, Programming Reference, History, List
of Bookmarks, List of Notes, Path, or Search. InfoExplorer look
and feel has changed somewhat in AIX 3.2.5, as compared with earlier
AIX releases. These differences are minor, thus the information provid-
ed will be applicable to earlier versions. (See Figs. 2.1 and 2.2.)

# info Start X11 interface
# info -a Start ASCII interface

Alternate information bases, like the AIX Technical Library, are
selected using info -1 <name>.

# info -1 techlib Select techlib information base

In the X11 environment, menu options and hot links are selected
using the mouse point-and-click interface. Scroll bars are used when
text or option sets will not fit on one screen. Option boxes are provid-
ed to quickly set notes and bookmarks or move back and forth
through the screen path.

Accessing InfoExplorer from an ASCII device requires the use of
keys to negotiate your way around the system.

2.4.1 Hypertext links

Along with menu selections, InfoExplorer allows you to jump between
related documents, glossary definitions, and data files, and also
enables you to invoke commands through the use of hypertext links.
Hypertext links are identified within displayed text through high-
lighting. To activate a link, point and click the mouse button on the
highlighted text from an X11 session, or tab to the highlighted text
and press the enter key in an ASCII session. Movement between links
will be recorded in your session history file.
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Welcome to the InfoExplorer Window Interface

With InfoExplorer, you can access software and hardware information in an
online information base consisting of articles connected by hypertext /24s. A
hypertext link is a one-way path from one piece of information to another.

Items in InfoExplorer text that appear in boxes are hypertext links. To follow a
link to more information about InfoExplorer, move your mouse pointer inside
one of the following boxes and click the left mouse button:

« [Basic InfoExplorer Window Operations]

« |InfoExgiarer Help

« [New InfoExplorer Features]

. [Reader’s Comment Faorm|
« |Copyright and Trademark Information}

If you are using the FAYpertext information Base Libraty or AlLX, see
nformatisn Base Library Centent|in A/X/6000 Version 3.2 and RISC System/6060
Documentation Overview for information akout what each InfoExplorer database
contains.

Basic InfoExplorer Window Operations

InfoEXplorer has two basic types of screens, the /2&ai7q screen and the navigation
screen. The article you are looking at right now appears in a reading screen. Reading screens
contain conceptual, procedural, or reference information. Navigation screens display

information designed to help you access documentation. When you start InfoExplorer, the

Figure 2.1 InfoExplorer motif display.

2.4.2 Searching

The InfoExplorer search facility helps you find information when you
aren’t quite certain what you are looking for. Simple and compound
text searching are supported with wildcard matching. A simple
search involves a single short text string as a search argument (see
Fig. 2.3). Compound searching (Fig. 2.4) supports boolean search
semantics and defining the scope of the search within the document.
You may also limit the information bases included in the search to
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info Help Display .History Bookmarks Notes
Topic info Navigation

Topic & Task Index

About the Topic & Task Index

Using

Managing

Programming

Problem Solving

GLOSSARY

Answers to Customer Questions
Licensed Program Specifications (LPS)

README Files

Search

To send a comment to IBM, see InfoExplorer Reader’s Comment.

Path

Exit

Figure 2.2 InfoExplorer ASCII display.

TABLE 2.2 InfoExplorer ASCIl Key Mapping

Ctrl-N/PgDn Page down

Ctrl-P/PgUp Page up

Ctrl-W Toggle reading and navigation
Ctrl-F/Tab Move to next hypertext link
Ctrl-B Move to previous hypertext link
Ctrl-L Refresh screen

Left arrow Move cursor one character left
Right arrow Move cursor one character right
Up arrow Move cursor one character up
Down arrow Move cursor one character down
< Move cursor 20 characters left

> Move cursor 20 characters right
Ctrl-O Activate menu bar
Esc-Esc/Ctrl-O Close menu bar and move to text
Spacebar Cycle through options in a ring

Enter Activate a link or selection
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Figure 2.4 Example compound search menu.
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improve response. Quick searches may be invoked from the command
line using the info -h option.

# info -h <searchkey>

243 History and bookmarks

2.4.4 Note facility

2.4.5 Output

To facilitate moving around in an InfoExplorer session, InfoExplorer
records the document and display path in a history file. New path infor-
mation is appended to the file as you move about in the system. At any
time, you may jump forward or backward by selecting the path option.
History files may be saved, restored, and shared with other users.

Selected information may be marked for later reference using the
Bookmark facility. Bookmarks are stored in the $HOME/info directo-
ry and may be shared with other users by copying the bookmark files
to the user’s $HOME/info directory.

Just like writing in the margins of hard-copy manuals, InfoExplorer
supports an annotation facility. Individual users may tag information
base text with private notes. Notes are stored in $HOME/info/notes.
The note format may be customized to individual tastes.

Private notes may added or collected from public notes by the system
administrator. Public notes can be grouped together and made available to
the entire user base by using the /usr/1lpp/info/bin/mergenote com-
mand. Public notes are stored in the /usr/1pp/info/notes directory.

# /usr/lpp/info/bin/mergenote <notelist>

Text from InfoExplorer information bases may be printed or cut and
pasted into other documents. Users may customize default print
options by defining any valid command and filter stream using shell
I/O redirection. Three print selections are supported: simple printer,
pretty print, and artwork printer.

troff -Tpsc | psc | enq -P <PrinterName> Postscript stream

2.5 InfoExplorer and man

The man command has access to information stored in InfoExplorer
databases. When invoked, man will first search /usr/man/cat?
directories, then /usr/man/man?, and finally InfoExplorer data. man
and catman map man page sections 1, 2, and 8 to InfoExplorer com-
mands documents; sections 2 and 3 to InfoExplorer subroutines docu-
ments; and sections 4, 5, and 7 to InfoExplorer files documents. You
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will need to periodically execute catman -w to keep the database for
the apropos and whatis commands up to date.

2.5.1 Extracting man pages

A script is provided in the /usr/lpp/bos/bsdadm readme file that
can be used to extract the man sections stored in InfoExplorer and
store them as flat files in the appropriate /usr/man/cat? subdirec-
tories. There is nothing fancy about the script. Basically it runs the
man command on each file and redirects the output to a temp file. The
temp file is then moved to /usr/man/cat>.

2.5.2 man page format

From time to time you may need to add your own custom man page
information. This could be a help file explaining charging policies,
backup support, locally developed software, etc. It’s a good idea to
keep local man pages separate from vendor-supplied help. This keeps
it from getting stepped on during installation, maintenance, and
upgrade activities. Commonly used location paths for local man pages
are /usr/man/manl or /usr/local/man/man?. The $SMANPATH
environment variable can be set in /etc/environment to include
your local man page path. Users may also use $MANPATH to support
their own man directories.

Local man Page Repositories
/usr/man/manl
/usr/local/man/man?
/usr/local/cat/cat?

When creating new man pages, you can use an existing man page as
a template. Try to stay within a common style so that your users know
what to expect. Each man page should include a NAME section identify-
ing the topic or command, a SYNOPSIS describing the command and
argument options and format, a DESCRIPTION section that describes
the topic, an OPTIONS section that details parameter and value infor-
mation, and a section on known BUGS. At the end of the man page, a
SEE ALSO section should indicate related information and an optional
AUTHOR section should identify the author name and address.

Example man Page Style:

mycommand (1)
NAME

mycommand - Does just what I want to do.
SYNOPSIS

mycommand [will|wont] work

DESCRIPTION
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mycommand is always used as a last resort. It can be expected
either to work or fail. mycommand contains no surprises at all.

OPTIONS
will Completes the work at hand.
wont Take a vacation.

BUGS

mycommand is always error free!
SEE ALSO

myprogram(l), myshell(l)
AUTHOR

Me. Who did you think it was!

You can include nroff man tags in the man page to control display
format (see Table 2.3). After the tags are included, you can test them
using nroff.

# nroff -man mycommand.l | more

Example man Page with Tags:

.TH mycommand 1

.SH NAME
mycommand \- Does just what I want to do.

.SH SYNOPSIS
mycommand [will|wont] work

.SH DESCRIPTION

.B mycommand

is always used as a last resort. It can
be expected either to work or fail.

.B mycommand

contains no surprises at all.

.SH OPTIONS

.TP 3

will

Completes the work at hand.
.TP 3

wont

Take a vacation.

TABLE 23 Sample nroff man Tags

.TH <name> <num>
.SH <section>
.B <text>
.I <test>
.PP
.TP <num>

man page name and section number
Identifies a subsection

Bold or highlighted text

Italics text

Block out a paragraph

Indent paragraph <num> spaces
except first line




2.6 Feedback

2.7 Qwikinfo

.SH BUGS
.B mycommand
is always error free!

.SH SEE ALSO

myprogram(l), myshell(1l)

.SH AUTHOR
.B Me.

Who did you think it was!
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Remember to run the catman -w command periodically to keep the
apropos and whatis data up to date. You might want to add it to
roots crontab.

The IBM Austin Information Design and Development group would
like your feedback and comments concerning AIX documentation and
the InfoExplorer help system and other AIX publications. An
InfoExplorer Readers Comment Form is included as part of the sys-
tem and is accessible from the Topic & Task Index. Follow the
instructions on the form and return it to the address indicated. You
can also e-mail comments to them at the following Internet address:

aix6kpub@austin.ibm.com

InfoExplorer:

/usr/lpp/info

/usr/lpp/man/$LANG

mount -v cdrfs -r /dev/cd0 /usr/lpp/info/$LANG

info

info -a

man Pages:
AIX man page location and search order:

1.
2.
3.

/usr/man/cat?
/usr/man/man?
/usr/lpp/info/$LANG

catman -w
/usr/lpp/bos/bsdadm

Formatted text
nroff format
Hypertext

InfoExplorer product
directory

Hypertext database direc-
tory (disk, CD-ROM,
NFS)

Mount info CD-ROM
Motif interface

TTY interface

Update whatis database for apropos command
Contains sample script to convert InfoExplorer hyper-

text to man text
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System Management
Interface Tool—SMIT

UNIX has a bad reputation when it comes to system management.
Most of the traditional UNIX management tools are the products of
necessity, built by frustrated system programmers. Historically, UNIX
development efforts have focused on designing the building blocks that
support this “roll-your-own” methodology—Per1 being a case in point.

In production enterprises, UNIX must conform to the management
policies and practices that are the hallmarks of big iron operating sys-
tems. Ad hoc tool development is not acceptable in many of these
environments. A new breed of UNIX management tools is required
that will provide centralized control over distributed heterogeneous
resources. The tools should also interoperate with the existing legacy
tool sets. The Open Software Foundation is ready to license its
Distributed Management Environment (DME), however, real shrink-
wrapped DME tools remain products of the future.

Rather than wait, many vendors have begun testing the waters with
their own UNIX management tools. In general, most of these tools
integrate graphical interfaces with traditional UNIX commands to
streamline system installation, configuration, and management tasks.

3.1 SMIT Overview

AIX provides a central administration and management tool called
the system management interface tool (SMIT). SMIT is a complete
administrator’s toolbox that may be used to perform system manage-
ment activities such as software installation and maintenance, device
configuration, administration of user accounts, system backups, and
diagnosis of problems. SMIT uses a menu-driven interface that
streamlines and simplifies the complexity of many system manage-
ment activities. SMIT does not inhibit or replace command line access
to system management; rather, it uses these same commands under
the cover of the menu-driven interface. Not all possible command and
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3.2 Using SMIT

argument combinations are available under SMIT. Command and
parameter selection is based on the most common use to complete a
given management task.

For novice administrators, SMIT simplifies system management
through the use of task-oriented dialogs. New users can zero in on a
particular task by stepping through SMIT’s submenu hierarchy.
Menu options for a specific task are identified with descriptive field
titles and contextual help. Error-checking routines validate argument
type and range.

The advanced administrator may find that SMIT provides a faster
interface to many management tasks. The SMIT script facility may
be used to assist in creating complex administration scripts.

The choice is yours whether or not you elect to use SMIT to manage
AIX. As you gain experience with SMIT and the AIX environment,
you may find that you prefer to use SMIT for some management
activities and the command line for others. Whether you love it or
hate it, SMIT is here to stay. As they say, SMIT happens!

SMIT is started by executing the smit command from the command
line. By default, SMIT will enter the top-level system management
menu (see Fig. 3.1). To enter SMIT at a particular task submenu,
supply the SMIT fast-path name as an argument.

# smit Start SMIT at top-level menu
# smit user Start SMIT at the user admin submenu

SMIT allows you to take a test drive utilizing all of its features with-
out making changes to the operating system. Invoke SMIT with the -x
to kick the tires and get a feel for how it operates. SMIT will log the
commands it would have executed in the $HOME/smit .script file.

# smit -X

You can also use the F6 key within SMIT to display the AIX com-
mand and arguments it will invoke before committing the update.

3.21 SMIT display

SMIT provides both an ASCII and a Motif based user interface. The
Motif interface is invoked by default on an X11 managed display and
employs a point-and-click feel. The Motif display (Fig. 3.2) enhances
the operating environment through the use of buttons, slider bars,
and submenu panels. The SMIT ASCII interface (Fig. 3.3) is invoked
using the smittyor smit -C commands.

# smit user SMIT X11interface
# smitty user SMIT ASCII interface
# smit -C user SMIT ASCII interface
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Devices

Applications

F1l = Help
F9 = Shell

System Management
Move cursor to desired item and press Enter.

Installation and Maintenance

Physical & Logical Storage

Security & Users

Diskless Workstation Management
Communications Applications and Services
Spooler (Print Jobs)

Problem Determination

Performance & Resource Scheduling
System Environments

Processes & Subsystems

Using SMIT (information only)

F2 = Refresh F3 = Cancel F8 = Image
F10 = Exit Enter = Do

Figure 3.1 System Management Interface Tool.

3.2.2 SMIT keys

Each SMIT panel is divided into three parts. At the top of the panel
the task title and instructions appear. The middle of the screen con-
tains menu selections or input fields. Location in the set of fields is
indicated by [TOP], [MORE..#¥], and [BOTTOM]. At the bottom of each
panel, the set of valid function keys is listed in four columns. SMIT
flags input field types and selection lists through the use of field mark
characters (see Table 3.1) and buttons displayed to the far left and
right of the input fields.

To navigate between fields and options in a SMIT panel, use the TAB
and Arrow keys, or the mouse. Input field values may be typed from
the keyboard or, in some cases, selected from a list. The Enter key
invokes and commits the selection or task. SMIT also provides a set of
function keys to display additional information, access the shell, or
exit (see Table 3.2).

3.2.3 SMIT help and messages

SMIT help can be invoked from any menu by pressing the F1 key. The
help and message text is located in /usr/lpp/msg/$LANG/smit.cat
catalog. Note that the message catalog is a National Language (NLS)
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Exit Edlt Show

. System thagemen

Figure 3.2 SMIT X11 display.

catalog, and is thus dependent on the setting of the $LANG environ-
ment variable. An invalid or missing $LANG specification will result in
missing or garbled help and message information.

1800-040 Cannot open SoftCopy help information
database. Help is not available for this
SMIT session. You may continue from here or
you can check the $SLANG environment variable
setting or use local problem reporting
procedures. For the current setting of
“/usr/lpp/info/C/aix/aix.key"”,
“/usr/lpp/info/C/aix/aix.rom”,
“/usr/lpp/info/C/sys.sys”.
(“/usr/lpp/info/C/aixmin/aixmin.key”)
(“/usr/lpp/info/C/aixmin/aixmin.rom”)
(“/usr/lpp/info/C/sys.sys")
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Create User
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[TOP] [Entry Fields]
* User NAME []
ADMINISTRATIVE User? false +
User ID [] #
LOGIN user? true +
PRIMARY group [] +
Group SET [] +
ADMINISTRATIVE groups (1 +
SU groups (] +
HOME directory []
Initial PROGRAM (]
User INFORMATION (]
Another user can SU to user? true +
User can RLOGIN? true +
TRUSTED PATH? nosak +
[MORE...12]
F1l = Help F2 = Refresh F3 = Cancel F4 = List
F5 = Undo F6 = Command F7 = Edit F8 = Image
F9 = Shell F10 = Exit Enter = Do
Figure 3.3 SMIT ASCII interface.
TABLE 3.1 SMIT Dialog Symbols
Symbol Type
* Entry is required
# Numeric field
X Hexadecimal field
/ File name field
+ List available (ASCII display only)
] Field delimiters (ASCII display only)
Arrow button Fixed set of options  (Motif display only)
List button List of choices (Motif display only)

TABLE 3.2 SMIT Function Keys

Key Action

F1 Help

F2 Refresh screen

F3 Cancel

F4 Display selection list

F5 Undo entry—reset to default
Fé Display command and args
F7 Edit or select

F8 Display fast-path name

F9 Shell escape

F10 Exit SMIT

Enter Execute

Tab/SHFT-Tab Move between options

27
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3.2.4 SMIT log file

SMIT creates an audit log of each SMIT session in the user’s $HOME
directory named smit.log. The log file indicates the SMIT submenu
path traversed during the session by object class ID, panel sequence
number, title, and the fast-path name. Each new SMIT session is
appended to the existing log file. Care must be taken to monitor the
size of the log file over time. The location of the log file may be set
using the smit -1 <PathName> option. The level of logging verbosi-

ty may be increased using smit -vt.

# smit -1 /tmp/smit.log -vt Use/tmp to hold log file

SMIT Log Example—Adding a 9-Track Tape Drive

[Sep 07 1993, 13:29:36]
Starting SMIT

(Menu screen selected as FastPath,
id = “__ROOT__",

id_seq num = “0”,

next_id = “top_menu”,

title = “System Management”.)
(Menu screen selected,
FastPath = “top_menu”,
id_seq num = “0”,

next_id = “top_menu”,

title = “System Management”.)
(Menu screen selected,
FastPath = “dev”,

id_seq _num = 020",

next_id = “dev”,

title = “Devices”.)

(Menu screen selected,
FastPath = “tape”,

id_seq num = 080",

next_id = “tape”,

title = “Tape Drive”.)
(Selector screen selected,
FastPath = “maktpe”,

id = “maktpe”,

next_id = “maktpe_",

title = “Add a Tape Drive”.)
(Selector screen selected,
FastPath = “maktpe”,

id = “maktpe_9trk_scsi”,

next_id = “maktpe_9trk_scsi_hdr”,
title = “Add a Tape Drive”.)

(Dialogue screen selected,

FastPath = “maktpe”,

id = “maktpe_9trk_scsi_hdr”,

title = “Add a Tape Drive”.)

[Sep 07 1993, 13:29:50]

Command_to_Execute follows below:

>>mkdev -c tape -t ’'9trk’ -s ‘scsi’ -p ’‘scsil’ -w
[Sep 07 1993, 13:29:52]

Exiting SMIT

3.2.5 SMIT script file

Along with the log file, SMIT appends the AIX commands invoked
during the session to a local $HOME/smit.script file. The script file
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information can be used to create complex management scripts or
review the commands invoked during a previous session. For exam-
ple, you might use SMIT to configure the first of a set of 64 TTY
devices. Then edit the $HOME/smit.script file and duplicate the
mkdev command 62 times for the remaining devices, changing each
device name and attributes as required. The script file can be execut-
ed from the command line to complete the definition of the remaining
devices. Use the smit -s <PathName> option to create a script file
in a location other than your home directory.

# smit -s /tmp/smit.script Create a script file in /tmp

SMIT Script Example—Adding a 9-track Tape Drive

#

# [Sep 07 1993, 13:29:50]

#

mkdev -c tape -t ’‘9trk’ -s ’‘scsi’ -p ’‘scsil’ -w ‘10’

3.2.6 SMIT fast paths

SMIT allows you to bypass menu levels and enter a task directly
through the use of a fast-path name. A fast-path name is an identifier
for a particular SMIT panel (see Table 3.3). Fast-path names are
recorded as part of the $HOME/smit.log information. The fast-path
name is included as an argument to the smit command to enter a
task panel directly.

# smit nfs Access SMIT NFS management

Remembering all the fast-path names and management commands
can be a real bear. Fortunately, the AIX developers implemented an
easy-to-remember rule for remembering the fast-path and command
names. A set of four prefixes, 1s, mk, ch, and rm are appended to a
root task name to 1list, make, change, and remove operating sys-
tem objects. For example, to make a CD-ROM device, the fast-path or
command name is mkcdrom. This doesn’t work all the time, but it’s
better than nothing!

TABLE 3.3 Common SMIT Fast-Path Names

dev

diag

jfs

1lvm

nfs
sinstallp
spooler
system
tcpip
user

Devices management

Diagnostics

Journaled file system management
Logical volume manager management
NFS management

Software installs and maintenance
Print queue management

System management

TCP/IP management

User administration




30 System Administration Tasks and Tools

3.2.6.1 Fast path and command algorithm

operation mk, Is, ch, rm
objects dev, user, fs, vg, pv, tty, cdrom, diskette, tape, etc.

3.3 Customizing SMIT

SMIT consists of a hierarchical set of menu panels, an NLS message
catalog, command interface, and a logging and scripting facility.
These components are integrated to provide a seamless interface for
managing the operating system and system resources.

Three types of SMIT display panels are used to manage the dialog
between the user and management tasks: menu, selector, and Dialog.
Menu panels display management task selections. Selector panels
present a range of values of which one or more is to be selected before
proceeding with the management task. Dialog panels provide input
fields for specifying command arguments and values. (See Table 3.4.)

SMIT panels, command link descriptions, option defaults, and
attributes are stored as objects in the ODM database. SMIT object
classes (see Table 3.5) reside in the /usr/1ib/objrepos directory.
Symbolic links are used to provide access from the default ODM data-
base path, /etc/objrepos.

SMIT object classes may be manipulated using ODM commands
just like any ODM object (see Chap. 6). After becoming experienced
with the ODM and SMIT architectures, you may use ODM commands
to customize SMIT. SMIT object class names and object identifiers
are listed in the SMIT log file when SMIT is invoked with the verbose
trace, -vt option.

# smit -vt SMIT verbose tracing

To display an object class description associated with a SMIT object,
identify the object class, identifier, and number from the log. Then use
the odmshow or odmget commands to list the object description.

# odmshow sm_menu_opt Display SMIT menu object class

TABLE 34 SMIT Panel Types

Menu
Selector
Dialog

List of task options
Request additional input before proceeding
Request values for command arguments and options

TABLE 3.5 SMIT Object Classes

sm_menu_opt
sm_name_hdr
sm_cmd_hdr
sm_cmd_opt

Menu titles and options

Selector titles, attributes, and links to other screens
Dialog titles, base command, links

Defaults, input types, selector/dialog attributes
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odmget can be used to retrieve an existing entry for modification or
as a template for a new object. After updating the definition, delete
the old entry with odmdelete and add the new object using odmadd.
This is not something I would recommend unless you are very famil-
iar with the ODM and SMIT. Always back up the existing object class
information before making any modifications.

34 Distributed Management Environment

35

The Open Software Foundation has defined a management standard
for distributed systems called the Distributed Management
Environment (DME). DME supplies a uniform and consistent set of
tools and services which may be used to manage both stand-alone and
distributed heterogeneous systems, applications, and networks.

DME combines a select set of vendor management technologies into
a consistent framework based on a three-tier model. The lowest tier
supports single-host management activities. The second level pro-
vides cell naming and security management in distributed environ-
ments. The top level encompasses enterprisewide management via
Motif based GUI interfaces. DME routines communicate with man-
aged objects using DCE, SNMP, and OSI CMIP.

DME Technology Selections

IBM Data Engine, System Resource Controller
MIT Project Athena Palladium Print Services

Tivoli WIzDOM Object Oriented Framework
Banyan Network Logger

HP Open View Network Management Server

Software Distribution/Installation Utils
Network License Manager

Groupe Bull Consolidated Management API

Gradient PC Ally and Client Lib for Net License Server
PC Agent and Event Components

The DME Request For Technology (RFT) was first issued in July
1990. After evaluation by OSF’s Munich Development Office, a selec-
tion was made in September 1991. The selected technologies have
gone through a period of integration and testing, during which time
code snapshots have been made available to interested parties. DME
Network Management Option version 1.0 is generally available from
the OSF to all interested parties.

InfoExplorer Keywords

smit LANG
smitty ODM
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3.6 Qwikinfo

smit.log odmshow

smit.script odmget

NLS odmadd
odmdelete

- SMIT

smit

smit -C, smitty

smit -X

F6 key

smit <fast-path-name>
SHOME/smit.log
SHOME/smit.script
/etc/objrepos/sm_XXXXXX

/usr/lib/objrepos/sm_xXXxXxXXx

Motif Interface

TTY Interface

Inhibit updates, test-drive SMIT

Display command to be executed by SMIT
Display SMIT submenu

SMIT transaction log

SMIT command log

SMIT ODM panel database

SMIT ODM panel database
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Chapter

AIX Installation and
Maintenance

4.1 Installing AIX

One thing that IBM is well known for is documentation. It’s a close
bet whether the installation and maintenance documentation you
receive with each RISC System/6000 weighs more than the hardware.
Although I have mixed feelings about the information provided in
some of the IBM documentation, the IBM AIX Version 3.2 for RISC
System /6000 Installation Guide is a first-rate document. It’s easy to
follow, helps get the job done, and exercises your upper body each
time you pick it up.

Another thing IBM is known for is changing the maintenance pro-
cedures with each new release. Each time you install AIX, I recom-
mend that you follow the installation guide carefully (even when you
feel like you can do it in your sleep). I can tell you from experience
that cutting corners can have catastrophic results. Follow the install
path that fits your environment and you’ll keep surprises at a mini-
mum. Rather than duplicate the information in the install document,
T'll concentrate on condensing the install process down to the general
tasks. I'll also make a few suggestions to help keep your existing envi-
ronment isolated from the install and maintenance process.

While writing this text, the AIX maintenance procedures have
changed three times. I recommend staying as close to the current
release as is comfortable. I will concentrate on installation and main-
tenance function at the AIX 3.2.5 level, since it is the last one I have
personally used. Most of the SMIT panels are similar to those used in
earlier releases. The fast-path names have changed in 3.2.5. If you
are running an older release of AIX, read this text while looking
through a glass of water. If you’re still uneasy, start at the top and
proceed through the SMIT software maintenance submenus until you
find what you’re looking for.
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Installation and maintenance planning

Installing a brand new operating system or application is like paint-
ing on clean canvas. You’re not encumbered with preserving or work-
ing within any existing paradigm. You have the freedom to plan your
environment from scratch. Planning is the key word here. Operating
system and product file system configuration should not waste disk
space. Implement a configuration that facilitates future product
upgrades and maintenance tasks. Reserve disk space for non-rootvg
volume groups to hold your user and local product file systems. If you
are installing multiple machines, consider installing one system as a
reference system, which can then be cloned from a network install
server. Eliminate duplicate file system requirements for diskless
client shared product object trees (SPOT). Make use of the worksheets
provided in the planning section of the installation guide. The plan-
ning sheets make a good reference set when you need to review your
installation plan at some time in the future.

4.1.1.1 Installation considerations

= Installation media

m Additional maintenance

s BOS disk space

® Product disk space

m Paging space

® /tmp space

m Separate volume group for local user and product file systems
m Reference system and install server

s Network parameters

s SPOT support for diskless clients

m Preservation of configuration and data on existing systems

Before jumping in with both feet, read any product-related readme
files. Contact IBM support representatives concerning the latest
maintenance level and preventative service planning (PSP) informa-
tion for the release level being installed. Before you contact an IBM
service representative or IBM software manufacturing, make sure
you have your AIX version and release numbers, your service modifi-
cation level, machine serial number, model number, and your cus-
tomer number. To identify the version and release numbers for an
existing system use the uname command. AIX 3.2.4 provided a new
command for identifying the operating system level: oslevel. The
“<>” characters indicate whether you are “<” at a lower level, “>” at a
higher level, or “<>” equal to the displayed level.
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# uname -v -r Note that uname will give the release level first, regardless of the
23 argument order. Thus, “2 3” indicates V3 R2.

# uname -m Display machine id

XXYYYYYYTSS

xx 00 for RS/6000

YYYYyy CPUID

mm Model identifier

ss Submodel identifier

# oslevel AIX 3.2.5 product level

<>3250

Your system maintenance level can be inferred from bos. obj his-
tory. Use the 1slpp -h command to display the maintenance history
and state.

# 1slpp -h bos.obj Short listing

Name

Fix Id Release Status Action Date Time User Name
Path: /usr/lib/objrepos

bos.obj

03.02.0000.0000 COMPLETE COMMIT 12/31/69 16:00:00 root

Path: /etc/objrepos
bos.obj
03.02.0000.0000 COMPLETE COMMIT 12/31/69 16:00:00 root

# lslpp -a -h bos.obj Verbose listing

Name

Fix Id4 Release Status Action Date Time Uzer Name
Path: /usr/lib/objrepos

bos. obj

03.02.0000.0000 COMPLETE COMMIT 12/31/69 16:00:00 root
U401864 03.02.0000.0000 COMPLETE COMMIT 09/04/92 13:00:00 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 12:50:00 root
U401962 03.02.0000.0000 COMPLETE COMMIT 11/24/92 10:31:46 root
03.02.0000.0000 COMPLETE APPLY 11/24/92 09:49:40 root
U401963 03.02.0000.0000 COMPLETE COMMIT 11/24/92 10:31:47 root
03.02.0000.0000 COMPLETE APPLY 11/24/92 09:49:55 root
U401968 03.02.0000.0000 COMPLETE COMMIT 09/04/92 17:55:46 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 15:07:20 root
U401969 03.02.0000.0000 COMPLETE COMMIT 09/04/92 17:55:46 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 15:06:42 root
U401970 03.02.0000.0000 COMPLETE COMMIT 09/04/92 17:55:47 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 15:10:20 root
U401972 03.02.0000.0000 COMPLETE COMMIT 11/24/92 10:31:47 °~ root
03.02.0000.0000 COMPLETE APPLY 11/24/92 09:50:10 root
U401977 03.02.0000.0000 COMPLETE COMMIT 09/04/92 13:26:34 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 13:25:06 root
U401979 03.02.0000.0000 COMPLETE COMMIT 09/04/92 17:55:46 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 15:07:57 root
U401980 03.02.0000.0000 COMPLETE COMMIT 09/04/92 12:59:59 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 12:43:57 root
U401986 03.02.0000.0000 COMPLETE COMMIT 09/04/92 13:00:00 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 12:45:17 root
U402027 03.02.0000.0000 COMPLETE COMMIT 09/04/92 13:00:00 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 12:49:18 root
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U402043 03.02.0000.0000 COMPLETE COMMIT 11/24/92 10:31:43 root
03.02.0000.0000 COMPLETE APPLY 11/24/92 09:46:37 root
U402044 03.02.0000.0000 COMPLETE COMMIT 09/04/92 13:00:01 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 12:52:06 root
U402093 03.02.0000.0000 COMPLETE COMMIT 09/04/92 17:55:59 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 15:55:50 root
U402098 03.02.0000.0000 COMPLETE COMMIT 09/04/92 17:55:48 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 15:11:46 root
U402099 03.02.0000.0000 COMPLETE COMMIT 09/04/92 17:56:18 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 17:09:50 root
U402101 03.02.0000.0000 COMPLETE COMMIT 09/04/92 17:56:54 root
03.02.0000.0000 COMPLETE APPLY 09/04/92 16:42:26 root

A quick snapshot of maintenance history can be obtained using the
-L option to 1slpp.

# 1lslpp -L bos.obj

Processing..... Please Wait.
Description State Fix Id
bos.obj 3.2.0.0
3250 bos Maintenance Level C U491123
Vital User Information o] U423515
Device Drivers C U423535
Character Stream Editing Utilities o] U423643
Device Diagnostics C U423761

Look for the following fix numbers in the output stream. It will give
you an indication of the modification level of your system.

PTF Level
U493250 3.2.5

U420316 3.24

U411711 3.2.3 Extended
U409490 3.2.3

U403173 3.2.2

U401864 only 3.2.0 else 3.2.1

In the United States, you can order software updates from IBM
Software Manufacturing:

IBM Software Manufacturing
1-800-879-2755

For specific problem fixes, contact IBM Support:

IBM Support
1-800-237-5511

IBM AIX/6000 support offers a number of options for specialist assis-
tance for installation, problem solving, and tuning. For general infor-
mation contact AIX support at:
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AIX/6000 Support Family
40-B2-05

IBM Corporation

P.O. Box 9000

Roanoke TX 76262-9989

1-800-CALLAIX
FAX: (817) 962-6723
call-aix@vnet.ibm.com

You can review the problem and service database yourself if you
have access to IBMLink. If you don’t have access to IBMLink, IBM
provides periodic snapshots of the IBMLink question and service
databases on CD-ROM; order AIX Technical Library /6000 CDROM.
IBMLink may be accessed via the Internet:

telnet IBMLink.advantis.com

If you have access to the Internet or Usenet news, reference the
comp.unix.aix discussion and archives. The best information comes
from peers who are using AIX in various production environments.
IBM support personnel and developers also watch these groups and
may lend assistance.

4.1.2 Apply and commit

To commit or not to commit—that is the question.

Before installing new software or maintenance on an existing system,
you need to have a backout strategy in the event that problems occur
during or after the installation. The AIX default is used to add new soft-
ware and maintenance to the system using the APPLY option. This
option keeps a history file and a backup copy of each object replaced by
the software update. If you are not happy with the update, you can
REJECT it and restore the previous version. When using SMIT to install
software updates, use the default COMMIT software? no option.

# installp -ga -d /inst.images -X all APPLY updates
# installp -rB -X all REJECT updates

Once satisfied with the update, you can COMMIT the update to
remove the backup copy of the previous version:

# installp -c -g -X all COMMIT updates

The caveat of installing using the APPLY option is that additional
disk space is required in /usr/1lpp to hold the old version. This addi-
tional space is also difficult to reclaim once the new software is com-
mitted. If you don’t have the disk space to spare, you may elect to
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install the update with COMMIT. This option will save on disk space,
but does not provide a simple backout mechanism. Make a full dump
of your root file systems prior to installing with COMMIT. In the
event of a problem, you can restore the backup.

# installp -ga -d /inst.images -c -N all Install with COMMIT

In the event that you must back out a committed lpp, there is a script
originally provided by IBM Support that can be used to remove the
update and associated links.

4.1.3 File system expansion

To ensure that sufficient file system space is available, you can elect
to have file system size automatically increased during the installa-
tion. Unfortunately, this process tends to overallocate file system
space, the result being wasted disk space at the end of the installa-
tion. Automatic file system expansion can also cause the installation
to abort if the requested increment in logical partitions is not avail-
able. In most cases, you will be better off calculating the space
required for the update and allocating the space manually.
Remember, you cannot easily shrink a file system once it is overallo-
cated.

# installp -ga -d /inst.images -X all Autoexpansion
# installp -qga -d /inst.images all No autoexpansion

4.1.4 System state

When installing a new product release or maintenance, limit the
activity on your system. For some products, this may only involve
restricting access to the application being updated and stopping any
related subsystems and subservers. Use the stopsrc command to
shut down subsystems and subservers.

# stopsrc -g tcpip Stop tcpip subsystem

For operating system updates or when updating a group of prod-
ucts, it is easier to reduce system activity by shutting down to main-
tenance mode. This will stop all subsystems and restrict access to the
system other than from the system console.

# telinit M Shut down to maintenance mode

You can temporarily inhibit login access by creating a /etc/nolo-
gin file. The tsmlogin command will display the contents of the
/etc/nologin file at each login attempt and then exit.
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Example /etc/nologin

Login access is temporarily inhibited due to system maintenance
activities. Please try again later.

Installing preloaded systems

If you are installing a brand new RISC System/6000, parts of the
basic operating system (BOS) and product run-time environments are
preinstalled on the system. Note that the preinstalled system does
not represent the full product or maintenance set. You must complete
the installation of the remaining products and maintenance before
configuring the system for use. Preloaded software is located in the
/usr/sys/inst.images directory.

4.1.5.1 Preloaded install steps

0. Complete installation planning.

1. Power up the system with the key switch in the NORMAL position.

2. Log in as root and set the TERM environment variable for your
terminal type.

# echo TERM Display current setting
# export TERM = <type> Set new terminal type

3. Check and set NLS language LANG environment variable.

# echo LANG Query language setting
# export LANG = <NLSlang> Set new NLS language

4. Review the BOS readme file.

# more /usr/lpp/bos/README

5. Install preloaded software and maintenance. Use SMIT fast path
sinstallp or the installp command. It’s a good idea to copy any
additional maintenance into the preloaded software directory /usr-
/sys/inst.images and install software and updates as a unit.

6. Complete postinstallation tasks described in Sec. 4.4

4.1.6 Upgrading existing AIX systems

Installing an upgrade or maintenance to an existing AIX system is
much easier if you have kept your user file systems and local product
data on non-rootvg volume groups. Before installing the upgrade or
maintenance, these volume groups may be exported, protecting them
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from update problems. Once the update is complete, they can be
imported.

# exportvg <VGname>

Install upgrade
# importvg <VGname>

You may wish to save some configuration files—for example, pass-
word files, auditing configuration, printing gconfig, network tables,
etc. If you know the installation date of your last upgrade, you can
use the £ind command to walk the rootvg file systems and log file
names modified since the last upgrade date. Edit the log file and
remove any unnecessary file names. The log file can be easily convert-
ed to a script to copy the desired configuration files to a safe location
or backup medium.

# find /etc -mitime <Ndays> -print > save-config
# find /usr/lib -mitime <Ndays> -print >> save-config

AIX installation procedures provide a preservation install option
which does not destroy all of the rootvg file systems. Only the /usr,
/tmp, /var, and / file systems are overwritten. There is a set of
upgrade utilities for AIX V3.1 sites which preserve some configura-
tion files for later restoration on the AIX V3.2 system. Beware that
there is a problem with preservation installs if you change the logical
device names of the default paging volumes.

Before initiating a preservation install, record location, layout, and
space on each of the physical volumes to be used by the install
process. Begin by displaying the physical volume names.

# ipl_varyon -i

PVNAME BOOT DEVICE PVID VOLUME GROUP ID
hdisk0 YES 000004065a4ad7ce 0000406042e9db9of
hdiskl NO 000004065a4b372d 0000406042e9dbof
hdisk2 NO 00000444d7afade3 00004060db76b544

For each physical volume display the location information.

# lsdev -C -1 hdisk0
hdisk0 Available 00-08-00-00 670 MB SCSI Disk Drive

Use df and 1svg to total the used and free space making up the root
file systems and the root volume group.

# df -v / /usr /tmp /var
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Filesystem Total KB used free Sused iused ifree %iused Mounted
/dev/hd4 32768 29796 2972 90$ 1864 6328 22% /
/dev/hd2 499712 456704 43008 91$ 17438 107490 13% /usr
/dev/hds 323584 21068 302516 6% 103 81817 0% /tmp
/dev/hd9var 1048576 227520 821056 21$ 1635 260509 0% /var

# lsvg rootvg

VOLUME GROUP: rootvg VG IDENTIFIER: 00001508£fce80427

VG STATE: active/complete PP SIZE: 4 megabyte(s)

VG PERMISSION: read/write TOTAL PPs: 574 (2296 megabytes)
MAX LVs: 256 FREE PPs: 60 (240 megabytes)
LVs: 10 USED PPs: 514 (2056 megabytes)
OPEN LVs: 9 QUORUM: 2

TOTAL PVs: 2 VG DESCRIPTORS: 3

STALE PVs: 0 STALE PPs 0

ACTIVE PVs: 2 AUTO ON: yes

4.1.7 Installing from distribution media

Three types of BOS installation procedures are available for diskfull
workstations: new installation, preservation installation, and com-
plete overwrite installation. A new installation assumes you are
installing to clean disks. The latter two options assume an existing
system and allow you to retain nonroot file systems (preservation) or
wipe clean the existing installation (overwrite).

4.1.7.1 Media install steps

0. Complete installation planning.

1. Power up the system from the bootable media with the key switch
in the SERVICE position. If you are booting from diskettes, the
LED display will prompt c07 for each boot and display diskette. A
status of c03 indicates the wrong diskette was inserted, and a
status of c05 indicates a diskette error.

2. Select the device to be used as the console. The LED display reads
c31 and a message is displayed on each attached tty or hft device
prompting for selection of the system console. If you are booting
from diskettes, you are prompted to insert the install/maint
diskette.

Insert BOS Install/Maint Diskette and Press Enter
3. Select Install AIX from the Installation and Maintenance menu

AIX 3.2 INSTALLATION AND MAINTENANCE
>>> 1 Install AIX
2 Install a system that was created...
3 Install this system for use with a /usr...
4 Start a limited function maintenance ...



44

System Installation and Operation

4. At this point, you must commit to proceeding with either the

preservation install or the overwrite install. The same menu
options will be presented in either case, with the exception that
menus for the preservation install assume existing volume groups
will be used.

METHOD OF INSTALL
1 Preservation install
2 Complete overwrite install

. Verify that the correct disks or volume group will be used for the

install. In the case of a preservation install, use the volume group
identifier that you recorded on the planning worksheet to select
the volume group to be used for installation.

PRESERVATION INSTALL COMPLETE OVERWRITE INSTALL
1 LOCALE (language) 1 LOCAL (language)
2 INPUT Installation Device 2 INPUT Installation Device
>>>3 DESTINATION root VG >>>3 DESTINATION Disks

>>>4 STARTUP (boot) Device

6. Select the LOCAL language and INPUT installation device.

Installation media include diskette, tape, CD-ROM, and network
device types.

. Install BOS.

FINAL WARNING
Base operating system installation ...
99 Return to previous menu

>>> (0 Continue with install

. Once installation is complete, remove the install media, switch

the key to NORMAL, and reboot the system.

AIX base operating system installation is complete

1 Make sure your installation media () has been removed from
the input device

2 Turn the system key to the NORMAL position
3 Press the ENTER key to restart (reboot) the system

. Log in as root and review BOS readme file.

# more /usr/lpp/bos/README
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10. Install remaining software and maintenance. Use SMIT fast path
sinstallp or the installp command. It’s a good idea to copy
any additional maintenance into the preloaded software directory
/usr/sys/inst.images and install software and updates as a
unit.

11. Complete post installation tasks described in Sec. 4.4.

4.2 Installing Applications

Installing program products in backup format can be managed using
the SMIT install fast path or by using the installp command.

# installp -ga -d /inst.images -X all APPLY updates

Products and maintenance will usually be installed into the
licensed program product (LPP) directory, /usr/lpp. A separate
subdirectory is created for each product.

# 1ls -aF /usr/lpp

v bseiEn_US/ inu_LOCK* xdt3/

../ bsl/ jls/ xlc/

DPS/ bsmEn_US/ msg@ xlccmp/

X11/ bspiEn_US/ ncs/ x1f/

X11_3d4/ bssiEn_US/ nfs/ x1lfcmp/
Xlldev/ cobolcmp/ pci/ x1lfcmpiEn_US/
X1lldeviEn_US/ cobolrte/ pcsim/ x1lfcmpmEn_US/
X11lfnt/ colormaps/ pcsimmEn_US/ xlfrte/
X11lmEn_US/ cpp/ rlm/ xlfrtemEn_US/
Xllrte/ diagnostics/ tcpip/ xlfrtemsg/
bos/ fonts/ tty/ x1lp/

bosadt/ gai/ txtfmt/ xlpcmp/
bosextl/ hanfs/ vdi/ xlpcmpiEn_US/
bosext2/ hft/ x3270/ x1lpcmpmEn_US/
bosinst/ ibmgle@ x3270.sav/ xlprte/
bosnet/ info/ x_st_mgr/ xlprtemEn_US/
bosperf/ infoxl/ X_st_mgrmEn_US/ xlprtemsg/

The contents of the installation media may be reviewed by selecting
List All Software on Installation Media from the SMIT
install menu or executing installp with the -1 option.

# installp -q -d /inst.images -1

Level 78] Q content

xlfrtemEn_US.msg

02.03.0000.0000 I N usr

# AIX XL FORTRAN Run Time Environment/6000 Messages -

x1fcmpmEn_US.msg

02.03.0000.0000 I N usr

# AIX XL FORTRAN Compiler/6000 Messages - U.S. English

x1fcmp.obj

02.03.0000.0000 I N usr,root

# AIX XL FORTRAN Compiler/6000

xlfrte.obj

02.03.0000.0000 I N usr

# AIX XL FORTRAN Run Time Environment/6000
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In the event that one or more of the applications will be installed on
multiple machines, you might want to copy the contents of the install
media to disk for use with an install server. Select Copy Software
to Hard Disk for Future Installation from the SMIT
install_update menu (see Fig. 4.1), and refer to Sec. 4.5.3 for
details on configuring and using an install server. You may also use
the bffcreate command to copy the software update to disk.

# bffcreate -qv -d’'/dev/rmt0’ -t’/inst.images’ ’'-X’ all
# smit install_update

To install ALL software and maintenance on the media, invoke
SMIT with the install_all fast-path name. You will be prompted
for the media type and installation will proceed using default options.
If you want to select other update options or install a subset of the
updates on the media, start SMIT using the install_latest fast
path. Use the F4 key to list the products available on the media.
Individual entries may be tagged using F7. (Refer to Fig. 4.2.)

# smit install_latest

In the previous section on installation planning, the pros and cons
of installing with COMMIT and automatically extending the file sys-
tem were discussed. The same arguments relate to product and main-
tenance updates. If you have extra disk space to play with, electing
not to COMMIT and allowing file system extension will make the
install smoother.

During the installation and update process, progress information is
displayed by SMIT and installp. SMIT will log this information to
the smit.log file. You may wish to redirect output from the
installp to a file if it was invoked from the command line. Once the
install has completed, verify the status of the update (see Sec. 4.4 for
details on product and maintenance installation status).

Move cursor to desired item and press Enter.

Install/Update Selectable Software (Custom Install)
Install ALL Software Updates on Installation Media

Copy Software to Hard Disk for Future Installation

Clean Up After a Failed Installation

List All Software on Installation Media

List All Problems Fixed by Software on Installation Media

Fl = Help
F9 = Shell

F2 = Refresh F3 = Cancel F8 = Image
F10 = Exit Enter = Do

Install/Update Software

Figure 41 SMIT install update panel.
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Install Software Products at Latest Available Level

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields])

* INPUT device / directory for software /inst.images

* SOFTWARE to install [] +
Automatically install PREREQUISITE software? yes +
COMMIT software? yes +
SAVE replaced files? no +
VERIFY Software? no +
EXTEND file systems if space needed? yes +
REMOVE input file after installation? no +
OVERWRITE existing version? no +
ALTERNATE save directory [1

Fl1 = Help F2 = Refresh F3 = Cancel F4 = List

F5 = Reset F6 = Command F7 = Edit F8 = Image

F9 = Shell F10 = Exit Enter = Do

Figure 42 SMIT selective install panel.

4.2.1 Non-LPP products

It’s a good idea to keep local, public domain, and vendor products sep-
arate from BOS directories. This will ensure that they will not be
clobbered by BOS upgrades and installations. A common practice is to
create a local product file system called /usr/local. Within
/usr/local, create subdirectories bin, 1lib, etc, and src. You
can add these directories to the default command PATH and create
symbolic links from BOS directories if required.

43 Applying Maintenance

The first and foremost rule of system maintenance is: If it isn’t bro-
ken, don’t fix it! If only it was that easy! The AIX operating system
and product set is made up of a large number of subsystems. Each
subsystem contains hundreds or thousands of components. In this
not-so-perfect world, problems will crop up in many of these objects.
You have to decide which bugs will be tolerated and which ones must
be fixed. Each new fix set that is applied to the system or subsystem
will include a new set of gremlins. The trick is to find a maintenance
level that provides stability for your environment and is within cur-
rent maintenance levels supported by the vendor.

All the operating system and applications vendors are doing their
best to drive product error rates down. This is a very difficult task,
which is complicated in shared library environments. Think of the
number of commands and subsystems that depend on 1ibc.a! IBM
has addressed the problems encountered with the old selective fix
strategy in AIX 3.2.4+ by packaging fixes by subsystem. In the selec-
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tive fix environment it was difficult to collect all the prerequisite
(prereq) and corequisite (coreq) fixes that represented a particular
system snapshot. A prereq or coreq often involves a component not
related to the problem being addressed. The unrelated component
often requires other fixes. Components were duplicated many times
in the fix set. You ended up with a 50-megabyte fix tape to fix a small
problem in csh.

AIX 3.2.4+ comes with a new maintenance strategy that packages
prereq and coreq fixes by subsystem. A subsystem is a set of func-
tionally related software components. The new strategy is called the
preventative maintenance package (PMP). Each PMP represents a
tested subsystem snapshot that includes all maintenance since the
previous PMP. PMPs will be provided at a frequency of three or four
times a year.

Preventative Maintenance Packages

Subsystem selective fix Correct specific subsystem problem
Selective enhancement Provides new subsystem function
Maintenance level Contains all fixes since last release

AIX 3.2.4+ also provides a new installp option, -t <PathName>,
that allows you to save files replaced by maintenance into the directo-
ry path of your choice. This feature saves on disk space requirements
in /usr.

The rules for installing maintenance are the same as described in
the previous section on installing program products. For distributed
environments, you may wish to copy the maintenance set to disk for
access from an install server. You might also choose to build a refer-
ence system image accessible from an install server (see Sec. 4.5.3 for
details).

In many cases, maintenance updates involve the installation of a
new installp command set before proceeding with the installation.
Read the maintenance documentation carefully before beginning the
update. A short description of each fix on the media may be displayed
by selecting “List All Problems Fixed by Software on Installation
Media” from the SMIT sinstallp menu or using the installp -A
option.

# installp -gA -d /dev/rmt0 all Display fix information

Fix information
files restored: 1
usr/share fix information for
X_st_mgr.obj 1.4.0.0.U412032
IX31874 x_st_mgr Create supersede PTF so KR and TW locales can install.

files restored: 1
usr/share fix information for
Xx_st_mgr.obj 1.3.0.0.U406206
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I1X28806 X Station Manager changes to support ko_KR and zh_TW locales.

X Station Manager changes to support ko_KR and zh_TW locales.

Follow the procedure outlined in Sec. 4.3 when installing system
maintenance.

4.4 Postinstallation and Maintenance Tasks

With the installation or maintenance process complete, there is still a
bit of tidying up to be done before making the system available for use.
A new installation requires that you set default system and environ-
ment variables. If you installed over an existing system, you will need to
restore the previous environment. Product updates or maintenance will
require testing before committing or rejecting the update. Finally, cre-
ate new stand-alone media and take a fresh backup of the new system.
A clean snapshot can be used as a reference point for installing addi-
tional machines or as a fallback should problems arise in the future.

4.4.1 Review install/update status

Review the status of software product and maintenance updates using
List All Applied but Not Committed Software from the
SMIT sinstallp menu or by invoking 1s1pp from the command line.

# lslpp -h bos.obj Display lpp history

Name

Fix 14 Release Btaktus Action Date Time User Name
Path: /usr/lib/objrepos

bos.obj

03.02.0000.0000 COMPLETE COMMIT 12/31/69 16:00:00 root

Path: /etc/objrepos
bos.obj
03.02.0000.0000 COMPLETE COMMIT 12/31/69 16:00:00 root

# 1lslpp -pB U411227 Display fix status

Name Fix 14 State Prerequisites
Path: /usr /1lib /objrepos

bos.obj U411227 COMMITTED *ifreq bosadt.lib.obj p =U411212
*prereq bos.obj v=03 r=02 m= 0000

Path: /etc/objrepos

bos.obj U411227 COMMITTED *ifreq bosadt.lib.obj p =U411212
*prereq bos.obj v=03 r=02 m= 0000

LPP software can be in one of the following states:

APPLIED Software was applied successfully but has not been com-
mitted.

COMMITTED Software has been applied and committed.
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AVAILABLE Software has not been installed but is available on instal-
lation media.

BROKEN Software installation was not successful. Reinstall the
product.

APPLYING Software has not been successfully applied. Run
CLEANUP and reinstall.

COMMITTING COMMIT did not complete successfully.

REJECTING REJECT failed for the software product.

In the event of problems with the update, invoke CLEANUP and
reinstall. LPP cleanup can be executed from the Clean Up After
Failed Installation option on the SMIT sinstallp menu or via
the installp -C option. Installations using SMIT or the installp
command will normally perform any clean up automatically in the
event of a failure.

# installp -C <ProductName> Clean up failed install

442 Restoring your environment

Setting default system environments is a final step for the installation
paths described thus far (see Fig. 4.3). This involves setting or vali-
dating the default language, time zone, console type, number of
licensed users, and number of virtual terminals. IBM has kindly pro-
vided a SMIT fast path that addresses each of these variables. With
root permissions invoke SMIT startup:

# smit startup

In a networked environment, you will need to set your network inter-
face address and characteristics (see Part 4, “Network Configuration
and Customization”).

Set the root account password. The default installation does not
provide a password for root. Need I say more?

Assign
Change
Change
Change
Manage

Move cursor to desired item and press Enter.

the Console

Number of Virtual Terminals at Next System Restart
/ Show Date, Time, and Time Zone

/ Show Characteristics of Operating System
Language Environment

Change Number of Licensed Users

Fl = Help
F9 = Shell

F2 = Refresh F3 =Cancel F8 = Image
F10 = Exit Enter = Do

System Environments

Figure 4.3 SMIT system configuration panel.
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Restore any configuration tables from the previous system, and
reimport any volume groups exported as part of the preliminary
installation planning.

# importvg <VGname>

4.4.3 Create new bootable media and backups

Next make sure you have multiple copies of stand-alone bootable
media that reflect the new systems install and maintenance level.
Notice I said multiple copies.. I must admit that I have been bitten
more than once by having only a single copy of some crucial bit of
data. Let’s start with the BOSboot diskettes. If you carefully read the
AIX Installation Guide, there is a chapter on creating stand-alone
boot diskettes. This procedure is version-dependent, so make sure you
have the right documentation in hand. Following the procedures in
the install guide, you will create a set of diskettes that contain a
small bootable kernel, device drivers for your console display type,
and the AIX installation/maintenance shell.

# format Format a diskette

# bosboot -a -d £d0 Boot diskette

# mkdispdskt Display diskette

# mkextdskt Display extension diskette
# mkinstdskt BOS install/maint diskette

Unless you’re the gambling type, test the diskettes you have creat-
ed. It will bring you peace of mind and familiarize you with the stand-
alone boot procedure.

4.4.3.1 Stand-alone boot procedure

Insert the boot diskette/tape and power on/reset.

At LED c07 insert the display diskette.

When prompted, select the console display.

Insert the BOS install/maint diskette and press ENTER.

Select Start a limited function maintenance shell from
the menu.

S -

6. Access and mount the root volume group: getrootfs hdisk0.

Now is a good opportunity to move the /usr/sys/inst.images
directory into a separate file system, for example, /inst. images. The
/usr file system is not a good target for present or future installation
and maintenance activities. The inst.images subdirectory requires
constant resizing to accommodate new install and maintenance



52

System Installation and Operation

images. Create a new JFS file system called /inst.images, and
move the current contents of /usr/sys/inst.images into the new
directory. If you want to continue using the /usr/sys/inst.images
path, use it as the mount point for the new installation and mainte-
nance file system.

Create a vanilla bootable image of the new rootvg on tape using
the mksysb command. The tape can be used to recover from a disk
failure or it can be used to install additional machines. Begin by
using the mkszfile command to create a /.fs.size file. This file
contains descriptive information about the file systems in the
rootvg. Edit this file so that it contains only those file systems you
wish to include in your reference set. Execute mksysb to create the
bootable image. When booting from the stand-alone tape, the AIX
install/maint shell is executed which will guide you through the
restoration process.

# mkszfile Create rootvg description
# mksysb /dev/rmt0 Boot tape and rootvg image

Once you are satisfied with the new configuration, backup every-
thing. The extra time is worth the peace of mind. I suggest making
both mksysb and backup full dumps of the new system state.

4.5 Distributed Systems

If installing or updating a single system isn’t problem enough, think
about repeating the process over and over again in a multisystem
environment! In many cases, these systems represent both diskfull
and diskless configurations.

4.5.1 NFS installation support

In networked environments, copy product and maintenance images to
a file system, /inst.images. NFS exports this file system to each of
the remote sites. This method requires repeating the installation
process on each machine. It provides the capability of individually tai-
loring the update on each system.

4.5.2 Creating a reference system

To minimize the amount of time and work required to update multi-
ple diskfull systems, create a single reference system image that can
be cloned on each machine.

1. Update and tailor one system that represents your base configura-
tion.

2. Invoke mkszfile tocreatea /.fs.size table.
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3. Edit the /.file.size table such that it contains only those file
systems you want to include in your reference system image.

4. Invoke mksysb to create a bootable reference image. In nonnet-
worked environments, direct mksysb output to portable media. If
network access is available, direct the output image to a file sys-
tem, /inst.images.

5. Create a network install server in networked environments with
NFS and TCP/IP support.

453 Network install server

A network install server can be used to serve BOS, maintenance, and
mksysb backup images to remote sites on TCP-based networks. Each
remote machine connects to the install server from the stand-alone
install/maintenance system. To create a network install server, com-
plete the following steps:

1. Create an AIX account named netinst.

# smit mkuser

2. Copy inst server code to $HOME/netinst from /usr/lpp
/bosinst.

cd /usr/lpp/bosinst

find bin db scripts -print | cpio -dumpv /home/netinst
chmod -R 500 *

chown -R netinst.staff *

v I

3. Create a file system to hold product, maintenance, and mksysb
backup images with mount point /inst. images.

# smit crjfs

4. Install the product, maintenance, and mksysb backup images in
/inst.images.

5. Set access permissions for objects in /inst. images.

# find . -type 4 -print | xargs chmod 755
$ find . -type f -print | xargs chmod 444

6. Create and maintain a choices file that lists the image names
available from the server.

# cd /home/netinst/db
$ echo ‘/inst.images/<path>/*’' >> choices

7. Add the install server port to /etc/services.
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instsrv 1234/tcp
8. Add the install server to /etc/inetd.conf.
instsrv stream tcp nowait netinst /u/netinst/bin/instsrv

9. NFS export /inst.images to each remote site.

# smit mknfsexp

4.5.4 Accessing the network install server

To install images from the network install server, shut down the
remote machine and reboot from the stand-alone boot media.

4.5.4.1 Stand-alone boot procedure

1. Insert the boot diskette/tape and power on/reset.

At LED c07 insert the display diskette.

When prompted, select the console display.

Insert the BOS install/maint diskette and press ENTER.

Select Install a system that was created with the
SMIT “Backup the System” function or the “mksysb”
command from the menu.

ov B N

6. Select the network interface type and IP numbers of the local
machine and the install server.

7. After the choices information is displayed, select the image to be
installed and start the installation.

Installation will proceed by creating the rootvg file systems; then
tar the image contents to the local file systems. The network BOS
install process takes about 20 minutes over Ethernet.

4.6 Diskless Installation

Diskless workstations are systems configured with local cpu, memory,
and external peripherals, but, as the name implies, no local disk. Disk
support for kernel images, paging space, and file systems is provided
by a network server. The network server must be configured with the
Diskless Workstation Management software. This software is standard
on AIX 3.2, or it may be installed on non-AIX servers. The network
server provides a boot image and tailored copies of the /usr file system
called shared product object trees (SPOTSs) for each diskless client.
SPOTs, identified by a client group name, reside in the /export/root
directory and are created using the mkspot command.
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Diskless Workstation Management
Move cursor to desired item and press Enter.

Start Daemons on Server

Manage Shared Product Object Trees (SPOTs)
Install/Maintain Software

Manage Software Inventory

Manage Clients

F1 = Help F2 = Refresh F3 = Cancel F8 = Image
F9 = Shell F10 = Exit Enter = Do

Figure 44 SMIT diskless workstation panel.

To access a boot image and associated SPOT, a diskless worksta-
tion sends a bootp request to the network SPOT server (see Fig. 4.4).
Once the server receives the bootp packet and the client address is
established, the server downloads a copy of the boot image to the
client using tftp. The diskless client boots the copied image and
mounts the SPOT file system from the server, using NFS.

AIX supports three types of diskless clients:

diskless Remote file systems, paging, and dump. Bootstrap ROM for
network boot.

dataless Remote file systems. Local paging and dump. Bootstrap ROM
for network boot. Better performance than diskless config-
uration.

remote /usr Remote /usr file system.

To tailor a SPOT server and manage diskless clients, invoke the
SMIT diskless fast path.

# smit diskless

4.6.1 Configuring an install server
To create a server for diskless clients complete the following steps:

1. For non-AIX servers, install the diskless workstation code from the
bos. obj installation image. The following example assumes that
the bos . obj image has been copied from the installation media to
the /inst. images directory.

# tar -xvf /inst.images/bos.obj ./usr/lib/dwm

Tailor the /usr/lib/dwm/dwm_platform file to match the archi-
tecture parameters associated with the non-AIX server. See
/usr/lpp/bos/README.diskless for more information. Non-AIX
servers require that one diskless client be identified as a superclient.
The superclient will be used to install optional software products.
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2. Verify that bootpd and tftpd services are defined in

/etc/inetd.conf and /etc/services.

/etc/inetd.conf:

bootps dgram udp wait root /etc/bootpd bootpd
tftp dgram udp wait nobody /etc/tftpd tftpd -n
/etc/services:

bootps 67 /udp # bootp server port

bootpc 68/udp # bootp client port

tftp 69/udp

. Verify the existence of the /etc/bootptab file. This file is used to

locate boot images for bootp requests.

. Create non-rootvg file systems for the diskless clients using the

following mount points. You can save some disk space by using the
servers /usr for the client SPOT. Planning worksheets for file sys-
tem size calculations are provided in AIX for RISC System [ 6000—
Installation Guide.

/export/root Size + (4 X 2048 X num clients)
/export/home MB/user X num users on all clients
/ expor t/dump

/export/swap Total client RAM X 2 X 2048
/export/exec

/export/share

/tftpboot

Mount and verify the file system sizes after they have been cre-
ated.

Create a SPOT from either the server’s /usr file system or from
the AIX 3.2 distribution media. Use the mkspot command or the
Add a SPOT option from the SMIT diskless menus.

# mkspot -A /usr -v <SPOTName> User servers /usr
# mkspot -f /dev/rmt0.5 <SPOTName> AIX 3.2 install media

You can list the SPOT configuration after it is created by invok-
ing the 1sspot command.

# lsspot -L <SPOTName>

6. Customize common configuration files in the SPOT that will be

used by the diskless clients.
Examples:

/export/exec/<SPOTName>/usr/lpp/bos/inst_root/resolv.conf
/export/exec/<SPOTName>/usr/lpp/bos/inst_root/syslog.conf
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/export/exec/<SPOTName>/usr/lpp/bos/inst_root/rc.local
/export/exec/<SPOTName>/usr/lpp/bos/inst_root/.profile

7. Initialize NFS services on the server if not already running.

# startsrc -g nfs

8. Add diskless clients.

4.6.2 Adding diskless clients

Each diskless client must be identified to the server. To add a disk-
less client, use the SMIT mkdclient fast path or the mkdclient
command (see Fig. 4.5).

# mkdclient -a -E<SPOTName> - A<HardwareAddress> -v <ClientName>
# smit mkdclient

A list of configuration parameters and resources for each diskless
client can be displayed using the 1sdclient command.

# lsdclient -L <ClientName>

Add a Diskless Client
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
*CLIENT name [lisa.dom.org]
SPOT name SPOT1
NETWORK HARDWARE type [1] +#
*HARDWARE address of client machine [10005a215c3al
GATEWAY INTERNET (IP) address [1
NETWORK SUBNETMASK []
ROOT parent directory [/export/root]
HOME parent directory [ /export/home]
DUMP parent directory [/export/dump]
PAGING parent directory [/export/swap]
PAGING size in blocks [65536] #
MICROCODE directory [/export/exec/SPOT1/usr>
TIME zone CST +
LANGUAGE [1] +#
KEYBOARD [1] +#
SUPERCLIENT? No +
INSTALLATION files directory [/export/exec/SPOT1/usr>
DETAILED messages during client creation? Yes +
F1l = Help F2 = Refresh F3 = Cancel F4 = List
F5 = Undo F6 = Command F7 = Edit F8 = Image
F9 = Shell F10 = Exit Enter = Do

Figure 4.5 SMIT diskless client panel.
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If maintenance or software updates are applied to the root server,
synchronize the updates with the diskless clients using the SMIT
diskless_instupdt fast path.

# smit diskless_instupdt

4.7 InfoExplorer Keywords

uname importvg mkszfile
oslevel find SPOT

lpp rootvg mkspot
bos.obj 1lsvg bootp
1slpp df tftp
installp bosboot diskless
bffcreate mkdispdskt lsspot
stopsrc mkextdskt mkdclient
startsrc mkinstdskt lsdclient
telinit mksysb

tsmlogin

exportvg

48 AQwikinfo
Software install /maintenance information and support:

1-800-CALLAIX

1-800-879-2755 Software support

1-800-237-5511 Problem support

aixserv E-mail problem support
Requires script contact:
services@austin.ibm.com

IBMlink.advantis.com Internet telnet IBMLink

Maintenance level and history:

oslevel AIX 3.2.41 version and release level

uname -v -r Display version and release level
1slpp -a -h <product> List maint history

Backup rootvg:

mkszfile
mksysb /dev/rmt0

Create .fs.size file for mksysb
Backup rootvg to tape
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Maintenance installation:

smit install_update Base install panel
smit install_latest Selective install panel
smit install_all Install ALL products
bffcreate -qv -d <media> -f <disk-path> Copy maint to disk
installp -qa -d <media-path> -X all APPLY updates
installp -rB -4 -X all REJECT updates
installp -c -g -X all COMMIT updates
installp -C <product> CLEANUP failed install

Diskless workstations system product object tree (SPOT):

mkspot/lsspot Manage SPOT



Chapter

System Boot
and Shutdown

5.1 AIX Boot Process

Each time you power up an RS/6000, a complex series of system
checkout and initialization tasks are executed. The only outward sign
of this activity is the play of numbers across the three-digit LED dis-
play on the front panel. This system start-up process is what you
might be familiar with on other UNIX systems as bootstrapping.
Bootstrapping the system involves a hardware initialization phase,
followed by AIX kernel initialization. IBM refers to the hardware
phase as read only storage initial program load (ROS IPL).
Sometimes it is referred to as ROS init.

You may find that the terms “IPL” and “boot” are often used inter-
changeably in many of the IBM documents. Since IPL conjures
images of 370/390 MVS or VM architectures and boot is more com-
mon in UNIX circles, I'll tend to use boot in the remainder of the
chapter. Old habits are hard to break!

Whatever you call it, it’s important that the system administrator
be familiar with the sequence of events that is taking place under the
system unit cover at boot time. Understanding the system start-up
flow of control will assist in diagnosing hardware and configuration
problems when they occur. (Notice that I said “when they occur™)

5.2 Booting the System
AIX on the RS/6000 may be started in one of three ways.

Normal boot. Boot from a local disk. System initialized with run-
time kernel. Key mode switch in NORMAL position. Normal mode
of operation.

Stand-alone boot. Similar to normal boot, but the system is brought
up with a single-user maintenance/install or diagnostic mode kernel.
The system is booted from local disk, tape, or diskettes. Key mode

61
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switch in SERVICE position. Used when installing software or per-
forming maintenance or diagnostics. (See Sec. 5.2.1.)

Network boot. Boot information and kernel provided by network-
based file server. ROS broadcasts a boot REQUEST packet to locate
a bootp server. The REPLY packet from the server indicates how
to load the boot image from the server. The boot kernel and file sys-
tem are copied from the server via TFTP. (See Sec. 4.6.)

Once the boot kernel and file system are loaded, generally the same

steps are followed in all three modes to initialize a run-time AIX kernel.

Assuming that the system is configured correctly, normal and net-

work boot proceed with bringing AIX up to multiuser mode after
power-on without additional intervention. The boot sequence of
events is outlined in Sec. 5.4 and in detail later in the chapter.

5.2.1 Stand-alone boot

In the event of a system problem or when required for AIX installa-
tion or maintenance, you may need to start the system in stand-alone
mode. In stand-alone mode, the system is running the boot kernel and
provides minimal access to the volume groups and file systems on
disk. Booting the system in stand-alone mode will assist you in recov-
ering corrupted system configuration files and file systems.

5.2.1.1 Stand-alone boot procedure

1

NS ok N

Insert a diskette/tape containing a boot image and power on the
system.

At LED c07, insert the display diskette.

When prompted, select the console display.

Insert the BOS install/maint diskette and press ENTER.

Select Maintenance option from the menu.

Select Standalone Maintenance Shell option from the menu.
Access the root volume group: getrootfs hdisk0.

5.3 Creating Bootable Media

In order to boot AIX, a boot image or bootstrap kernel must be avail-
able on one or more boot devices specified by boot lists stored in non-
volatile system RAM. ROS boot code will attempt to access each
device in the list until a valid boot device is found from which to load
the boot image.

The boot device characteristics and the location and size of the boot

image on the device are described by a boot record. The boot record
may be added to the beginning of the boot image, or, in the case of a
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disk device, the boot record is written to the first sector of the disk.
The boot image and file system may or may not be compressed to save
space and access speed.

5.3.1 Configuring the boot list

At system start-up, the ROS boot code will attempt to access boot

devices from a list of boot devices stored in nonvolatile RAM

(NVRAM). The boot list can be tailored or recovered by invoking the

bootlist command or from the RS/6000 diagnostic diskettes.
Examples:

# bootlist -m normal hdisk0 £40 rmt0

# bootlist -m ent0 gateway =128.95.135.100 \
bserver =128.95.132.1 \

client =128.95.135.10 £d40

Separate lists are maintained for normal boot, service boot, and previ-
ous boot. Valid boot device types are listed in Table 5.1.

Device drivers for each of these device types are available in
NVRAM. New device drivers may be loaded using the nvload com-
mand for custom boot configurations.

5.3.2 Installing a boot image

A boot image consists of a stripped kernel and skeleton root file sys-
tem tailored for the boot device and boot type (normal, service, or
both). The kernel is stripped of symbols to reduce its resident size.
The boot file system contains the device configuration tables, driver
routines, and commands that will be required to gain access to the
systems devices and file systems. To create a boot image for a particu-
lar boot device, use the bosboot command. The boot image type is
specified by the [-M normal,serv,both] flag.

Examples:
# bosboot -a -d -M both /dev/hdisk0 Disk image
# bosboot -s -z -M both -d /dev/network Compressed network

Just in case bosboot fails when creating a new boot image on the
default boot device hdisk0, DON'T attempt to reboot the system. It’s
quite likely that the old boot image is corrupted, and it’s no fun

TABLES5.1 Boot Device Types

faxx
hdiskxx
cdxx
rmtXX
entXX
tokXX

Diskette

Disk

CD-ROM

Tape

Ethernet
Token ring
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rebuilding a system from scratch. Attempt to determine the reason
for the failure. Get it corrected and try again.

5.3.3 Creating stand-alone boot diskettes

It should go without saying that a local boot device be configured as
part of your standard boot list for maintenance purposes. This device
will be used to boot the stand-alone media created in Sec. 4.4.3.
Remember to keep multiple copies of the stand-alone boot media that
reflect your AIX maintenance level. See Sec. 5.8, “Troubleshooting,”
for the stand-alone boot procedure.

5.4 Boot Sequence of Events

In a nutshell, when the power switch is toggled to the ON (1) position,
the system start-up begins by self-checking and initializing hardware.
Once hardware has been reset, a boot device is located and a boot ker-
nel and file system is loaded into memory. Peripheral devices and
adapters are identified and enabled. Virtual memory support and the
process scheduler are initialized. The root volume group is varied
online and the root file systems checked and mounted. Run-time init
is dispatched to complete system configuration, check and mount
remaining file systems, and start the service daemons. Login process-
ing is enabled and the system is up and ready for use. Sounds simple!

In the following sections we will dissect each of the boot stages and
explore them in more detail. (See Fig. 5.1.) I'll list the steps per-
formed at each stage in the boot process and the three-digit LED code
that is associated with each major step being performed. You can use
the LED indicators as road signs to assist you in following the boot
process in real time. Being able to identify boot stages from the LED
information will give you a better feel for when to start getting wor-
ried during system power-up!

The orchestration of steps conducted at boot time depends on the
hardware state, key mode switch setting, available boot devices, and
the system reset count retained in memory from the previous run.

5.4.1 Key mode switch position

There are three selectable options for the front panel key mode
switch:. NORMAL, SECURE, and SERVICE.

= NORMAL position is used for standard AIX operation. The system
will boot to multiuser mode and support user login. The RESET
button is operational.

s SECURE position is used to inhibit rebooting a running system or
starting a system that has been shut down. The RESET button is



ROS INIT
Power-on Self-test
Locate Boot Device

Load Boot Kernel
Build RAM File System

PHASE 1
Config Base Devices
Varyon root vg

Mount Root File System
Start VMM and Pager

!

PHASE 2
Config All Devices
Remount Root

Merge ODM Data

PHASE 3
Transition to Runtime
Start Runtime Init

New Root File System
Free Boot RAM

!

RUNTIME INIT
Save Base Config
Single User Mode
Invoke inittab Entries

Start Subsystems
Multiuser Mode

Figure 5.1 Boot block diagram.

not operational. This position secures changes in the run state of

the system.
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s SERVICE position is used when you want to run system diagnos-
tics or bring the system up in stand-alone mode. See Sec. 5.8 for
more information on running system diagnostics.

As a precaution, keep one of the two keys supplied with the system
unit and the other tucked away where you won’t easily forget it. You
can always get a replacement key from IBM; however, turnaround

time may be a problem for your users.

5.5 ROS Initialization

A ROS IPL is invoked when hardware events trigger a system reset.
Normally this occurs when you turn the system on or press the
RESET button. Resets also occur in the event of a hardware failure or
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machine check. One of two types of IPL is performed, depending on
the value of the system reset count—cold IPL or warm IPL.

Cold IPL Reset Count
Warm IPL Reset Count

0 OCS BIST Checkout, OK LED = 100.
1 BIST Bypassed. ROS IPL.

5.5.1 Built-in self-test (BIST)

A cold IPL is started each time the computer is turned on (see Fig.
5.2). If the model is equipped with an on-card sequencer (OCS), the
OCS performs a built-in self-test (BIST) of the processor complex. The
OCS is an 8-bit 8051 processor with 4 KB of ROM. The OCS fetches
31-bit seed and signature patterns from ROM to test and validate
each processor component. The seed pattern is sent to a common on-
chip processor (COP) resident on each of the processor chips. Test
results are compared with the signature data. BIST performs the fol-
lowing functions:

1. Initialize and test COPs and embedded chip memory
2. Test ac/dc logic
3. Initialize and reset hardware for ROS IPL

A warm IPL occurs when the RESET button is pressed on a run-
ning system or initiated via software control. For example, a warm
IPL results when the reboot command is executed at run time. The
BIST phase is bypassed during a warm IPL. Processor memory,
cache, and registers are reset and the system branches to the warm
IPL entry point in ROS.

BIST
Cold IPL Only

Test ac/dc Logic Reset Hardware for IPL

On-card Sequencer Check

POST
ISC Test
CSC Test

IPLC Locate Boot Device

Boot Kernel
Validate Boot

Load Boot Image Start Dispatcher

Record Create RAM File System

Figure 5.2 ROS initialization block diagram.
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5.5.2 Power-on self-test (POST)

At this point, the power-on self-test (POST) code is executed. POST
processing further verifies system components. There are three phas-
es to POST processing: initial sequence controller (ISC) tests, core
sequence controller (CSC) tests, and IPL controller IPLC) boot device
interrogation and kernel load.

5.5.3 Initial sequence controller test

ISC begins by performing a CRC check on system ROM. If an error is
found, you may be able to refresh ROM by switching the key mode
switch to the SERVICE position and rebooting. If the CRC still fails,
it’s time to place a call to IBM Service.

Next, ISC inspects the system check stop count stored in NVRAM.
Under normal circumstances, the value is 0. A nonzero value indi-
cates that some type of noncorrectable machine check has occurred.
The system is halted and the error code associated with the machine
check is displayed on the front panel LED display.

Physical memory is interrogated and a bit map is built representing
each 16-KB block of available memory in the system. This bit map is
stored in the IPL control block for later use (see /usr/include/sys
/iplcb.h). The ISC verifies that 1 MB of contiguous memory is avail-
able for loading the boot image from a boot device.

1. Perform CRC on system ROM. Error LED = 211.

2. Inspect system check stop valuein NVRAM.
Ifnonzero, halt; LED = error code.
3. RAM POST—check physical memory.

4. Build and store memory bit map in IPL control block.
5. Reserve 1-MB boot image area. '

5.5.4 Core sequence controller test

ISC passes control to CSC, which completes POST testing. Routines
stored in ROS are used by CSC to test and validate the operational
presence of all devices required for successful booting of the system.
CSC records the IDs of all devices and adapters discovered in the IPL
control block.

1. Locate and validate boot devices.
2. Complete DMA, I/O, interrupt, SCSI POSTs.
3. Recorded device information in IPL control block.
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5.5.5 IPL controller load boot image

IPLC takes control and begins looking for a boot device and path from
which to load an IPL record and boot image. The boot device list is
read from NVRAM corresponding to the boot type, and each device in
the list is polled in turn until a valid boot record is found. If the selec-
tion process fails, IPLC will enter a boot list rebuild/retry loop in an
attempt to locate a valid boot device. The front panel LED alternates
between 229 and 223 for each iteration of the retry loop. If the
NVRAM boot list is invalid, then the system default boot list is used.

Once the boot device is located, the system validates the IPL
record. The IPL record describes the media characteristics and the
location, length, and entry points of the boot kernel code and file sys-
tem (see /usr/include/sys/bootrecord.h). IPLC loads the boot
record into memory and makes it part of the IPL control block. From
the information contained in the boot record, IPLC begins loading the
boot kernel into the 1-MB memory area reserved by the ISC.

If the reserved memory space is exhausted during kernel loading,
noncontiguous memory may be used if the fragmentation flag is set in
the boot record. If fragmentation is disallowed, then IPLC aborts and
tries the next device in the bootlist. Upon load completion, interrupts
are disabled and control is passed to the boot kernel along with a
pointer to the IPL control block. ROS initialization is complete.

1. Retrieve boot device list from NVRAM.
Locate boot device from list.

Load and validate boot record.

Load boot image into reserved 1-MB RAM.
Pass control to boot kernel.

gu ok

5.6 Boot Kernel Configuration

We're still a long way from user and process scheduling at this point.
The object data manager (ODM) has yet to be configured, there is no
logical volume manager (LVM) support, and the scheduler and pager
services are not available.

The newly loaded boot kernel determines the type of RS/6000 it is
running on and saves base custom vital product data (VPD) for subse-
quent ODM configuration. A free list of memory is built based on the
bit map created earlier by the ISC. The kernel uses a section of this
memory space to create a RAM disk, /dev/ram0, which will be used
to support the RAM file system data read from the boot device. The
RAM file system contains the programs and file system structures
required to support the remainder of kernel initialization. A proto-
type template defines which files will make up the RAM file system
based on the boot device type. These templates are used by the mkfs
command when creating the boot file system.
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disk.proto Disk template
diskette.proto Diskette template
tape.proto Tape template
net.proto Network template
cdrom.proto CD-ROM template

Virtual memory manager (VMM) services are next on the list.
Structures for page device, page frame, repage, and hash tables are
created. These tables will be used by the VMM to track and allocate
virtual memory for each process in the running system. Translation
look-aside buffers (TLB) and kernel stack areas are allocated.

Address translation is enabled. The RS/6000 uses 32-bit effective
addresses in conjunction with a segment address to designate virtual
memory locations. The most significant 4 bits of the effective address
are used to index into one of sixteen memory segment registers. The
indexed 24-bit segment address is then concatenated with the
remaining 28 bits of the effective address to create a 52-bit virtual
address. Each segment represents 256 MB of virtual memory. The
RS/6000 hardware supports 2¥*24 segments per register.

The I/O subsystem is started after VMM initialization is completed.
First-level interrupts are enabled for attached devices and adapters.
Input/output channel controller (IOCC) support and the planar I/O
address space is initialized. The IOCC provides the I/O pipe between
the Micro Channel bus and the planar CPU complex.

The process table is allocated and the remaining kernel structures
and services defined in init_tbl are set up. The system dispatcher is
invoked as pid(0) and process table entries for init and wait are
defined. Default exception handlers are set. The dispatcher is now
ready to begin process scheduling. From here on, the dispatcher is
referred to as the scheduler.

The scheduler maintains fair-share allocation of CPU resources by
periodically scanning the process table and recomputing process CPU
priorities and time slices. The scheduler also maintains repage history
in order to manage thrashing conditions. Thrashing and repaging
occur when memory has been overallocated, forcing processes to
refetch pages required for execution each time they are dispatched.
Thus, the term “thrashing” is used to describe this rapid page-in/page-
out process. When the system repage rate exceeds 30 pages/sec, the
scheduler temporarily suspends processes to reduce thrashing.

Save base VPD.

Create /dev/ram0 and RAM file system.
Initialize VMM.

Initialize I/O subsystem.

Set up kernel tables and structures.
Start the dispatcher/scheduler.

S
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5.6.1 Phase1

The boot init image is loaded by the scheduler as pid(1) from
/usr/lib/boot/ssh in the RAM file system. This heralds the begin-
ning of Phase 1 (See Fig. 5.3). Phase 1 is also referred to as base device
configuration phase. boot init starts by forking a shell and invoking
the /etc/rc.boot script with an argument value of 1. Base device
customization information is restored by invoking restbase to build
the object data manager (ODM) /etc/objrepos database. cfgmgr is
executed and the Config_Rules object class is queried for all configu-
ration rules with a phase value of 1. The bootmask for each rule is
checked to see if the rule is to be included for this boot type. Custom
configuration rule sequences can be defined by manipulating the boot-
mask for each rule or method. See /usr/include/sys/cfgdb.h for
more information.

# cfgmgr -m <mask> Run rules with specified mask

Boot mask Bits

DISK_BOOT 0x0001
TAPE_BOOT 0x0002
DISKETTE_BOOT 0x0004
CDROM_BOOT 0x0008
NETWORK_BOOT 0x0010
PHASEO_BOOT 0x0020

Note: bootmask 0 always run.
A list of Phase 1 rules is established and sorted by sequence num-
ber. cfgmgr invokes each method using odm_run_method () to

BOOT INIT

Invoke/etc/rc.boot Restore VPD to ODM

DEVIC CONFIGURATION
Build Rules List Run Methods
Create Device Files Init Device Drivers

ROOT FILE SYSTEM
Initialize LVM Mount Root File System
Varyon rootvg

Start Pager

Figure 5.3 Phase 1 block diagram.
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establish device state information in the ODM. Predefined methods
are located in /usr/lib/methods.

Device states Status
DEFINED Device listed in the custom DB. Not configured or avail-
able.

UNDEFINED Not represented in the custom DB.
AVAILABLE Configured and available for use.
STOPPED Configured but not available for use.

The defsys method establishes the top-level system object sys0.
cfgmgr forks a child process for each dependent method until all
devices are configured. ODM custom device (CuDv) and custom
attribute (CuAt) status entries are updated and the associated meth-
ods run. These methods define device special files and install device
drivers. Each device is initialized by sysconfig() and the device
switch table updated by a call to devswadd () . Microcode is down-
loaded to the device if required and VPD information is updated.

It’s worth noting that you may experience problems with third-
party SCSI disks when the cfgscsi method is run. cfgscsi
attempts to start SCIOSTART and query SCIOINQU each device identi-
fied at each SCSI ID/logical unit number (LUN) location. Devices
identify themselves via a 5-byte header and optional vendor data.
Disk device methods attempt to spin up each disk and query the
physical volume ID (PVID) associated with the disk. This can cause
problems for external disk devices that may have already spun up,
and it results in a ghost device defined with no PVID at the same
SCSI-ID and LUN. The old PVID definition is left in the DEFINED
state. Each PVID in a logical volume group must be set to the AVAIL-
ABLE state before the volume group can be varied on-line. You can
usually fix this problem by removing the ghost PVID entry and
rebooting the system after powering the disks off and on.

Phase 1 completes by initializing the logical volume manager
(LVM). The LVM is defined as a pseudodevice in the ODM. The LVM
device driver, 1vdd, interfaces to the SCSI device driver, hscsidd,
to provide logical disk volumes.

Method list:
Start method invocation LED 538
cfgsys System/memory/IO planar LED 813
cfgbus Micro Channel bus LED 520
cfgscsi SCSI adapters/devices LED 869
deflvm Logical volume manger LED 591
Complete methods LED 539

Phase 1 complete LED 512
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Phase 1 completes by varying the root volume group (rootvg) on-
line. The root file systems are checked and mounted. At this point,
root, “/”, is mounted over /mnt . The pager is started via swapon.

Phase 1:

1. boot init invoked as pid(1).

2. Invoke /etc/rc.boot 1.

3. Invoke restbase to restore VPD to ODM.

4. Build Phase 1 config rules list.

5. Run Phase 1 methods, planar, MCA, SCSI, etc.

6. Create device special files, device drivers, etc.

7. Initialize LVM.

8. Varyon rootvg.

9. Check and mount root file systems.
10. Start pager.
11. Phase 1 complete.

5.6.2 Phase 2
Control is returned to boot init, which restarts the /etc/rc.boot
script with an argument value of 2 to begin Phase 2 (see Fig. 5.4). The
volume group map, device special files, and ODM object classes creat-
ed during Phase 1 are merged into the real root file system. Hardware
VPD information is deleted from the user customized ODM entries.
Devices not configured in Phase 1 are configured. After all device con-
figuration information has been updated in the root file system, the
INIT 2
Invoice/etc/rc.boot 2 Init Console Line
Discipline
]
ODM UPDATE
Config All Devices Merge ODM Data to rootfs

ROOT FILE SYSTEM
Mount rootfs Over bootfs

Figure 54 Phase 2 block diagram.
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root file system is remounted as “/” over the boot file system and new-
root is invoked.
Phase 2:
1. init invokes /etc/rc.boot 2 LED = 551.
2. Console line discipline initialized.
3. Merge RAM ODM and device files into rootfs.
4. Configure any devices not configured by Phase 1.
5. Remount rootfs over bootfs; LED = 517.
6. Phase 2 complete; LED = 553.

5.6.3 Phase 3
Phase 3 marks the transition from boot init to runtime init or
Phase 2 service mode (see Fig. 5.5). Service mode is entered when the
key switch is set in the SERVICE position. All running processes
except the scheduler and boot init are killed. After all of its chil-
dren exit, boot init exits and becomes a ZOMBIE process. The
scheduler discovers that pid(1) has exited and invokes newroot.
newroot releases the RAM file system, remounts the virtual root file
system and invokes proclrestart (), which starts /etc/init as
pid(1). boot init has now been replaced by runtime init.
Phase 3:
1. Kill all running processes.
2. boot init exits.
3. Scheduler invokes newroot.
4. Old RAM file system freed.
5. VFS points at real rootfs.
6. proclrestart invokes runtime init.
INIT 3
Transition to Runtime All Running Procs Killed

Boot init Exits

RUNTIME ROOT
newroot to rootfs Free RAM bootfs

Figure 5.5 Phase 3 Block diagram.
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5.6.4 Runtime

runtime init begins by setting the init state to single-user mode
(see Fig. 5.6). It examines entries in /etc/inittab and invokes
/etc/rc.boot with argument of 3. The /tmp file system is checked
and mounted. cfgmgr is invoked based on the key mode switch set-
ting. If the key position is NORMAL, cfgmgr runs Phase 3 rules. If
the key position is SERVICE, cfgmgr runs Phase 2 rules. Phase 1
methods are rerun. The console pseudodevice is configured and
assigned. savebase is executed to save custom ODM entries to
NVRAM for subsequent system boots. If the key mode switch is in the
service position, then system diagnostic pretest is run. If the key is in
the NORMAL position, the remaining single-user mode /etc/init-
tab entries are run. srcmstr is started, which, in turn, invokes sub-
systems defined in /etc/inittab. The init state is set to 2 and the
system transitions to MULTIUSER MODE. Login processing is now
available to your user base. The system’s up! Start hacking!
Runtime:

. init state to 1] SINGLE USER.

. /etc/inittab entries invoked.
. /etc/rc.boot 3 started.

. cfgmgr Phase 2 if key = normal, Phase 3 if key = service.

1
2
3
4. fsck and mount /tmp.
5
6. Phase 1 rules rerun.

7

. Config and Assign console pseudodevice.

SINGLE USER

Invoke/etc/rc.boot 3 Invoke/etc/inittab Entries
Rerun Device Config Save Base to NVRAM

RUN TYPE
Key = SERVICE Diag Key = NORMAL Continue
Y
MULTIUSER
Start Subsystems Enable Login Processing

Figure 5.6 Runtime init block diagram.
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/dev/hft0 LED = c32
/dev/tty0 LED = c33

8. Invoke savebase to save custom settings to NVRAM.

9. If key = service then invoke diagnostics, key = normal complete
/etc/inittab entries.

10. Set init state to MULTI USER.
11. Start srcmstr and subsystems.

12. Enable login processing.

5.7 Stopping the System

Like all things in life, runtime must occasionally come to an end. In
this event, you can use the shutdown or reboot to gracefully bring
services and the system off-line.

The shutdown command supports a number of flags to control how
the system is to be brought down. By default, it will warn users to
wait one minute, terminate active processes, sync the file systems,
and halt the CPU. You may indicate that the system is to be immedi-
ately restarted after shutdown by using the -r flag, or by invoking
the reboot command.

# shutdown -m +5 System down to single user in 5 min
# shutdown -r Shut down and reboot

# shutdown now Shut down immediately

# shutdown -k Abort shutdown procedures

5.8 Troubleshooting

The RS/6000 is very good about checking its hardware during the
built-in self-test (BIST) at power-up time. Keeping track of the LED
information during system power-up will assist you in debugging
hardware problems. If you suspect hardware problems or the system
won’t boot, use the RS /6000 Diagnostic Programs to assist in deter-
mining the failure. The diagnostic programs may be run in stand-
alone mode from diskettes, or in concurrent mode with AIX on-line,
using the diag command. For concurrent mode operation, as supe-
ruser, enter the diag command and follow the menu instructions.
Stand-alone mode is similar to booting from diskette as described pre-
viously. There are two different boot diskettes depending on whether
you have 8 M of memory or greater than 16 MB. There is a console
display definition diskette and several diagnostic diskettes for testing
and configuring adapters.
Booting from diagnostics diskettes:

1. With the system powered down, turn the key to service.
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N N

Insert either the 8-M or 16-MB boot diskette per your config.
Turn the power switch on.

At each c07 LED prompt, insert the next diskette #.

At the c31 LED prompt, select the console.

Follow the diagnostic instructions displayed on the console.

While loading the diagnostics diskettes, if a c02 or c03 LED status is
displayed, you have either loaded the diskettes out of sequence or
inserted the wrong diskette, respectively.

5.9 InfoExplorer Keywords

5.10 Qwikinfo

bootlist nvram
bosboot getrootfs
mkboot mkboot
restbase mkdispdskt
savebase mkextdskt
reboot mkinstdskt
shutdown diag

System boot:

bootlist Set boot device list
bosboot Create new boot image

Stand-alone boot procedure:

1

o o s

7.

Insert a diskette/tape containing a boot image and power-on the
system.

At LED c07, insert the display diskette.

When prompted, select the console display.

Insert the BOS install/maint diskette and press ENTER.
Select the Maintenance option from the menu.

Select the Standalone Maintenance Shell option from the
menu.

Access the root volume group: getrootfs hdisko0.

Start-up files:

/etc/rc.boot Boot phases
/etc/inittab Subsystem start-up
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shutdown now
shutdown -m
shutdown -k
reboot
telinit
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Shut down immediately
Shut down to single user
Abort shutdown

Shut down and restart
Set system run level
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Devices Configuration and
the Object Data Manager

6.1 AIX Dynamic Device Configuration

Unlike many traditional UNIX systems, AIX supports dynamic
device configuration and management. In many cases, you can con-
nect external devices to a running system, configure the device
attributes, and begin using the new device. No kernel rebuild! No
system reboot! How this works is that AIX allows dynamic kernel
extensions and device driver installation to a running kernel, and
dynamic device configuration through the object data manager
(ODM). If you spend much time with AIX, it’s essential that you
develop a good understanding of ODM structure and operation. Since
device management and the ODM are so tightly coupled, it makes
sense to begin the discussion on devices by outlining the functional
characteristics of the ODM.

6.2 ODM Overview

In the beginning, there were UNIX system configuration tables. They
were sent forth to the BSD and SYSV masses, bringing all into a com-
mon fold of administration. But lo, workstations multiplied and pros-
pered. Configuration tables became large and unwieldy. Out of this
mire of table parsing, a new doctrine was prophesied which would
reduce the wailing and gnashing of teeth during login processing and
password updates. It was called dbm and it was good. dbm routines
reduced large configuration tables into a database of key-content
pairs. Items in a database are retrieved in one or two file I/Os. dbm
databases are represented as an index file, *.dir and a data file,
* pag. A common example of a dbm database is the password pass-
wd.dir and passwd.pag file.
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IBM decided to take the dbm doctrine one step further by introduc-
ing a hierarchical object-oriented database for configuration data
called the object data manager (ODM). The ODM centralizes a num-
ber of the standard configuration tables into a single management
structure with update validation. AIX commands and kernel routines
access ODM objects using SQL-like semantics.

6.3 ODM Components

The ODM consists of a database of object classes based on a simple
UNIX file access method. The database is managed using a library of
routines and commands. Information is stored as objects within an
object class. Each object is associated with a set of attributes associat-
ed with the object class definition.

6.3.1 ODM database

Object classes are implemented as standard UNIX files in a directory
which represents the ODM database. The ODMDIR environment vari-
able defines the directory path used as the ODM database. The
default ODMDIR path is set to /etc/objrepos in the /etc/envi-
ronment file. ODMDIR may be manipulated to designate custom appli-
cation databases.

/etc/objrepos Default object class directory

./ FRUB SRCodmlock lvm_lock

.o/ FRUs SRCsubsvr product
CDiagDev InetServ SRCsubsys product.vc
Config_Rules MenuGoal TMInput sm_cmd_hdre
CuAt PDiagAtt@ boot/ sm_cmd_hdr.vce
CuDep PDiagAtt.vce config_lock sm_cmd_opt@
CubDv PDiagDev@ errnotify sm_cmd_opt.vc@
CuDvDr PDiagDev.vce@ history sm_menu_opt@
CuVPD PdAte history.vc sm_menu_opt.vc@
DAVars PdCne@ inventory sm_name_hdr@
DSMOptions@ PdADv@ inventory.vc sm_name_hdr.vc@
DSMOptions.vce@ SNMPD 1pp

DSMenu@ SRCnotify 1lpp.vc

/usr/lib/objrepos Additional AIX 3.2 directory

./ PDiagAtt.vc inventory sm_cmd_opt.vc
.o/ PDiagDev inventory.vc sm_menu_opt
Config_ Rulese@ PDiagDev.vc 1pp sm_menu_opt.vc
DSMOptions PdAt 1pp.vc sm_name_hdr
DSMOptions.vc PdCn product sm_name_hdr.vc
DSMenu pADv product.vc swconfig_info
GAI boot/ sm_cmd_hdr sweconfig_info.vc
GAI.vc history sm_cmd_hdr.vc

PDiagAtt history.vc sm_cmd_opt
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6.3.2 Objects and object classes

ODM objects are the data items which make up object classes. Object
attributes are mapped to a C language structure which represents the
object class definition. The object class definition describes the descrip-
tor = value pairs which make up an object. Object classes may be rela-
tionally joined to other object classes using a special link descriptor.

Initially the object class definition is constructed as an ASCII text
file identified by a . cre extension. This description file is read by the
odmcreate command to create the object class. The result is an
empty object class and a .h header file which may be used by applica-
tion programs to populate and manipulate members in the object
class. As an example, consider the generic attributes of an inventory
object class for a music store.

inventory.cre object class definition

class Inventory ({
char item[20];
char description(80];
char color[20];
short unit_number;
char manufacturer([20];
long quantity;
long unit_price;
method order_more;

}

# odmcreate inventory.cre Create an object class called inventory

Inventory object member

Inventory:
item = “Drum Sticks”
description = “Rudimental drum sticks, plastic tip”
color = “black”
unit_number = 293
manufacturer = “Prehistoric Logs”
quantity = 20
unit_price = 2050

order_more /usr/local/bin/check_inventory

The object class definition may specify a method descriptor (see
Table 6.1). The method defines a program that is to be invoked by the

TABLE 6.1 ODM Descriptors

short
long
char
vchar
binary
link
method

2-byte short integer

4-byte long integer

Fixed-length null-terminated string
Variable-length null-terminated string
Arbitrary bit string

Link to another object class

Fork and exec child command or program
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odm_run_method routine. The method updates the state of the
object. In the example, the method would check the inventory and
change state when the inventory was exhausted. Each object in the
object class may specify a unique method program. Methods are rep-
resented as null-terminated 255-character strings. The special char-
acter “&” may be appended to the method for asynchronous execution.

6.3.3 Command and library interface

6.4 ODM Editor

Users and applications manipulate ODM data via commands, library
routines, and the odme ODM editor. The list of commands and library
routines in Table 6.2 will give you a feeling for types of operations
permitted on ODM data.

The odme editor is an excellent tool for browsing through configura-
tion information. In a real bind, it can be used to update problem
data. DO NOT TRY THIS UNLESS YOU ARE VERY FAMILIAR

TABLE 6.2 ODM Commands and Library Routines

Library routine Command
odm_set_path ODMDIR Set odm database location. ODMDIR
represents a shell environment variable.
odme Object class editor.
restbase Retrieve customized objects from
boot image and store in ODM.
savebase Store ODM customized objects in boot image.
odmdrop Remove an object class.
odmshow Display object class definition.
odm_create_class odmcreate Create empty object class with
associated C headers for applications.
odm_add_obj odmadd Add an object to an object class.
odm_change_obj odmchange Modify object attributes.
odm_xrm_obj odmdelete Delete object from an object class.
odm_get_obj odmget Retrieve an object in odmadd format.

odm_get_by_id
odm_rm_by_id
odm_get_first
odm_get_next
odm_get_list
odm_free_list
odm_run_method
odm_close_class
odm_err_msg
odm_1lock
odm_unlock
odm_initialize
odm_terminate

Retrieve an object by its ID.

Remove an object by its ID.

Retrieve first object that matches criteria.
Retrieve next object that matches criteria.
Retrieve a list of objects that match criteria.
Free memory allocated for odm_get_-list.
Execute method associated with an object.
Close object class.

Retrieve error message string.

Lock object for update.

Unlock object.

Initialize ODM session.

Terminate an ODM session.
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WITH THE OBJECT CLASS RELATIONSHIPS! Use odme from an
account without write permissions for the object classes you would
like to browse to ensure integrity. Begin by selecting the object class
name of interest. You may then display and manipulate information
in the selected class.

As an exercise, set the ODMDIR environment variable to point to a
subdirectory in your $HOME directory. Use an editor to create a sam-
ple object class and invoke odmcreate to build the new object class.
Use odme and the commands listed in the previous section to manipu-
late data in the test object class. (See Figs. 6.1 and 6.2.)

# odme

Set the default object class type and then select Retrieve/Edit
objects.

6.5 Configuration Tables and the ODM

To support traditional UNIX administration techniques, some ODM
information is mirrored in traditional UNIX configuration tables.
Care must be taken to make certain that ODM information is kept
synchronized with configuration table contents. ODM and table syn-
chronization is performed automatically if updates are introduced
using SMIT. In some cases you can edit the standard configuration
file and invoke synchronization commands to incorporate the updates
into the ODM. For example, the TCP/IP /etc/services and
/etc/inetd.conf tables may be built from ODM data using the
inetexp command, updated with an editor, then incorporated back
into the ODM using the inetimp command.

# inetexp Build /ete/services and /etc/inetd.conf from ODM information
# inetimp Import /etc/services and /etc/inetd.conf data into the ODM

Object Data Manager Editor

Set default object class
Display relational graphs
Create an object class
Selective search
Retrieve/Edit objects
Object class management
Delete an object class

<Esc>1 = Help <Esc>3 = QUIT

Figure 6.1 Object data manager editor.
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Object Class : CuDv Object: 1 Descriptor: 1 of 8

Object Display

name status chgstatus ddins location
ODM_CHAR ODM_SHORT ODM_SHORT ODM_CHAR ODM_CHAR

sys0 1 1 00-00

sysplanarQ 1 1 00-00

ioplanarQ 1 1 00-00

bus0 1 1 00-00

sio0 1 2 00-00

scsi0 1 2 hscsidd 00-08

ent0 1 2 entdd 00-06

sysunitO 1 1 00-00

fpal 1 1 00-00

mem0 1 2 00-0B

meml 1 2 00-0D

mem2 1 2 00-OF

mem3 1 2 00-0H

fda0 1 2 00-00-0D

siokb0 1 2 kts_load 00-00-0K

siotb0 1 2 kts_load 00-00-0T

<Esc>1 = Help <Esc>2 = Search <Esc>3 = EXIT <Esc>4 = Add <Esc>5 = Delete
<Esc>6 = Copy  <Esc>7 = PgUp <Esc>8 = PgDown <Esc>9 = Left <Esc>0 = Right

Figure 62 Sample odme panel.

6.6 Device Configuration

Device interface definitions and configuration attributes are stored as
objects in the ODM database. Each time the system is booted, the cfg-
mgr walks the I/O bus and Micro Channel and identifies all devices
present on the system. Device location and type information is stored
in the ODM and the associated configuration rules and initialization
methods are run to make the devices available for use (see Chap. 5).

cfgmgr can also be invoked on a running system from the SMIT
devices menus (see Fig. 6.3) or by executing cfgmgr, mkdev,
chdev, or rmdev from the command line. The same dynamic device
configuration activities performed at boot time are invoked while the
system is up and available for use. This feature allows you to make
new devices available without requiring a system reboot.

# smit devices

# mkdev -1 tty0 Add a tty device

# 1lsdev -C -s scsi -H List existing SCSI devices
# chdev -1 rmt0 -a block_size=0 Change tape block size

# lsattr -D -1 rmt0 List tape attributes

# rmdev -1 rmt0 -4 Remove a tape device

# cfgmgr Update ODM and kernel
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Devices

Configure Devices Added After IPL
Printer/Plotter

TTY

Asynchronous Adapters

PTY

Console

Fixed Disk

CD-ROM Drive

Diskette Drive

Tape Drive

Communications

High Function Terminal (HFT)
SCSI Initiator Device

SCSI Adapter

Asynchronous I/0

Multimedia

List Devices

Move cursor to desired item and press Enter.

F1 = Help F2 = Refresh F3 = Cancel F8 = Image
F9 = Shell F10 = Exit Enter = Do

Figure 6.3 SMIT devices panel.

TABLE 6.3 Sampling of AIX Object Classes

PADV Predefined devices supported by AIX

PAAt Predefined device attributes

PdCn Predefined device subclass connections
CuDv Customized devices attached to the system
CuDvDr Customized device drivers

CuAt Customized device attributes

CuDep Custom device dependencies

CuVPD Customized vital product data
Config_Rules Configuration rule sets

6.7 Predefined and Customized Devices

87

Device configuration information is separated into predefined and
customized object classes (see Table 6.3). Predefined object class
information represents default configuration information for all
devices supported by AIX. Customized object classes represent the
devices actually present on the system.

/etc/objrepos/Pdxxx

PdAt PdCn PdDv

/etc/objrepos/Cuxxx

ODM predefined devices/attributes

ODM customized devices/attributes

CuAt CuDep CuDv CuDvDr CuVPD

Device object classes are linked hierarchically into subclasses. For
example, 7207 and 3490E tape devices represent subclasses under the
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tape object class. The tape object class in turn is a subclass of the
scsi object class. This hierarchy enforces configuration relationships.

Parent object class information must be configured before child sub-
class configuration.

Parent object class information may not be modified if child sub-
classes exist.

Parent object classes may not be removed if child subclasses exist.

A special object class, predefined connections (PdCn), defines the hier-
archy of device classes and subclasses. Device attributes are main-
tained as separate attribute object classes.

You can display object class definitions using the odmshow command.

# odmshow <ObjectClassName>

Tables 6.4 through 6.7, representing the predefined and customized
device and attribute descriptors, will give you some idea how device
information is represented and linked.

6.8 Device States

The cfgmgr routine is responsible for updating custom device infor-
mation using the configuration rule sets. cfgmgr invokes the method

TABLE 6.4 PdDv Descriptors

type

class
subclass
prefix
devid
base
has_vpd
detectable
chgstatus
bus_ext
fru

led

setno
msgno
catalog
DvDr
Define
Configure
Change
Unconfigure
Undefine
Start

Stop
inventory_only
uniquetype

Device type

Device class
Device subclass
Prefix name

Device ID

Base device flag
VPD flag

Device detectable flag
Change status flag
Bus extender

FRU flag

LED value

Set number
Message number
Catalog number
Device driver name
Define method
Configure method
Change method
Unconfigure method
Undefine method
Start method

Stop method
Inventory only flag
Unique type




TABLE 6.5 PdAt Descriptors

uniquetype
attribute
deflt
values
width

type
generic
rep
nls_index

Unique type
Attribute name
Default value
Attribute values
Width

Type flags

Generic flags
Representative flags
NLS index

TABLE 6.6 CuDv Descriptors

name
status
chgstatus
ddins
location
parent
connwhere
PdDvLn

Device name

Device status flag
Change status flag
Device driver instance
Location code

Parent device

Where connected

Link to predefined device

TABLE 6.7 CuAt Descriptors

name
attribute
value
type
generic
rep
nls_index

Device name
Attribute name
Attribute value
Attribute type
Generic flags
Representative flags
NLS index
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specified for each attached device and updates the devices state. After
the device method is complete, the device is set to one of three states,
DEFINED, STOPPED, or AVAILABLE.

Device states

DEFINED Device defined but not available for use
STOPPED Device configured but not available
AVAILABLE Device configured and available

6.9 Boot Devices

A small ODM database representing device configuration information
is maintained as part of the AIX boot images. This information can be
updated from the master ODM database using the savebase com-
mand. Likewise, ODM information from the boot image can be -
restored to the master ODM database by invoking the restbase
command (see Chap. 5).
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# savebase Save master ODM custom device data to the boot image
# restbase Restore custom ODM data from the boot image to the master ODM
database

6.10 Small Computer System Interface

The most common device interface for the RISC System/6000 is the
small computer system interface (SCSI). The SCSI standard defines a
generic interface and command protocol that will support most device
types. Devices are attached in a daisy chain fashion to the host
adapter. The total chain length cannot exceed the distance maximum
for the adapter type.

6.10.1 SCSI-1 and SCSI-2

The RISC System/6000 supports both SCSI-1 and SCSI-2 adapters
and devices. Both SCSI-1 and SCSI-2 devices may be mixed on either
adapter type; however, throughput to the device will be limited to
SCSI-1 speeds. The cfgmgr queries the device type during SCSI
device configuration and records the SCSI type. This eliminates the
need for device drivers to continually query the SCSI type to deter-
mine if extended SCSI-2 commands are supported. SCSI-1 support
provides transfer rates up to 4 MB/s. SCSI-2 Fast SCSI mode extends
synchronous transfer rates to 10 MB/s. SCSI-2 signal control is also
two to three times faster than SCSI-1.

6.10.2 Cables and adapters

The SCSI-2 cable uses the same pin assignments as the SCSI-1
adapter. The only difference is that on the adapter end, the SCSI-2
adapter only has 50 pins like the integrated SCSI cable.

If you are sharing a SCSI string between two machines, use IBM
Pass Through Terminator (PTT) cables between the first device and
the adapter on each end of the shared string. Device-to-device connec-
tions can use standard SCSI cables.

6.10.3 Single-ended and differential SCSI

Single-ended SCSI connections have a combined distance limitation
of 6 meters. Logic level of each wire is based on the voltage difference
with a common ground. Differential SCSI connections can run up to
25 meters. Logic levels on differential connections are based on the
potential difference between two signal wires.

Single-ended connections can be a real problem with some RS/6000-
9XX systems. The SCSI cable management arm in early 9XX racks
eats up approximately 4.75 meters of the total 6-meter cable length. A
single-ended SCSI to differential SCSI adapter can be used to get
around the problem.



Devices Configuration and the Object Data Manager 91

6.10.4 SCSI addressing

Each SCSI string supports eight addresses (0-7)that must be divided
up between the devices and the adapter. Some device controllers sup-
port multiple devices from a single SCSI ID using logical unit num-
bers (LUN). In most cases, you are only going to have seven addresses
that may be assigned to seven devices on the chain. The SCSI adapter
requires one of the addresses, normally SCSI ID 7. Arbitration on a
SCSI chain begins with the high address numbers, so better response
is provided to devices with larger SCSI IDs. Device SCSI IDs are com-
monly selectable via jumpers or from a selector wheel on the device
frame or housing.
SCSI address format

AB Two-digit SCSI address where:
A represents the SCSI ID
B represents the logical unit number

Devices are identified by a location code. Verify that the location
code matches the actual hardware slot and interface using the 1sdev
command.

Device location codes

AA-BB-CC-DD

AR Drawer location or planar
BB 1/O bus and slot
cc Adapter connector number

DD SCSI ID or port number

6.11 Updating the Product Topology Diskette

It’s a good idea to update the topology diskette supplied with your
system each time you add a new device. These diskettes are used by
IBM service and support representatives to keep a record of your sys-
tem configuration. These are especially helpful for sites that have a
number of machines. After updating the diskette, send a copy to IBM
Hardware Support using the mailer and address label supplied with
the update diskette.
Topology update procedure

1. Shut down the system.
2. Set the key switch to the SERVICE position.

3. Boot the system.

4. At the DIAGNOSTICS OPERATING INSTRUCTIONS display press
enter.
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5. At the FUNCTION SELECTION menu, select the Service Aaid
option.

6. At the SERVICE AIDS SELECTION menu, select the Product
Topology options.

7. Follow the instructions displayed. When prompted “Do you have
any update diskettes that have not been loaded?” answer “yes”
and insert the Product Topology Update diskette. Follow the
instructions to update the Product Topology System diskette. If
the EC AND MES UPDATES screen is displayed, select the PF key
to commit updates.

8. Repeatedly press PF3 to exit all DIAGNOSTICS menus.
9. Reset the key switch to the NORMAL position.
10. Reboot the system.

6.12 InfoExplorer Keywords

6.13 Qwikinfo

dbm inetimp
ODM cfgmgr
ODMDIR mkdev
odmcreate chdev
method rmdev
odme savebase
inetexp restbase

Object data manager

/etc/objrepos ODM database directory

/usr/lib/objrepos ODM database directory

export ODMDIR = <path> Set ODM database path

odme ODM editor

inetimp/inetexp Import/export TCP config files data from/to ODM
Devices

cfgmgr Add devices after IPL

lsdev, mkdev, chgdev, rmdev Manage devices
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Tapes

Magnetic tape, due to its large storage capacity, low cost, and long
storage life (usually more than 2 years), has been the secondary stor-
age medium of choice for many years. The RISC System/6000 sup-
ports QIC %-in, 4-mm, 8-mm, 9-track, and 18-track drives.

7.1 Tape Characteristics

Before we look at the attributes of the individual device types and
tape formats, it will be helpful to do a level set concerning general
tape characteristics. An understanding of how data is represented on
the media will assist you in making better use of the resource.

7.1.1 Physical characteristics

The earliest use of magnetic tape was German Magnetophons. These
devices used a plastic tape doped with iron oxide. Later on, the
United States experimented with paper tape coated with iron oxide.
This was followed by acetate and, finally, polymer-based tape. The
thickness of the oxide coating, particle density, and particle distribu-
tion on the tape surface determines the signal strength which may be
encoded. A thicker and denser oxide layer improves the signal
strength, but reduces high-frequency response for audiotape. If the
layer is too thin, print through may occur. Print through is the trans-
fer of recorded magnetic signal between tape layers on the reel. Tape
thickness and base substrate also determine transport friction, media
durability, and shelf life. Data-grade tape employs a thicker and
denser oxide coating than standard audiotape and is usually more
expensive. This is changing somewhat with digital audio tape (DAT).
The same is true for data and video 8-mm tape. Good quality video-
tape will work in your RISC System/6000 tape drive, but I wouldn’t
recommend it. I learned the hard way!
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Fixed Head

————
Tape Direction

\_/ Head Direction

Figure 7.1 Fixed head and helical-scan head.

7.1.2 Data format

Over the last few years we have also seen improvements in mechan-
ical transport and head technologies. Helical-scan heads are replacing
fixed head configurations for digital recording (see Fig. 7.1). Helical-
scan heads spin as the tape moves across the head surface. This
reduces the transport speed requirements for the tape moving from
spindle to spindle. Data is written diagonally across the tape surface.
This will be an important point to remember when we talk about block
sizes later in the next section.

Data is recorded on tape in blocks. Each block of data is separated
from the next by an interrecord gap. (See Fig. 7.2.) Files on a tape are
delimited by tape marks or file marks. A tape mark indicates the
beginning of tape (BOT). Two tape marks in succession indicate end of
tape (EOT). BOT may also be followed by a special file called a tape
label. The label indicates the volume name, size, and sequence num-
ber in a multivolume set.

Blocks are either fixed or variable in length. Fixed block format
means that data is read and written in chunks which are all the same
size. The amount of data read and written to the media must be done
in multiples of the block size. Variable block format leaves it up to the
application to determine the length of each block of data. A request to
read more data than is available in the next tape block will result in a
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Figure 7.2 Tapeblock and gap format.

7.1.3 Block size

short read when using variable format. This feature is useful for com-
mands like dd that will support short reads, but is detrimental to less
forgiving commands like tar, cpio, backup, and restore. The
good news is that when using variable block size, the dd command
can be employed with an excessive block size to buffer input to tar,
cpio, backup, and restore.

# dd if = /dev/rmt0.1 ibs = 64k obs =512 | restore -xvB
# dd if = /dev/rmt0.1 ibs = 64k obs = 5120 | tar -xvBf -
# dd if = /dev/rmt0.1 ibs = 64k obs = 5120 | cpio -ivB

Block size is an important consideration and will effect the total
media capacity and the time required to read or write data on the
device. Larger block sizes reduce the number of interrecord gaps and
make better use of the tape. The block size should also reflect the
physical block size written by the device. For example, an 8-mm tape
drive writes 1024 bytes per block diagonally across the width of the
tape. If the block size defined to AIX for the device is fixed 512-byte
blocks, then the device will write out 512 bytes of data and pad the
remaining 512 bytes in the physical 1024-byte block. This effectively
reduces the media capacity by half. When variable length blocks are
defined in AIX for the example 8-mm device, block sizes larger than
1024 will fill each physical block on the tape. If the block size used by
the application is not a multiple of 1024, then the last physical block
written will be padded.

Block size is application-dependent. Selecting the wrong block size
can inhibit the ability to read AIX distribution and backup media,
and cause portability problems. IBM uses a default block size of 512
bytes for product distribution media. You must also use a block size of
512 bytes for backups of the root volume group. If you do not use a
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block size of 512, the installation and restore programs will abort
with the error message:

/dev/rmt0: archive not in backup format

You can change the default block size defined to AIX for a tape
device using the chdev command. Remember that this does not alter
the physical block size used by the device.

# chgdev -1 rmt0 -a “block_size=0" Variable block size
# chgdev -1 rmt0 -a “block_size =512" Fixed 512-byte block size
# chgdev -1 rmt0 -a “block_size = 1024" Fixed 1024-byte block size

If portability is an issue, you will want to define a default block size of
0, which indicates a variable block size. Byte ordering and
ASCII/EBCDIC conversion can be handled by the conv option to the
dd command.

# dd if = /dev/rmt0 conv = swab Swap byte pairs
# dd if = /dev/rmt0 conv = ascii Convert EBCDIC to
ASCII

# dd if = /dev/rmt0 ibs =512 obs = 1024 conv = sync Pad blocks

Table 7.1 provides a few hints when using tar to move data from
an RS/6000 to one of the listed vendor types.

Device names

Along with the block size, you must also be aware of the implicit tape
ioctl operations associated with the device special file names.
Device special file names are associated with a unique major number
that identifies the tape device driver location in the device switch
table. A per-device unique minor number identifies entry points in
the tape device driver that correspond to various density and tape
control operations. If you are familiar with other UNIX tape systems,
you know that nearly everyone uses their own scheme for naming
device special files. Table 7.2 represents the AIX V3 default device
names and the corresponding control operations and density.

7.1 RS/6000 Tape Conversions Using tar

DEC

Sun

HP
SGI

Ok. Check for compatible tape type/density.

Sun uses 512-byte blocks by default. On
RS/6000, set block size to 512 or use dd
conv = sync to pad blocks when reading
Sun tapes.

Ok. Check for compatible tape type/density.

Swap byte pairs using 4 conv = swab.
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TABLE 7.2 Tape Device Name Implicit Options

File name Rewind on close Retension on open Density
/dev/rmt* Yes No HIGH
/dev/rmt*.1 No No HIGH
/dev/rmt*.2 Yes Yes HIGH
/dev/rmt*.3 No Yes HIGH
/dev/rmt*.4 Yes No LOW
/dev/rmt*.5 No No LOW
/dev/rmt*.6 Yes Yes LOW
/dev/rmt*.7 No Yes LOW

TABLE 7.3 IBM Density Modes

Mode # Description
140 8-mm 5-GB compression mode
20 8-mm 2.3-GB mode
0 8-mm 5-GB compression mode

15 7207-12 QIC-120
16 7207-12 QIC-150
17 7207-12 QIC-525
21 7207-12 QIC-1000
0 7207-12 QIC-1000

15 7207-11 QIC-120
16 7207-11 QIC-150
17 7207-11 QIC-525
0 7207-11 QIC-525

15 7207-01 QIC-120
16 7207-01 QIC-150
0 7207-01 QIC-150

3 9-track 6250 bpi
2 9-track 1600 bpi
0 Sensed tape density

The high and low density values are dependent upon the device.
Consult the vendor documentation concerning the device characteris-
tics. The mode numbers in Table 7.3 identify the density for the par-
ticular IBM device.

Make sure you take a close look at the rmt man page information
on how BOT, EOF, and EOT are handled for both reading and writ-
ing. You may be in for a surprise if you do not select the correct device
name for your applications requirements. This can be especially true
for EOT handling on 9-track tape drives. UNIX generally does not
sense EOT before reaching it. Improper tape positioning at EOT can
cause the application to run the tape off the end of the reel. You will
make few friends in the operations staff if you do this very often.

7.1.5 Tape positioning

The tape device driver supports a somewhat standard set of ioctl
operations used to control tape positioning. These operations can be
invoked from the local command line, remotely, or within a program.
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7.1.6 Permissions

Local and remote positioning is handled by the tctl and rmt com-
mands, respectively. If you are familiar with the mt command on
other UNIX platforms, you can link mt to tctl, since their operation
is similar. rmt is used in conjunction with rcmd or rexec.

# tctl -f /dev/rmt0 rewind

For remote operation, be aware that AIX ioctl call numbers don’t
necessarily map one-for-one with those on the remote system. You
can fix the mapping problem by creating a wrapper for rmt to remap
the command line parameters to those in use by the remote system.
(See Table 7.4.)

Be aware of where you are during tape operations. After each pro-
gram read() or write() operation, the tape head is positioned at the
beginning of the next block or the beginning of blank space. Tape
marks are treated exactly like a file, so they must be accounted for
when skipping from file to file on a tape.

Restricting access to tape devices tends to be a problem on many
UNIX systems. The device special files are commonly set “rw” by the
world. In the absence of additional tape allocation software, you can
easily create your own drive reservation application using the follow-
ing algorithm:

1. Check for a free device (absence of device lock files).

All devices in use then exit
Else continue

2. Fork and spawn a new shell.

TABLE 7.4 AIX to UNIX ioctl Mapping

AIX ioctl # Remote ioctl # Comment
STOFFL 5 MTOFFL 6 Rewind unload tape
STREW 6 MTREW 5 Rewind tape
STERASE 7 MTERASE 9 Erase tape
STRETEN 8 MTRETEN 8 Retension tape
STWEOF 10 MTWEOF 0 Write end-of-file marker
STFSF 11 MTFSF 1 Forward-space file
STRSF 12 MTBSF 2 Backspace file
STFSR 13 MTFSR 3 Forward-space record
STRSR 14 MTBSR 4 Backspace record
N/A N/A MTNOP 7 NO-OP

N/A N/A MTEOM 10 End-of-media

N/A N/A MTNBSF 11 Backspace to BOF




Wait until process exit to release device

3. Create lock file for selected device.
4. Set permissions and ownership to requester.

Default device permissions

# 1ls -al /dev/rmt*

CYW-rw-rw- 1
Crw-rw-rw- 1
CYW-rw-rw- 1
CYW-Xw-rw- 1
Crw-rw-rw- 1
Crw-rw-rw- 1
Crw-rw-rw- 1
Crw-rw-rw- 1

7.2 TapeTools
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AIX provides a limited set of tape utilities. The following set of com-
mands support tape manipulation:

dd

tcopy
tapechk

tar,cpio,backup/restore

7.3 Public Domain Tape Tools

Due to the absence of tape allocation mechanisms, label support, and

Read/write variable block sizes and perform data con-
version

Display tape directory or copy tape to tape
Verify QIC tapes for errors

Archive tools that may use tape as a medium

tape librarians in UNIX, a number of vendor and public domain tape

handling applications have been developed. Vendor packages change
faster than the publication life of this book, so I encourage you to
refer to advertisements and reviews in publications like
RS/Magazine. I found the following set of public domain tools after

spending a few minutes with archie, searching on “tape.” No war-
ranty or guarantees implied! Use archie to locate the archive site

nearest you.

ansitape:

cmstape
copytape
dectp

exatoc
ibmtape

Read and write ANSI and IBM standard labels in ASCII and
EBCDIC. Read multivolume tapes. Requires ioctl command changes
ala rmt on AIX.

comp.unix.sources archive v08i099.

Process IBM VM/CMS TAPE DUMP format.

comp.unix.sources archive v07i008.

Tape-to-tape copy program.

comp.unix.sources archive v10i099.

Map and read a DEC ANSI labeled tape.

Manipulate a table of contents on the beginning of an 8-mm tape.
Read IBM standard labeled tape.
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magtapetools Package of tape tools supporting: interrogating tape contents, tape
copy, read random blocks, and read/write ANSI labels.

rmtlib2 Library and generic rmt . h file supporting remote tape operations
from a program similar to rmt.

comp.unix.sources archive v18i109.

tapemap Map a tape. Reports minimum/maximum block size and block count
for each file on the tape.

tprobe Copy tape package.
comp.sources.3bl archive volume02.

with Tape device reservation with operator messages.

7.4 IBM Tape Devices and Characteristics

For third-party devices, see documents in pub/oemhw available via
anonymous FTP from ibminet.awdpa.ibm.com.

Figuring out QIC tape portability characteristics is an art unto
itself. The following table for IBM 7207 models (Table 7.6) is based on
data put together by Brian Murphy from IBM Development. Brian’s
original information is available from comp.unix.aix archives May 93.

Column numbers represent 7207 model. DC300XLP and DC600A
tapes are not recommended and may cause head damage. DC9135,
DC9164, DC9200, and DC9210 tapes are not supported.

7.5 InfoExplorer Keywords

dd ioctl
tar tctl
cpio mt
backup rcmd
restore rexec
rmt

TABLE 7.5 IBM Tape Device Characteristics

Model Format Max. capacity Max. transfer rate Interface
7207-01 QIC 150-MB 90-KB/s SE SCSI
7207-11 QIC 525-MB 200-KB/s SE SCSI
7207-12 QIC 1.2-GB 300-KB/s SE SCSI
7206 4-mm 4.0-GB 732-KB/s SE SCSI
7208-1 8-mm 2.3-GB 245-KB/s SE SCSI
7208-2* 8-mm 2.3-GB 245-KB/s DF SCSI
7208-11 8-mm 10.0-GB 500-KB/s SE SCSI
7208-12* 8-mm 10.0-GB 500-KB/s DF SCSI
% Inch 9-trk 180-MB 768-KB/s SE SCSI
3480/3490 18-trk 2.4-GB 3-MB/s 370 Channel
3490E 18-trk 2.4-GB 3-MB/s DF SCSI

*AS/400 compatible.
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TABLE 7.6 IBM 7207 QIC Tape Compatibility
Read Compatibility
QIC-24 QIC-120 QIC-150 QIC-525 QIC-1000
DC300XLP 01,11,12
DC600A 01,11,12 01,11,12
DC6150 01,11,12 01,11,12 01,11,12
DC6250 01,11,12 01,11,12 01,11,12
DC6037 01,11,12 01,11,12 01,11,12
DC6320 01,11,12 01,11,12 01,11,12 11,12
DC6525 01,11,12 01,11,12 01,11,12 11,12
DC6080 01,11,12 01,11,12 01,11,12 11,12
DC9100 12
DC9120 12
Write Compatibility
QIC-24 QIC-120 QIC-150 QIC-525 QIC-1000
DC300XLP
DC600A 01
DC6150 01,11,12 01,11,12
DC6250 01,11,12 01,11,12
DC6037 01,11,12 01,11,12
DC6320 01,11,12 01,11,12 11,12
DC6525 01,11,12 01,11,12 11,12
DC6080 01,11,12 01,11,12 11,12
DC9100 . 12
DC9120 12
7.6 Qwikinfo
Tapes
chgdev -1 <device> -a block_size = NNN Set block size
where NNN = 0 Variable block size for compatibility
512 Backup/install block size
1024 Efficient block size for 8-mm devices

tar, cpio, backup
dd

tcopy

tctl

Archive commands

Data dump tool, conversion, reblocking
Copy tape to tape

Control tape device
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Chapter

Disks and File Systems

8.1 Disk Evolution

Are your file systems half full or are they half empty? It doesn’t mat-
ter how much disk space you throw into a system, they are always
half full and growing fast! With multimedia tools becoming common-
place, it’s not unusual to see large numbers of audio and video files
where minimum sizes are well over a megabyte. It won’t be long
before multimedia electronic mail will be shipping these multi-
megabyte files all over the network. If you aren’t already thinking in
terms of multi-gigabyte personal computer and workstation storage,
then you are not going to be ready for the storm. A full-blown AIX
BOS installation requires one-third of a gigabyte just for the operat-
ing system. The InfoExplorer information bases can eat up another
third of a gigabyte. Remember when 10-MB hard files on an IBM
PC/XT seemed like more storage than you could ever use? What all
this means is that you better get comfortable installing new disks and
managing file systems.

8.2 Disk Hardware

Workstation and personal computer disk drives have primarily been
either an integrated drive electronics (IDE) drives or small computer
system interface (SCSI) drives. IDE drives integrate all the controller
functions into the disk housing. SCSI drives also integrate controller
function in the disk assembly, but require a more complex adapter
card on the I/O bus. The RISC System/6000 supports internal SCSI
disks and Micro Channel adapters for external single-ended
SCSI/SCSI-2 and differential SCSI-2 devices.
The disks themselves are multiple platters stacked like records on
a hub (see Fig. 8.1). Each platter is coated with a magnetic substrate.
One or more electromagnetic heads may be moved back and forth
across a platter from outer edge to inner edge. The heads react to the
103
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TOP VIEW SIDE VIEW

Figure 8.1 Fixed-disk architecture.

polarization of the magnetic particles formatted in circular tracks
around the surface of the platter. The heads are positioned on the
platters by a disk controller circuit, which receives its instructions
from the operating system.

Most disks come preformatted with a bad-sector map allocated. If you
have to format a disk, invoke the diag command or reboot the system
from the diagnostic diskettes. From the function menu, select Service
Aid, followed by Disk Media and Format Disk and Certify.

# diag
Function Menu
Service Aid
Disk Media
Format and Certify

Formatted space on the disk is made up of sectors or blocks. The
sector size will vary with make and model and may be either fixed or
variable. Tracks are made up of sectors aligned in circles on each
platter. Stacked tracks on the platters make up a cylinder.

8.3 Disk Installation

To add a new SCSI disk to the system, plug the disk onto one of the
SCSI adapters on the back of the system unit. This is best done with
the system powered down, but can be done on-line if you are very
careful. Multiple SCSI devices may be daisy chained off of a single
SCSI adapter. Each disk must represent a unique SCSI ID and logi-
cal unit number (LUN) in the chain. The SCSI ID is jumper- or
switch-selectable on the drive assembly or casing. SCSI IDs range
from 0 through 7, with 7 usually assigned to the adapter. When the
system is booted, the new disk is automatically identified and record-
ed in ROS and the ODM database. You can update device information
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on-line by invoking cfgmgr or using the mkdev command. The new
disk is assigned the next available hdisk<nn> label.

# mkdev -c disk -s scsi -t osdisk -p scsi2 -a pv =yes
# SMIT cfgmgr

Use the diag command to verify that the system can access the new
device.

- # diag

8.4 Logical Volume Manager

The physical disk is now available for partitioning. A partition is a
section of disk space which can be used for file systems or paging
space. Legacy UNIX systems restrict partitions to contiguous space
on a single disk. AIX uses the concept of logical volumes as indirec-
tion to physical space. A logical volume is represented by a mapping
of contiguous logical partitions to discontiguous physical partitions
residing on one or more physical disks. Each physical disk may con-
tain up to 65,535 physical partitions ranging in size from 1 to 256 MB
in powers of 2. The default physical partition size is 4 MB. One to
three physical partitions may be mapped to a logical partition.
Logical volumes are allocated from logical partitions within a logical
volume group (LVG). Each LVG is made up of 1 to 32 physical disks.
Partition mapping, volume management, and interfaces are imple-
mented through a pseudodevice driver and manager called the logical
volume manager (LVM). (Refer to Figs. 8.2 and 8.3.)

Volume Group

Physical Volume 1 Physical Volume 2

Ty 3

Logical Volume 2

v Logical Volume 3

Logical Volume 1

Logical Volume 1

vv

Figure 8.2 PV to VG to LV mapping.

Logical Volume 2
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Logical Volume
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Physida] Volume 2

PP1 Npa

PP3 PP4

Figure 8.3 LV to LP to PP mapping.

Using the abstraction of logical to physical partition mapping, AIX
is able to dynamically increase the size of volume groups, logical vol-
umes, and, ultimately, file systems without service interruption. Prior
to LVM support, you had to back up a file system to disk or tape,
destroy it, rebuild it with the new allocation sizes, and restore the
backup. LVM allows you to dynamically manage disk space on-line
rather than requiring hours of file system down time.

Tailoring the logical partition mapping allows you to optimize file
system placement. Busy file systems should be located in the center
of the physical disk and spread across multiple physical disks. The
LVM also supports mirroring, making duplicate copies of a logical
volume available for concurrent read access. Mirroring also improves
data availability.

Logical volume services are also a part of the Open Software
Foundation’s OSF/1 operating system. Although the implementation
is different, the conceptual services are very similar.

8.5 Configuring Volume Groups

In order for a new disk to be made available to the logical volume
manager (LVM), it must be designated a physical volume and
assigned a physical volume identifier (PVID) and label. The PVID is a
sixteen-digit hexadecimal number.

# chdev -1 hdisk<n> -a -pv =yes

You can list physical disks on your system using 1sdev.
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# lsdev -C -c disk

hdisk0 Available 00-00-0S-00 1.2-GB SCSI disk drive (in 2.4-GB

Disk Unit)

hdiskl Available 00-00-0S-10 1.2-GB SCSI disk drive (in 2.4-GB

Disk Unit)

hdisk2 Available 00-04-00-30 Other SCSI disk drive
hdisk3 Available 00-04-00-40 Other SCSI disk drive
hdisk4 Available 00-04-00-50 Other SCSI disk drive
hdisk5 Available 00-04-00-00 Other SCSI disk drive
hdisk6 Available 00-04-00-10 Other SCSI disk drive
hdisk7 Available 00-04-00-20 Other SCSI disk drive

To list the PVIDs associated with these disks, use the 1spv com-

mand.

# lspv

hdisk0 000008870001c7el rootvg
hdiskl 00001508fce5bbea rootvg
hdisk2 00004060c388efc4 vg00
hdisk3 000015082c6e92df vg00
hdisk4 0000150837ccla85 vg01l
hdisk5 000015082c28£5c7 vg01l
hdisk6 000015082¢c2931£5 vg01l
hdisk7 000015082c296d8f vg01l

To add the new disk to a new or existing volume group use SMIT or
the mkvg and extendvg commands. (Refer to Fig. 8.4.)

# mkvg -f -y vgl0 hdiskl0 hdiskll

Create a volume group vgl0 using phys-
ical disks 10 and 11

Add a Volume Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

VOLUME GROUP name

Physical partition SIZE in megabytes

* PHYSICAL VOLUME names

Activate volume group AUTOMATICALLY at system restart?
* ACTIVATE volume group after it is created?

Volume group MAJOR NUMBER

F1l = Help F2 = Refresh F3 = Cancel F4 =List
F5 = Undo F6 = Command F7 = Edit F8 = Image
F9 = Shell F10 = Exit Enter = Do

[Entry Fields]
[]

4 +
[] +
yes +
yes +
[] +#

Figure8.4 SMIT add volume group panel.
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8.5.1 Quorum

# extendvg -f rootvg hdisk8 Add disk 8 to the rootvg volume group
# smit mkvg

A volume group identifier (VGID) is assigned to each volume group.
The VGID is a sixteen-digit hexadecimal number. Each VGID in the
system is represented by an entry in the /etc/vg directory.

# 1ls /etc/vg

./ vg0000150837CC1FBA vg00001508CECC7A4C
.o/ vg000015084549417D vg00001508EA5D85C7
lvdd_kmid vg000015084549F2C6 vg00001508EASDEB29
vg0000150837CAEE45 vg00001508AC04C232 vg00001508EASF84DA
vg0000150837CB78DD vg00001508CA7846C0 vg00001508FCE80427

To display the configuration of the existing volume groups on your
system use the 1svg command.

# 1lsvg List volume groups

rootvg

vg0l

vg02

vg03

# lsvg -p rootvg List physical volumes in the root volume group

rootvg:

PV_NAME PV STATE TOTAL PPs FREE PPs FREE DISTRIBUTION
hdisk0 active 287 17 00..12..04..01..00
hdiskl active 287 43 00..17..00..00..26

Each physical volume in the volume group is marked with a volume
group descriptor area (VGDA) and a volume group status area
(VGSA). The VGDA contains identifiers for all logical and physical
volumes and partitions that make up the volume group. The VGSA is
a bit map used to indicate which physical partitions on the disk are
stale and require synced update.

When a volume group is activated using the varyonvg command or
using SMIT, the LVM verifies that it has access to at least 51 percent
of the VGDA and VGSA copies before going on-line. This majority is
called a quorum and is required by the LVM to ensure data integrity.
Any physical volume not available is reported. The system adminis-
trator must decide whether to continue if a device is not accessible. If
a majority quorum is not established for the volume group, it is not
activated.

# varyonvg <VGname>
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You can take a volume group off-line using the varyoffvg com-
mand or via SMIT. Note that all access to logical volumes in the vol-
ume group must be terminated. Any file systems located in the volume
group must be unmounted and any paging space must not be active.

# varyoffvg <VGname>
# smit varyoffvg

To remove or replace physical volumes in a volume group for main-
tenance purposes, use SMIT or the chpv command.

# chpv -vr <PVname> Remove disk from VG
# chpv -va <PVname> Replace disk in VG

An entire volume group may be moved as a unit from one system to
another. Use SMIT or the exportvg and importvg commands to
export a volume group from the old system and import it onto the new
system. The volume group must first be deactivated before attempt-
ing to export it from the system. When the volume group is exported,
all references to it are removed from the system tables. When the vol-
ume group is imported on the new system, all device table, special
file, and /etc/filesystem entries are added automatically. You can
export and import a volume group on the same system to resynchro-
nize the VGDA and ODM information.

# exportvg <VGname>
# importvg <VGname> <PVname>

8.5.2 Root volume group—rootvg

A special VG called rootvg is used by AIX for the operating system’s
root file systems and the default paging areas. It’s a good idea to use
separate volume groups for user and local application file systems.
This way you can export and import these volume groups before and
after operating system upgrades. Each AIX BOS installation destroys
all or part of rootvg.

8.6 Configuring Logical Volumes

To make use of the disk space available in a volume group you will
need to create a logical volume. Logical volumes are analogous to par-
titions on other UNIX systems, but they provide some significant
enhancements. The structure and features provided by logical vol-
umes should be well understood before proceeding with allocating
space for file systems or paging areas.
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Logical volume type

Size in logical partitions
Interdisk partition layout
Write scheduling policy
Intradisk partition layout
Will it be mirrored

8.6.1 Logical volume types

The LVM basically manages all logical volume types the same way. A
logical volume may warrant special consideration when defining some
of the other attributes. For example you may wish to locate paging
logical volumes in the center of the disks to reduce head movement.
There are five logical volume types used by AIX:

File system Holds file system data and metadata
Log Holds JFS metadata update log
Paging Paging areas

Boot logical volume Boot block and RAM file system code
Dump area Holds panic dumps

8.6.2 Logical volume size

When you create a new logical volume or add space to an existing log-
ical volume, you will be working in logical partition units. If you
accepted the default 4-MB partition size, then a 512-MB logical vol-
ume will require 128 logical partitions. Define a maximum number of
logical partitions that will be used for the logical volume. This value
limits the size a file system may grow within the logical volume. If
additional file system space is required at a later date, the maximum
limit may be increased.

You may notice that, when you add up the number of partitions
represented by the physical volumes in a volume group, you have lost
somewhere between 7 to 10 percent of the total formatted space. This
is due to space overhead required by the LVM to manage the volume
group. Remember the VGDA and VGSA structures described in the
previous sections?

8.6.3 Interdisk policy

The interdisk layout policy determines the range of physical disks that
may be used to allocate partitions for the logical volume. The interdisk
policy may be either MINIMUM or MAXIMUM, along with a RANGE limit
governing the number of physical disks that may be used.

MINIMUM Provides highest availability. All partitions are allocated on a single physical
volume. For mirrored logical volumes, the first copy will be allocated on a sin-
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gle physical disk. The second copy can be allocated across multiple physical
volumes up to the RANGE limit unless the strict option is selected.

MAXIMUM Provides the best performance. Each logical partition in the logical volume
will be allocated sequentially across up to RANGE physical volumes. If one of
the physical disks fails, then the entire logical volume is unavailable.

8.6.4 Intradisk policy

The intradisk layout policy (Fig. 8.5) defines where partitions will be
allocated within a physical disk. One of five regions may be selected:
inner edge, inner middle, center, middle, and outer edge. Inner edge and
outer edge have the slowest seek times. Average seek times decrease
toward the center of the disk. Use the 1svg command to display the
layout of existing logical volumes and the number of free partitions.

# lsvg rootvg

VOLUME GROUP: rootvg VG IDENTIFIER: 00001508fce80427
VG STATE: active/complete PP SIZE: 4 MB

VG PERMISSION: read/write TOTAL PPs: 574 (2296 MB)
MAX LVs: 256 FREE PPs: 60 (240 MB)

Disk Allocation Policy
Outer edge

Quter middle
Center
Inner middle

Inner edge

Figure 8.5 Intradisk policies.
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LVs: 10 USED PPs: 514 (2056 MB)
OPEN LVs: 9 QUORUM: 2

TOTAL PVs: 2 VG DESCRIPTORS: 3

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 2 AUTO ON: yes

# 1lsvg -1 rootvg

rootvg:
LV name Type LPs PPs PVs LV state Mount point
hds boot 2 2 1 closed/syncd /blv
hdé paging 6 6 1 oper/syncd N/A
hdé61 paging 6 6 1 open/syncd N/A
hds jfslog 1 1 1 open/syncd N/A
ha4 ifs 8 8 2 open/syncd /
hd2 ifs 122 122 1 open/syncd /usr
has ifs 79 79 2 open/syncd / tmp
hdl ifs 33 33 1 open/syncd /home
hdovar ifs 256 256 2 open/syncd /var
ha? sysdump 1 1 1 open/syncd /mnt

8.6.5 Adding a logical volume

8.6.6 Mirrors

After selecting the volume placement characteristics for the new logi-
cal volume, you can create it using the SMIT fast path, mklv. (See
Fig. 8.6.)

# smit mklv

For high-access file systems, mirrors provide a mechanism which
improves availability (a copy of the primary logical volume is main-
tained), and improves access time (multiple paths to the data). You
may choose to keep two mirrored copies in environments that require
higher levels of availability and fault tolerance.

When reading a mirrored logical volume, if the primary path is
busy, the read can be satisfied by the mirror. Writes are sequential to
logical volumes confined to a single physical disk. If mirrors occupy
more than one physical disk, write scheduling can be either sequen-
tial or parallel.

Sequential writes Writes are ordered in the sequence in which they occur.
Each write operation is scheduled sequentially to each
copy and returns when both updates are completed.

Parallel writes Writes are scheduled across the multiple disks at the
same time. The write returns after the longest write
completes.
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Add a Logical Volume

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

[TOP] [Entry Fields]
Logical volume NAME []
* VOLUME GROUP name newvg
* Number of LOGICAL PARTITIONS [1 #
PHYSICAL VOLUME names [] +
Logical volume TYPE []
POSITION on physical volume outer_middle +
RANGE of physical volumes minimum +
MAXIMUM NUMBER of PHYSICAL VOLUMES to use for allocation [] #
Number of COPIES of each logical partition 1 +
Mirror Write Consistency? yes +
Allocate each logical partition copy on a SEPARATE physical volume? yes +
RELOCATE the logical volume during reorganization? yes +
Logical volume LABEL []
MAXIMUM NUMBER of LOGICAL PARTITIONS [128]
Enable BAD BLOCK relocation? yes +
SCHEDULING POLICY for writing logical partition copies parallel +
Enable WRITE VERIFY? no +
File containing ALLOCATION MAP []

[BOTTOM]

F1l = Help F2 = Refresh F3 = Cancel F4 =List

F5 = Undo F6 = Command F7 = Edit F8 = Image

F9 = Shell F10 = Exit Enter = Do

Figure 8.6 SMIT add logical volume panel.
Add Copies to a Logical Volume
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

* LOGICAL VOLUME name 1v01l
* NEW TOTAL number of logical partition copies 1 +
PHYSICAL VOLUME names [] +
POSITION on physical volume outer_middle +
RANGE of physical volumes minimum +
MAXIMUM NUMBER of PHYSICAL VOLUMES to use for allocation [(32] #
Allocate each logical partition copy on a SEPARATE physical volume? yes +
File containing ALLOCATION MAP [1
SYNCHRONIZE the data in the new logical partition copies? no +

F1l = Help F2 = Refresh F3 = Cancel F4 =List
F5 = Undo F6 = Command F7 = Edit F8 = Image
F9 = Shell F10 = Exit Enter = Do

Figure8.7 SMIT mirror logical volume panel.
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Mirrors can be created when the logical volume is created by
requesting more than one copy. To mirror an existing logical volume,
use the SMIT fast path, mklvcopy (see Fig. 8.7).

# smit mklvcopy 1lv01 Start SMIT and select logical volume to be mirrored

8.7 File Systems

The most common use of logical volumes is to contain file systems. A
file system 1is the structure which supports a UNIX directory and file
tree. A file system tree begins with the root directory at the top, with
subdirectory branches preceding down from the root. Each directory
level in the tree may contain files and directories. The primary struc-
tures which make up the file system are the super block, inodes, and
data blocks.

The super block describes the overall structure of the file system
within the logical volume. It contains the file system name, the size,
pointer to the inode and free block lists, etc. The super block is used
to keep track of the file system state during operation. Super block
information is also used to verify the integrity of the file system as
part of the boot process and in the event of a failure.

Each directory and file in the file system is represented by an
inode. The inode can be thought of as an index entry. Each inode is
sequentially numbered from 1 up to the maximum number of inodes
defined for the file system. The inode identifies the attributes of the
file or directory it represents.

File mode

File type

Owning UID and GID
Date and time stamps
Number of links
Pointer to data blocks
Size in bytes

Size in blocks

The number of inodes created for file systems is based on the size of
the file system. The native AIX JFS file system doesn’t permit granu-
lar control over the number of inodes allocated. This means more
wasted space for file systems that will contain a small number of very
large files—for example, databases. Each JFS inode is mapped to a 4-
KB block. You can list the inode numbers associated with files and
directories using the -i flag to the 1s command.
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# 1s -ailF

total 1088

18 drwx— 13 deroest system 1024 Aug 23 15:03 ./

2 drwxr-xr-x 10 Dbin bin 512 May 07 13:19 ./

25 -rwx— 1 deroest system 27 Jan 11 1993 . forward*
21 -rWXY-X—- 1 deroest system 1499 Dec 23 1992 .kshrc*
24 -rWXY=-X—- 1 deroest system 315 Nov 20 1992 .login*

Information for a particular inode can be displayed using the
istat command.

# istat 25 /dev/hdl

Inode 25 on device 10/8 File

Protection: rwx—

Owner: 4084 (deroest) Group: 0 (system)
Link count: 1 Length 27 bytes

Last updated: Tue Apr 20 08:15:50 1993
Last modified: Mon Jan 11 14:01:24 1993
Last accessed: Fri Aug 20 00:00:39 1993
Block pointers:

25 0 0 0 0 0 0 0

To find the file name associated with the inode number use the
-inum flag with the find command.

# find /home -xdev -inum 25 -print
/home/deroest/ . forward

Data blocks are used to store the actual file data in the file system.
Each inode contains 13 data block address slots. The first 8 address
slots point at the first 8 file data blocks of the file. The 9th address
points to an incore inode structure. The disk inode information is
copied to this structure when the file is opened. The 10th through
13th addresses point to indirect data blocks which are used to address
data blocks for large files. Each indirect block supports 1024 address-
es. Because file addressing is restricted to 32 bits, third-level indirec-
tion is not used.

8.7.1 Virtual file system

AIX V3 supplies a generic file system interface called the virtual file
system (VFS) that permits it to support a number of file system types.
VFS is an abstraction of the underlying physical file system mount
structure, inodes, and operations.

The underlying physical file system is represented in VFS by a
generic mount structure and an array of operations permitted on the
physical file system called vEsops. VFS uses a paired abstraction of
vnodes and gnodes to reference the underlying file system inode
structures. One or more vnode structures reference a gnode which is
linked to the real inode. VFS operates on the underlying inodes using
vnode operations called vnodeops. VFS-supported file system types
are defined in /etc/vEs.
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/etc/vEs
@(#)vEs @(#)77 1.20 com/cfg/etc/vEs, bos, bos320 6/7/91 07:47:30

COMPONENT_NAME: CFGETC

FUNCTIONS:

ORIGINS: 27

(C) COPYRIGHT International Business Machines Corp. 1985, 1989
All Rights Reserved

Licensed Materials—Property of IBM

US Government Users Restricted Rights—Use, duplication or
disclosure restricted by GSA ADP Schedule Contract with IBM Corp.

this file describes the known virtual file system implementations.
format: (the name and vfs_number should match what is in
<sys/vmount.h>)

The standard helper directory is /etc/helpers

name vfs_number mount_helper filsys_helper

Uncomment the following line to specify the local or remote default

ECEE IR I T R S I R I R S O R S I R I O R

vis.
$defaultvEs jfs nfs
#
cdrfs 5 none none
jfs 3 none /sbin/helpers/v3fshelper
nfs 2 /sbin/helpers/nfsmnthelp none remote

8.7.2 Journaled file system configuration

The native file system in AIX V3 is a log-based file system called the
Jjournaled file system (JFS). Log-based file systems like JF'S improve
recovery by maintaining a circular update log. In the event of a fail-
ure, the JFS log is replayed to recover the file system state. Log
recovery of a file system is completed orders of magnitude faster than
a full £sck walk of a file system. AIX provides the £sck to assist in
disaster recovery; however, it is not invoked as part of the standard
boot procedure.

When a JFS file system is created, a log logical volume is also cre-
ated if it does not already exist. A log logical volume can support sev-
eral file systems within a volume group.

Create or update a JFS file system using the SMIT fast path or the
crfs and chfs commands. A new JFS file system may be created in
an existing empty logical volume, or a new logical volume will be built
to hold the new file system (see Fig. 8.8). Be careful when specifying
the size of the file system! File system blocks are 512 bytes in size.
The general rule of thumb is as follows:

Block size Action

512 Updating new or existing file system size
1024 AIX commands that report file system use
4096* Managing logical partitions for logical volumes

*Default logical partition size.
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Add a Journaled File System

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields])

Volume group name rootvg

* SIZE of file system (in 512-byte blocks) [500000] #
* MOUNT POINT [/myjfs]

Mount AUTOMATICALLY at system restart? yes +
PERMISSIONS read/write +
Mount OPTIONS [] +
Start Disk Accounting? no +
F1l = Help F2 = Refresh F3 = Cancel F4 =List

F5 = Undo F6 = Command F7 = Edit F8 = Image

F9 = Shell F10 = Exit Enter = Do

Figure 8.8 SMIT add journaled file system panel.
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If it was any clearer than this, it wouldn’t be UNIX, and it sure

wouldn’t be AIX.

# crfs -v jfs -g uservgl -m /ud4 -a size =1048576

SMIT crjfs

The file system attributes are recorded in the ODM custom data-
bases and the /etc/filesystem file. You may want to edit the
/etc/filesystems entry for the new file system to implement accounting
or disk quotas (see Chaps. 21 and 23).

/etc/filesystems
COMPONENT_NAME: CFGETC
FUNCTIONS:

ORIGINS: 27

All Rights Reserved

(C) COPYRIGHT International Business Machines Corp.

1985,

1991

* % % R ok ok R b ok % ok F %k X Ok ¥ X 2k ¥ ¥ *

Licensed Materials—Property of IBM

US Government Users Restricted Rights—Use, duplication or
disclosure restricted by GSA ADP Schedule Contract with IBM Corp.

This version of /etc/filesystems assumes that only the root file
system is created and ready. As new file systems are added, change the

check, mount, free, log, vol and vfs entries for the appropriate
stanza.

dev = /dev/hd4

vEs = jfs



118 System Configuration and Customization

log = /dev/hd8

mount = automatic

check = false

type = Dbootfs

vol = root

free = true
/home:

dev = /dev/hdl

vEs = jfs

log = /dev/hd8

mount = true

check = true

vol = /home

account = true

free = false

quota = userquota
/usr:

dev = /dev/hd2

vEs = jfs

log = /dev/hd8

mount = automatic

check = false

type = bootfs

vol = /usr

free = false
/var:

dev = /dev/hd9var

vis = jfs

log = /dev/hd8

mount = automatic

check = false

type = bootfs

vol = /var

free = false
/tmp:

dev = /dev/hd3

vis = jfs

log = /dev/hd8

mount = automatic

check = false

vol = /tmp

free = false
/mnt :

dev = /dev/hd7

vol = “gpare”

mount = false

check = false

free = false

vEs = jfs

log = /dev/hd8
/blv:

dev = /dev/hd5

vol = “spare”

mount = false

check = false

free = false

vEs = jfs

log = /dev/hd8
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/usr/bin/blv.fs:
dev = /usr/bin/blv.fs
vol = wyn

/usr/lpp/info/En_US:

dev = /usr/lpp/info/En_US
vis = nfs

nodename = fracio.geo.meca.com
mount = true

type = nfs

options = ro,bg,hard, intr
account = false
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You may remove a file system using SMIT or the rmfs command.

# rmfs /n5 Remove file system /n5

# smit rmjfs

8.7.3 Mounting file systems

File system data is made accessible by mounting the file system on a
mount point. The mount point is a directory in a previously mounted
file system like the root file system. You might think that this is a
“chicken and egg” problem; however, the boot procedure handles the
special case of mounting the root file system (see Chap. 5). The
mount point is usually an empty directory, but that is not a require-
ment. If you mount a file system over a populated directory, the pre-
vious subdirectory tree is not harmed, but it is no longer accessible

until the file system has been unmounted.

File systems may be mounted or unmounted from SMIT or using
the mount and umount commands. (See Fig. 8.9.)

Mount a File System

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

FILE SYSTEM name

DIRECTORY over which to mount

TYPE of file system

FORCE the mount?

REMOTE NODE containing the file system to mount

Mount as a REMOVABLE file system?

Mount as a READ-ONLY system?

Disallow DEVICE access via this mount?

Disallow execution of SUID and sgid programs in this file system

Fl = Help F2 = Refresh F3 = Cancel F4 = List
F5 = Undo F6 = Command F7 = Edit F8 = Image
F9 = Shell F10 = Exit Enter = Do

[Entry Fields]
[] +
[]

+ + 4+

no
[]
no
no
no
no

+ + + +

Figure 8.9 SMIT mount file system panel.
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# mount /dev/hd5 /n5 Mount /dev/hd5 on /n5
# umount /né Unmount file system /n6
# smit mountfs

You cannot unmount a file system that is busy. A file system is busy
if any application has a file or directory open. This can be caused by an
executing process or a user whose current directory path is within the
file system. Use tools like fuser and the public domain 1sof com-
mands to identify which processes and users have files open.

# fuser -u /dev/hdl AIX open file listing

/dev/hdl: 32605c(deroest) 43100c(deroest) 47029 (root)

# lsof /dev/hdl Public domain open file listing

Command PID User FD Type Device Size/off Inode/name

ksh 32605 deroest cwd VDIR 10, 8 1536 18 /home (/dev/hdl)
aixterm 43100 deroest cwd VDIR 10, 8 1536 18 /home (/dev/hdl)
ksh 47029 root 63u VREG 10, 8 2678 78 /home (/dev/hdl)

Specify which file systems are to be mounted automatically at boot
time by adding the mount = automatic or mount = true parameters
for each file system stanza in the /etc/filesystems.

File systems may also be identified as a group by adding a type =
<name> parameter for the group in /etc/filesystems. The group
name can then be used to mount or unmount all the file systems in
the group from a single command.

# mount -t nfs Mount all file systems in /etc/filesystems with type = nfs

To display the currently mounted file systems and their state use
the df and mount commands.

# df -v

File system Total KB  Used Free % used iused ifree % iused Mounted on
/dev/hd4 32768 21876 10892 66% 1239 6953 15% /

/dev/hd2 499712 456776 42936 91% 17440 107488 13% /usr
/dev/hd%var 1048576 235524 813052 22% 1687 260457 0% /var
/dev/hd3 323584 19260 304324 5% 101 81819 0% /tmp
/dev/hdl 135168 74824 60344 55% 236 33556 0% /home
/dev/1v02 909312 798232 111080 87% 21 227307 0% /inst.images

# mount
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node mounted mounted date options
over vfs

/dev/hd4 f jfs Aug 23 12:53 rw, log = /dev/hd8
/dev/hd2 /usr jfs Aug 23 12:53 rw, log = /dev/hd8
/dev/hd9var /var jfs Aug 23 12:53 rw, log = /dev/hd8
/dev/hd3 /tmp jfs Aug 23 12:53 rw, log = /dev/hds8
/dev/hdl /home jfs Aug 23 12:55 rw, log = /dev/hd8
/dev/1v02 /inst.images jfs Aug 23 12:55 rw, log = /dev/loglv

8.7.4 AIX root tree

The root file system tree was reorganized with version 3.2 of AIX.
This was done to organize the data types in the root file system tree
to facilitate mounting and maintenance. It also improves compatibili-
ty with root trees available on other UNIX platforms. For backward
comparability sake, AIX 3.2 incorporates symbolic links emulating
the old 3.1 root file system tree.

The AIX 3.2 root file system tree groups operating system files into
the following structure:

AIX 3.2 AIX 3.1 Link Description

/

/etc

/usr

/usr/bin /bin
/usr/1lib /1lib
/usr/sbin

/sbin

/dev

/ tmp

/var

/home /u
/export

Root mount point and superuser shell files
Machine-dependent configuration files
Shared executables and files

Executables and files needed to boot and mount /usr
Device special files

Temporary work files

Machine-dependent logs and spool files

User home directories

Server files exported to remote clients

8.8 Paging Space

Paging (swap) space is used by AIX to support virtual memory ser-
vices. When free memory becomes low or exhausted, AIX moves data
pages from primary storage to the paging areas based on a least-
recently-used algorithm. A threshold is maintained for virtual memo-
ry usage by the operating system. When the threshold is exceeded a
SIGDANGER signal is sent to all processes. If a second threshold called
the kill level is exceeded, then the operating system sends SIGKILL
signals to the biggest memory offenders. This process continues until
memory utilization falls below the threshold levels.

In order to keep this kind of trouble from occurring, you need to
make sure that sufficient paging space is available. How much is
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going to depend on your system use profile. What are the average
working set sizes required by your work load? Multiuser systems run-
ning a number of processes with large working sets may require two
or more times the available real memory as paging space. A single-
user workstation can get away with far less, depending on available
real memory and disk. Paging space is allocated as paging logical vol-
umes. You can split up paging space as separate logical volumes on
separate physical disks to improve paging performance. Try to limit
paging partitions to one per physical disk.

Paging logical volumes can be managed using SMIT or the mkps,
chps, and rmps commands. Note that you must deactivate a paging
logical volume and reboot the system before you can remove it. You may
increase paging logical volumes while they are active (see Fig. 8.10).

# mkps Add anew paging area

# chps Increase the size of a paging area
# rmps Remove a paging area

# smit mkps

New paging areas may be activated with the system up, using
SMIT or the swapon command. Paging areas that are activated by a
swapon -a are identified in the /etc/swapspaces file.

# swapon -a

/etc/swapspaces
* /etc/swapspaces

This file lists all the paging spaces that are automatically put into
service on each system restart (the ‘swapon -a’ command executed from
/etc/rc swaps on every device listed here).

WARNING: Only paging space devices should be listed here.

This file is modified by the chps, mkps, and rmps commands and ref-
erenced by the lsps and swapon commands.

* Ok F Ok x F F F *

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

Volume group name newvg

SIZE of paging space (in logical partitions) [] #
PHYSICAL VOLUME name +
Start using this paging space NOW? no +
Use this paging space each time the system is RESTARTED no +

Fl = Help F2 = Refresh F3 = Cancel F4 = List

F5 = Undo F6 = Command F7 = Edit F8 = Image

F9 = Shell F10 = Exit Enter = Do

Add Another Paging Space

[Entry Fields]

Figure 8.10 SMIT add paging space panel.
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hdé6:

dev = /dev/hdé
hdé6l:

dev = /dev/hd61l
paging00:

dev = /dev/paging00

To display the current allocated paging logical volumes use the
lsps command.

# lsps -a

Page Space Physical Volume Volume Group Size %Used Active Auto Type
paging00 hdisk2 fujivg 400MB 29 yes yes 1lv
hdél hdiskl rootvg 40MB 61 yes yes 1lv
hdé hdisk0 rootvg 40MB 73 yes yes 1lv

Occasionally stale pages from processes are left on the paging logical
volumes. To clean up paging space, use the slibclean<n> command.

# slibclean Clean up paging space

8.9 Volume Maintenance

Other than the cases of reducing the size of existing file systems or
paging areas, the AIX LVM and JFS systems make disk management
a breeze. It’s the “other than” cases that still require a bit of work.

8.9.1 Moving file systems

File systems may be moved within a machine, provided there is suffi-
cient free disk space. If you are short on disk space, follow the proce-
dure as described in Sec. 8.9.3 concerning resizing file systems. To
migrate the file system logical volume to a new location, use the
migratepv command or the SMIT pv fast path.

1. Use 1slv to identify the current logical volume location and pro-
duce a physical disk map.

2. Use the migratepv -1 to move the logical volume to its new loca-
tion.

8.9.2 Moving volume groups

You can also move a volume group from one system to another using
the exportvg and importvg commands or from using SMIT vg fast
path.

1. Unmount all the file systems and deactivate any paging areas con-
tained in the volume group to be moved.

2. Export the volume group using exportvg.



124

System Configuration and Customization

3. Move the physical disks containing the volume group to the new
system.

4. Import the volume group on the new system using importvg. All
table references will be updated automatically.

5. Mount the file systems and active paging space on the new system.

8.9.3 Resizing file systems

Increasing the size of a file system, logical volume, or volume group
can be done on the fly with SMIT as described in the previous sections.
To decrease the size of a file system requires doing things the old-fash-
ioned way: back up the file system, recreate it, and restore the backup.
It gets even trickier if you are resizing one of the operating system file
systems, like /usr. Let’s use /usr as an example since it’s a worst-
case scenario. The procedure is also a bit different on AIX 3.1.

Before you begin, if you will be using tape as a backup device, make
sure that the block size is set to 512.

# chdev -1 rmt0 -a block =512 -T

AIX 3.1
1. Back up old /usr.

# find /usr -print | backup -ivf /dev/rmt0

2. Shutdown to maintenance mode.

# shutdown -Fm
# export LANG=C

3. Remove the old /usr file system.

# umount /usr
# rmfs /usr

4. Create new /usr file system. The new <size> is specified in logical
partition units.

# mklv -yhd2 -a’e’ rootvg <size>
# crfs -vjfs -dhd2 -m’/usr’ -Ayes -p’'rw’
# /etc/mount /usr

5. Restore the /usr backup.

# restore -xvf/dev/rmt0

AIX 3.2
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1. Export any non-rootvg volume groups. This makes for peace of
mind.

# exportvg <VGname>

2. Invoke mkszfile to create a .fs.size table of the current file
system attributes.

# mkszfile

3. Edit the .fs.size and set the new size for /usr. Remove any
non-rootvg file systems if any are present in the file.

Example: rootvg 4 hd2 /usr 10 40 jfs

The number 10 is the number of logical partitions and the num-
ber 40 is the size in megabytes. MAKE CERTAIN YOU LEAVE
ENOUGH SPACE TO RESTORE THE /usr CONTENTS.

4. Create a rootvg backup using mksysb.

# mksysb /dev/rmt0

5. Reboot the system from the maintenance diskettes. After the ATX
3.2 Installation and Maintenance menu is displayed, select
2 “Install a system that was created with the SMIT Backup the
System” function or the mksysb command. Follow the instructions
for selecting the restore device.

6. Reboot the system after the restore is complete and import the
non-rootvg file systems that were exported in step 1.

# importvg <VGname>

8.10 Troubleshooting

Troubleshooting disk hardware, LVM, and file system problems usu-
ally require intimate knowledge of the event history leading to the
problem. For hardware problems:

Check cabling

Check SCSI terminator

Check SCSI ID jumpers or switch settings

Run diagnostics from the diagnostic diskettes or using diag

AIX V3.1 and, to some degree, AIX V3.2 had problems with SCSI
disks that auto-spinup when powered on. AIX likes to request spinup

as part of identifying the device. Disable the hardware auto-spinup if
available.
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For LVM related problems, try resynchronizing the ODM and con-
figuration table entries by exporting the problem volume group fol-
lowed by an import. You can narrow down the problem area by using
1slv to display logical volume attributes and maps.

If a file system has become corrupted, take the file system off-line
and run the £sck command. fsck will walk the file system struc-
tures and identify problem entries or chains. In.an emergency situa-
tion (no backups), you can use the file system debugger to modify
super block and inode entries. Do not try this one unless you are very
familiar with these structures.

Occasionally a volume-group-related ODM update may abort, leav-
ing the volume group locked. To unlock a volume group, issue a
getlvodm, putlvodm sequence using the volume group name as an
argument.

# putlvodm -K ‘getlvodm -v rootvg"® Unlock rootvg

8.11 InfoExplorer Keywords

8.12 Qwikinfo

diag chpv /etc/vis fuser
cfgmgr exportvg gnodes df
mkdev importvg vnodes mkps
PVID rootvg inode rmps
VGID mklvcopy /etc/filesystem chps
lspv mklv JFS /etc/swapspaces
mkvg mirgratepv fsck swapon
extendvg getlvodm crfs lsps
lsvg putlvodm rmfs slibclean
varyonvg istat mount mkszfile
varyoffvg find umount mksysb
Disk

Hardware

External SCSI drives may be added while the system is on-line.

cfgmgr Configure disks added after IPL

diag Diagnostic, certify, and format routines. May also be invoked from diag
diskettes.
Volume groups:

Before a disk may be used, it must have a PVID and be a member
of a volume group.



mkdev -1 <hdisk?> -a -pv =yes

mkvg -f -y <VGname> <hdisk? hdisk?>
1svg

extendvg -f <VGname> <hdisk>
varyonvg/varyoffvg <VGname>

importvg/exportvg <VGname> <hdisk?>

Disks and Fiie Systems

Create a PVID
Create a VG

List VG

Add toa VG

VG on-line/off-line
Import/export VG
Export a VG
Unlock a VG

127

File systems may be quickly created from an existing VG by

exportvg <VGname>
putlvodm -K ‘getlvodm -v <VGname>'
Journaled file system:

invoking SMIT crjfs.
smit crjfs Create JFS
/etc/filesystems File system attributes
mount, umount Mount/unmount file sys
fuser, lsof Locate open files

Logical volumes:

Custom file systems may require that a logical volume first be
created using SMIT mk1v. The file system may then be created in the

new logical volume.

smit mklv Create LV

1slv List LV

Paging space:

smit mkps Create page space
lsps -a List page space

swapon -a Activeall page space
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Terminals and Modems

9.1 Terminal Types

We've come a long way from the days when the term “T'TY” referred
to a real teletype device. I remember the satisfaction of finally leaving
the card punches behind and getting access to the teletype lab in my
undergraduate days. TTY is now loosely used to describe everything
from serial cathode ray terminals (CRT) to software-driven pseudo-
TTY (PTY) devices. The attributes and configuration options associat-
ed with these devices quite often overlap. In many cases, the termi-
nology used to describe these attributes are holdovers from the tele-
type days. Add to this mix vendor enhancements and you end up with
what can be a fairly confusing configuration and management task.

9.2 Serial TTY Support

9.2.1 Cabling

One might think that a well-seasoned specification like RS-232D
wouldn'’t still be causing so much grief. I know that a good deal of my
gray hair has come from sweating over a soldering iron and a break-
out box in the wee hours of the morning, trying to get those old TTY
and modem connections up and running on the new box in town.

First comes cabling. Common RS-232C interfaces use DB25 or DB9
male and female connectors. Signal direction and the wiring configu-
ration at each end of the cable depend on whether you are connecting
to a data terminal equipment (DTE) or data communication equip-
ment (DCE) device. DTE devices are usually workstations or termi-
nals. DCE devices are most often modems (modulator/demodulator)
devices used for dial-up service. Only a subset of the EIA-CCITT defi-
nition signals are used in most instances (see Table 9.1).
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TABLE 9.1 EIA CCITT Interface Signals

DB25 DB9 Abbrev Name Direction
1 FG Frame ground
2 3 TxD Transmit data DTE-DCE
3 2 RxD Receive data DTE«DCE
4 7 RTS Request to send DTE-DCE
5 8 CTS Clear to send DTE«DCE
6 6 DSR Data set ready DTE«DCE
7 5 SG Signal ground
8 1 DCD Data carrier detect DTE«DCE
20 4 DTR Data terminal ready DTE-DCE
22 9 RI Ring indicator DTE«DCE

Positive voltage = 0, Space
Negative voltage = 1, Mark

If you want to do things strictly by the gospel according to IBM, you
can order the following cables, and save yourself a bit of work with
the solder gun. The native S1 and S2 ports on the back of vintage
RS/6000 system units feature a 10-pin modu interface similar to the
IBM RT/PC (see Fig. 9.1).

9.2.2 Modem/DCE wiring

TxD
DTR
RTS
RI
N/A
RxD
DSR
CTS
DCD
SG

© O N O O A~ O DN =

pry
o

| 1111

Al
Apm—y

]

AIX assumes a DCE (modem) interface by default. These interfaces
require a 10-pin modu to DB25 adapter, PN#59F3740. You can then
attach async cable PN#6323741 feature code 2936 or any standard
DB25 connector. Newer RS/6000s provide standard DB25 interfaces.
This is all you need if you are going to plug in a DCE device—for
example, a modem (see Fig. 9.2).

Modem connections have to see DCD. If carrier is lost on the line,
they must hang up the connection. There are many horror stories of
modems not hanging up the line on a long distance call, resulting in
phone bills larger than the national debt.

2 TxD

20 DTR

4 RTS

22 Rl ]

10 987 6

3 RO M
6 DSR

5 CTS

8 DCD

7 SG

Figure 9.1 Ten pin modu to DB25 pin-out.
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! e 1 FG

2 —m 2 TxD

3 < > 3 RxD

4 > 4 RTS

5 o > 5 CTS

6 < > 6 DSR

7 — 7 SG

8 ———p 8 DCD  Figure9.2 DTE to DCE pin-out.

20 » 20 DTR

TTY/DTE wiring
A DTE device, like a TTY or printer, will require a null modem cable
or adapter. IBM calls this a terminal/printer interposer, PN#58F2861
feature code 2936. A null modem cable basically connects the trans-
mit line from one end of the connection to the receive line on the
other, and vice versa, to support DTE to DTE communication. You
may also need to wire hardware flow control lines as well.

Most terminals don’t use RTS/CTS handshake signals, although
this is not a hard and fast rule. There are some vendors that require
an RTS/CTS handshake to jump start connections before commencing
data flow. DSR and RI are only useful for modem connections. AIX
assumes a DCE port by default. This means the host will expect to
see DCD go high (+12v) before it will start sending data. For a termi-
nal connection, the DTE-to-DTE pin-out configuration in Fig. 9.3 will
satisfy the DCE DCD/DSR condition by raising these lines when the
terminal exerts DTR.

You can reduce the number of signal lines required by using soft
carrier. Soft carrier is a term referring to software pretending that
DCD is present. To use soft carrier, you can add clocal to the stty set-
tings defined for the port via SMIT. We will look at SMIT definitions
a little later. Using soft carrier, you should be able to run your termi-
nal with the wiring configuration shown in Fig. 9.4.

1 — ! FG
2 3 RxD
3 < 2 TxD
4 5 CTS
5 < 4 RTS
6 20 DTR
| 8 DCD
7 e— 7 SG Fig:re 9.3 DTE to DTE null
20 6 DSR modem pin-out.
s 1
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FG 1 < > ! FG

XD 2 > 3 RxD

RxD 3 2 TxD Figure 9.4 Four-wire TTY pin-out.
SG 7 — ! SG

For twisted pair wiring, use one pair for data send, and one pair
for data receive. The second wire in each pair should be connected to
ground. This will compensate for voltage spikes on the line. For a
safe connection, the shield should be connected to frame ground on
one end only. If your terminal type requires an RTS/CTS handshake
to jump start the connection, bridge the RTS/CTS together on the
device end. This configuration works very well with RJ11/RJ45 to
DB25/DB9 modular connectors. These modular connectors can then
be used with factory-terminated RJ11/RJ45 flat cables. This type of
connection will allow you to move things around quickly and easily
by unplugging the cable from the adapter without having to remove
adapter screws.

9.2.4 Serial cable length

How far can these cables be run? According to EIA-232D, cables
should not exceed a length of 200 ft, providing they do not exceed a
load of 2500 pF (picofarads). The lower the capacitance, the longer the
cable. The length is also somewhat dependent on baud rate. As stan-
dards tend to be on the conservative side, in practice you can run
cables much farther than 200 ft. I’ve run cables over 500 ft, but if
you’re nervous about playing fast and loose with standards, you can
use a short-haul modem or mux to boost the signals.

9.2.5 Port addressing

You may notice some ambiguity concerning port and adapter names.
The first planar serial port, marked “S1,” is referred to as location
“00-00-S1-00,” parent adapter “sa0,” and port number “s1.” The sec-
ond serial port labeled “S2” follows as location “00-00-S2-00,” parent
adapter “sal,” and port number “s2.”

TTY location addressing:

AABB.CC.DD
AA: Planar, drawer, or expansion and slot number
BB: Bus and slot number

CC: Adapter connector number
DD: Port number
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9.3 AIX TTY Definition

9.3.1 Line speed

Now that the device is cabled and connected to the system unit, define
the TTY device characteristics to the operating system. AIX TTY
device attributes are stored as ODM objects. The type of information is
similar to what you may be used to seeing in the BSD /etc/ttys,
/etc/ttytype, and /etc/gettytab files, or the SYSV /etc/init-
tab, /etc/gettydefs, and /etc/gettytab files. Like SYSV, AIX
sets the initial boot state of each TTY in /etc/inittab.

To define or modify TTY attributes, invoke SMIT or use the mkdev
command. Considering the number of parameters that must be
defined, it will be easier to use SMIT.

If you are adding or updating a large number of devices, add one
device via SMIT and then use the $SHOME/smit .script file as a boil-
erplate shell script for defining the remaining devices. Edit the
smit.script file and look for the mkdev line used to configure the
first device. Remove any old commands and text from previous SMIT
runs. Duplicate the mkdev line and update the address information
for each new device. Save the file and execute it to configure the
remaining devices. This approach is quite useful when configuring
terminal servers and concentrators. For best results, make sure the
device is powered up during configuration.

# smit maktty
# mkdev <options>

When updating an existing TTY port, use the SMIT fast path,
chgtty. The configuration menu contains the same parameter list as
maktty with the exception that the existing port number and location
are displayed.

# smit chgtty

The SMIT menu will display the list of TTY attributes which must be
customized for the device type. (See Fig. 9.5.)

You will need to supply the default line speed, data format, termi-
nal type, control characters, line discipline, and login state. SMIT fills
in the fields with default information which will assist you in deter-
mining the type and format of the data to be supplied.

Line speed is also called baud rate. This is the bits-per-second band-
width between devices across the wire. Setting this entry is usually
straightforward in cases where a single data rate is specified for the
device. It gets a little trickier when you want to support multiple data
rates for dial-in connections. Supporting multiple data rates is called
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Add a TTY

Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[TOP] [Entry Fields]
TTY type tty
TTY interface rs232
Description Asynchronous Terminal
Parent adapter sa0
PORT number [] +
Enable LOGIN disable +
BAUD rate [9600] +
PARITY [none] +
BITS per character [8] +
Number of STOP BITS [1] +
TIME before advancing to next port setting [0} +#
XON-XOFF handshaking yes +
TERMINAL type [dumb]
INTERRUPT character [~c]
QUIT character [~\]
ERASE character [~h]
KILL character [*u]
END OF FILE character [~d]
END OF LINE character [~e]
2nd END OF LINE character [~
DELAYED SUSPEND PROCESS character [*y]
SUSPEND PROCESS character [~2]
LITERAL NEXT character [~v]
START character [~q]
STOP character [*s]
WORD ERASE character [*w]
REPRINT LINE character [~r]
DISCARD character [*o]
INPUT map file [none] +
OUTPUT map file [none] +
CODESET map file [sbcs] +
STTY attributes for RUN TIME [hupcl, cread, brkint, icr>
STTY attributes for LOGIN [hupcl, cread, echoe, cs8, >
RUN shell activity manager no +
Optional LOGGER name 0]
STATE to be configured at boot time [availablel] +
[BOTTOM]
Fl = Help F2 = Refresh F3 = Cancel F4 =List
F5 = Undo F6 = Command F7 = Edit F8 = Image
F9 = Shell F10 = Exit Enter = Do

Figure 9.5 SMIT add a TTY panel.

autobaud. Autobauding allows the port to cycle through a range of
baud rates on a time slice basis or when control break is received on
the line. Each data rate is tried until the line speed matches that of
the connecting device.

To get autobauding working on the RISC System 6000, enter the
desired baud rates separated by commas into the BAUD rate field.
Note that they can be entered in any order. Set the TIME before
advancing to next port setting to the number of seconds to
wait before cycling to the next baud rate in the list. If the user does
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not enter a login ID before the time slice expires, or sends a control
break (ESC), then the next baud rate in the list is tried. The system
will continue to cycle through the list until the list is exhausted or the
user successfully logs in. If the cycle time is set to “0,” manual control
breaks are required to cycle through the list.

BAUD rate [300,1200,2400,4800,9600]
TIME before advancing to next port setting [6]

When characters are sent across the wire, they are framed into
sequences of bits which enables the hardware and software to vali-
date the data. Each frame is constructed of the data bits followed by a
number of stop bits and parity. The most common selections are

PARITY [none] -or- [even]
BITS per character [8] [7]
Number of STOP BITS[1] [2]

There are also a number of compression and error-checking protocols
that may be used to send more data across the wire. These techniques
are handled by the hardware and do not require configuring into the
operating system.

9.3.3 Terminal type

If it is known that a particular terminal type will always be using the
port, you may define the terminal name in the TERMINAL type field.
The name used must match an entry in the SYSV terminfo and
optionally BSD termcap files. Each of these files defines the
attribute character strings which are used by AIX to initialize and
control terminal attributes.

For modem connections, you may not know the termmal types that
will be connecting to the system. I recommend selecting a terminal type
of dumb, in this instance. This notifies AIX to use very rudimentary ter-
minal control when the connection is established. Use the tset com-
mand in the .profile, .login, or shell . rc scripts to query the termi-
nal type after the user logs onto the system. tset can negotiate most of
the common terminal types connecting to your system. In the case that
it is baffled, it will prompt the user to enter the terminal type and may
also be configured to supply a default suggested type. After terminal
type negotiation is complete, 1ogin stores the type in the TERM environ-
ment variable for use by the various shells and commands.

The following example can be used in a .profile or .login script
to prompt the user for a terminal type and suggest a default of vt100
if nothing is entered.

tset -m ‘dumb:?vtl100’
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AIX interacts with your terminal type based on the characteristics
defined in the /usr/lib/terminfo files. Entries in the terminfo are
identified by file name descriptors for various vendor terminal
devices. Field attributes for a particular terminal type describe the
special character sequences used to initialize the terminal, highlight
or underline text on the screen, identify function keys, etc.

The terminfo definitions for each terminal type are stored in binary
form. Each terminal file is located in a subdirectory under
/usr/lib/terminfo based on the first character of the file name.

Terminfo binaries are compiled from source code definition files by
using the tic command. The terminfo source may also be extracted
from the binary file by using a public domain program like untic or
infocmp. Source code for the distribution terminal types is provided
in /usr/lib/terminfo. Source files are identified by a .ti suffix
in the file name.

Sample terminfo source:

vt102|vt100p|vt100p-nam|dec-vt100p|dec vt100p,
am, mir, xenl, xon, cols#80, lines#24, vt#3,
bel = ~G, blink = \E[5m$<2>, bold = \E[1m$<2>,
clear = \E[;H\E[20%$<50>, cr=\r, csr = \E[%1i%pl%d;%p2%dr,
cubl = \b, cudl =\n, cufl =\E[C,
cup = \E[%1i%pl%d; $p2%dH$<10>, cuul = \E[A, dchl = \E[P,
dll = \E[M, ed =\E[J$<50>, el = \E[K$<3>, home = \E[H, ht =\¢t,
i11 = \E[L, ind=\n, is2 =\E[1;24r\E[24;1H, kbs = \Db,
kcubl = \EOD, kcudl = \EOB, kcufl = \EOC, kcuul = \EOA,
kfl = \EOP, kf2 = \EOQ, kf3 = \EOR, kf4 = \EOS, rc=\ES8,
rev = \E[7m$<2>, rf = /usr/lib/tabset/vt100, ri = \EM,
rmir = \E[41, rmkx = \E[?11\E>, rmso = \E[m, rmul = \E[m,
rs2 = \E>\E[?31\E[?41\E[?51\E[?7h\E[?8h, sc = \E7,
sgr0 = \E[m$<2>, smir = \E[4h, smkx = \E[?1h\E=, smso = \E[7m,
smul = \E[4m,

AIX also supplies a rudimentary /etc/termcap file for use with
BSD applications. You can also convert termcap definitions into ter-
minfo source using the captoinfo program. The majority of the
termcap attribute identifiers map to terminfo identifiers; however,
there are some exceptions.

Sample termcap source:

vt102|vt100p|vt100p-nam|dec-vt100p|dec vt100p:\
:am:al = \E[L:bl = *G:bs:cd = 50\E[J:ce = 3\E[K:cl =50\E[;H\E[2J:\
:cm = 10\E[%1i%d;$dH:co#80:cr = “M:cs = \E[%1%d; %dr:dc = \E[P:\
:dl = \E[M:do="J:ei = \E[41:ho = \E[H:im = \E[4h:is = \E[1;24r\E[24;1H:\
:kl = \EOP:k2 = \EOQ:k3 = \EOR:k4 = \EOS:kb = “H:kd = \EOB:ke = \E[?11\E>: \
:k1 = \EOD:kr = \EOC:ks = \E[?1h\E = :ku = \EOA:le = ~“H:1i#24:\
:md = 2\E[1lm:mr = 2\E[7m:mb = 2\E[5m:me = 2\E[m:mi:\
:nd = \E[C:nl =~J:pt:rc =\E8:rf = /usr/lib/tabset/vt100:\
:rs = \E>\E[?31\E[?41\E[?51\E[?7h\E[?8h:\
:sc = \E7:se = \E[m:so = \E[7m:sr = \EM:ta = “"I:ue = \E[m:\
:up = \E[A:us = \E[4m:vt#3:xn:
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9.3.4 Control characters

The AIX TTY device drivers intercept a set of input control characters
defined by the termio interface which force execution of various ioctl
routines. These routines do things like start and stop screen display,
edit characters in the terminal input buffer, etc. You are probably
familiar with using CTRL-C to interrupt execution of a process,
CNTRL-Z to suspend a process, and CTRL-H to erase characters on
the command line. These are examples of the interaction of the termio
control characters and the device drivers. In most cases you will want
to take the default character set presented by SMIT. These characters
can always be overridden on an individual basis from the command
line or from login scripts using the stty command. The stty com-
mand allows you to tailor termio behavior for your session. stty will
be explained further in the following section on line discipline.

# stty -a Display current termio setting
# stty erase ~? Define ctrl-? as erase

9.3.5 Line discipline

9.3.6 Login state

You will need to define the default RUNTIME and LOGIN line disci-
pline options for each TTY port being configured. The LOGIN options
are those in effect when a connection is made and during login pro-
cessing. The RUNTIME options are those which control terminal I/O
processing after login is completed, unless overridden by stty in the
login scripts or from the command line. (See Table 9.2.) In most cases,
you can accept the defaults provided by SMIT.

AIX supports layering multiple line disciplines via a stack. POSIX
line discipline is used by default. BSD line discipline is also available
and may be set as default or added to the stack. There are some prob-
lematic BSD options like cbreak that don’t behave like you would
expect. Be advised that most of the AIX applications which control
TTY I/O expect POSIX.

# stty disp berk Set BSD line discipline
# stty disp posix Set POSIX line discipline
# stty add berk Add BSD line discipline to the stack

Like the control characters described here, the line discipline options
control how TTY I/O processing is handled. Options are set and
queried using the stty command.

The Enable LOGIN parameter indicates how connections are estab-
lished to the TTY port after system boot is completed. Use LOGIN
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TABLE 9.2 stty Attributes

Option Runtime/Login Description

hupcl R,L Hang up on close

cread R,L Enable receiver

brkint R Signal INTR on break

icrnl R Map CR to NL character

opost R Process output options

tab3 R Horizontal tab style

onlcr R Map NL to CRNL

isig R Check for INTR and QUIT characters
icanon R Canonical input with line editing

echo R Echo input characters

echoe RL Echo erase character

echok R Echo NL and KILL character

echoctl R Echo control characters

echoke R Echo KILL by erase

imaxbel R Echo bell on input full

iexten R Recognize other function data

cs8 L Character size 8 bits

ixon L START/STOP handshaking on output queue
ixoff L START/STOP handshaking on input queue

state to restrict the port to incoming, outgoing, or bidirectional data
traffic. This parameter is very important when setting up lines for
modem support. LOGIN state values include ENABLE, DISABLE,
SHARE, and DELAY.

ENABLE

DISABLE

SHARE

DELAY

Use for direct-attach TTY or dial-in-only modem support. AIX
starts a getty process for each enabled port. The getty process
locks the port for exclusive use. An incoming connection negoti-
ates line speed and raises DCD. Upon detecting DCD, getty
presents a login herald on the connection. The connecting sys-
tem may now log in to AIX.

Use for dial-out-only support. No getty process is started and
the port is available for dial-out applications like kermit,
ate, etc.

Use for bidirectional support. AIX starts a getty -u on the
port which does not lock the port until it sees the DCD signal go
high. The port may be locked and opened for use by other
processes. When DCD is present, but the port has been locked
and in use by another application, the getty process associated
with the port loops attempting to lock. If the port has not been
locked, getty will lock the port and present a login herald on the
line when DCD is asserted.

Similar to SHARE. A getty -r is started on the line. Rather
than relying on the DCD signal to indicate a connection
request, getty waits for a character on the input buffer before
locking the port and presenting the login herald. The port is
available to other processes when not locked for use by getty.
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The initial TTY state for each port is defined in /etc/inittab.
The inittab format is not what you may be familiar with in SYSV
UNIX, yet the information supplied is similar.

Sample /etc/inittab entry:

Format: Identifier:run level:Action:Command
ttyl:2:0ff:/etc/getty /dev/ttyl Disable TTY1 at multiuser
tty2:2:0on:/etc/getty /dev/tty2 Enable TTY2 at multiuser.

9.4 Modem Support

9.4.1 Signals

In the previous sections describing TTY configurations, options asso-
ciated with DCE devices have been discussed. However, modems
require special attention.

Most modems come from the factory with settings that assume connec-
tion to a personal computer. The idea is to either strap signals high or
ignore them altogether to make life easier for the novice PC user.
Unfortunately these settings can cause real grief to UNIX systems.

Dial-up connections will require that the modem be set for autoan-
swer. For Hayes series modems, autoanswer is enabled by setting the
S0 flag to value greater than zero. You will also need to set the TTY
port status to ENABLED, SHARED, or DELAY.

ATSO =3 Answer incoming calls on the third ring

If the port state is set to ENABLED or SHARED, the getty
process will present a login herald when DCD is raised, due to
modem carrier detection on the wire. The modem should also hang
up and drop DCD when remote carrier disappears. This interaction
requires that the modem DCD signal follows the presence of the
remote carrier.

AT&C1 DCD signal follows remote carrier

If DCD is strapped high on the modem and command echoing is
set, this configuration will cause a getty race condition when the port
is enabled. The getty process sees DCD, so it locks the port and
asserts the login herald. The modem echoes back the login herald
which is interpreted as an invalid login attempt; thus, getty
respawns and a new login herald is asserted. The modem echoes it
back. Get the picture? Make certain that DCD follows the carrier as
described, and if your applications don’t require command echoing,
disable it!

ATEQ Don’t echo modem command strings
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9.4.2 Problems

For you UNIX old-timers who still like to use tip, you will need to
have the modem always assert DCD. If you intend to use the line for
both dial-in and dial-out connections, send the AT&C0 command
string to the modem when you intend to use tip.

Modem response strings can also cause problems if they are not set
to local only. The RING status sent to the port when an incoming call
is detected will be echoed back to the modem. The modem thinks
that it has received a command, so it dutifully hangs up on the
incoming call.

ATQl Disable command response strings

You want the modem to enable auto-answer and be ready to accept
commands when the RS/6000 presents the DTR signal on open().
When DTR dropped on close(), the modem should hang up and reset
to accept new connections.

AT&D3 Hang up at DTR drop, reload default parameters

Making certain that DCD and DTR handshaking is working cor-
rectly will reduce the possibility of receiving a phone bill that rivals
the national debt.

In most cases, you will want to use hardware handshaking for
modem connections. For example, XON/XOFF flow control characters
will confuse UUCP checksumming. Unfortunately, AIX/6000 has been
notorious for dropping RTS/CTS hardware flow control settings at
each system boot. You can get around this problem by setting hard-
ware handshaking for each TTY port from the boot rc scripts. From
the command line, use the standard stty command.

$ stty add rts < /dev/ttyN

You might think you can just add this command to your boot .rc
scripts. You'll want to think again. The stty call may block and hang
your system! Example code in App. B provides a quick and dirty C
program that will set rts on the specified TTY device name without
blocking. You can get a version that will read a list of TTYs to set
from IBM Austin Support.

To debug or test TTY ports, connect the TTY device and enable the
port. You should see the login herald displayed on the screen. If the
login herald is not displayed, check the cable connections and wiring.
If you have a break-out box, add it to the cabling between the device
and RS/6000. These devices make it much easier to validate signal
connections.
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If the characters displayed are garbled, validate that the parity and
bit definitions for the TTY device are correct. Parity and bits per
character may also be a problem if the login herald is displayed but
input characters are not recognized.

For modem lines, you could try playing with ate or kermit, but
these applications require a whole level of configuration in themselves.
I recommend using the simpler cu program. Disable the line if it isn’t
already disabled. Add the following stanza to the /1ib/uucp/Devices
file for the serial port you are using. In the example, I'll assume
/dev/tty0, a Hayes modem, and a 2400 baud line speed.

Direct tty0 - Any direct
ACU tty0 - 2400 hayes \D

After adding the port to /1ib/uucp/Devices, you should be able
to connect to the modem using the cu command. Once connected, you
can begin sending commands to the modem.

# cu -1 /dev/tty0 -b2400

If you have problems, add the -d flag to the cu command to start a
diagnostic trace on the connection. If you can’t connect, then check
the cabling and signals with a break-out box. If characters are gar-
bled, check the line speed, parity, data, and stop bits.

9.5 High-Function Terminals

9.5.1 Keyboard

High-function terminal (HFT) devices are a different sort of beast
from the serial-attached TTY devices I have described thus far. AIX
treats an HFT as an ASCII pseudodevice or virtual terminal that con-
sists of a combination of display, keyboard, mouse, dials, lighted func-
tion keys, and sound devices. These device options provide a wider
array of capabilities which must be configured. Primarily these
include the keyboard/display map, national language/locale, display
fonts, display color palette, and speaker sound level. There are enough
option combinations that you will likely spend more time trying to
decide what you want than defining them to the system. Fortunately,
you can play with them while the system is on-line. Most of the initial
configuration will be done when AIX is installed on the computer.

You must define a keyboard map for the type of locally attached key-
board in use on the RS/6000. The keyboard map reflects the location
and function of each key on the keyboard. AIX supports three key-
board types: the 101-key keyboard, the 102-key keyboard, and the 106-
key keyboard. The keyboard map is a table that defines the ASCII
character string transmitted by each key. The keyboard map tables
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are located in the /usr/1ib/nls/loc directory. Entries in the key-
board map table are configurable as required by custom applications.
Source files for each keyboard map table are located in the
/usr/lib/nls/loc directory and are identified by the . src suffix.

To create or modify a keyboard map, edit the source file as required
and execute the genxlt command to compile the code set. See the
InfoExplorer document or man page for the genxlt command for a
description of the format of the code-set source files.

# genxlt < codeset.src > codset.new

Keyboard maps are associated with the locale in use. The locale
defines the language and code set in use (see Table 9.3). Multibyte
code sets are not supported for HFT devices. To display the keyboard
maps available, use the 1skbd command. Note that many of the com-
mands associated with HFT configuration must be entered from the
HFT primary device.

# lskbd

To switch to a new keyboard map, use the mkkbd -n command to
make the map available for use, followed by the swkbd -v.

# mkkbd -n codeset.name
# swkbd -v codeset.name

You can also use the setmaps command to set, display, and debug
terminal and code-set maps. AIX-supplied terminal maps are located
inthe /usr/1ib/nls/termap directory.

# setmaps Display current map and code set
# setmaps -t tty-map Set TTY map
# setmaps -s code-map Set code-set map

Depending on your typing speed, you may wish to change the
default keyboard delay and repetition rate. The default delay rate is
500 ms and the repetition rate is 11 characters/s. The delay rate can
be set to 250, 500, 750, and 1000 ms. Repetition rate spans from 2 to
30 characters/s. To alter the delay and repetition rates, use the chh-
wkbd command.

# chhwkbd -d <delay> -r <repetition>

You may also turn the keyboard key “click” on or off. I've never
understood why vendors enhance keyboard noise. Naturally, the
default state is keyboard click on. Use the chsound command to tog-
gle keyboard click.

chsound -g Silence is golden!



Terminals and Modems 143

TABLE 9.3 AIX Locale and Code Sets
Locale Language Code set
Da_DK Danish, Denmark IBM-850
da_DK Danish, Denmark 1S08859-1
De_CH German, Switzerland IBM-850
de_CH German, Switzerland 1S08859-1
De_DE German, Germany IBM-850
de_DE German, Germany 1S08859-1
el_GR Greek, Greece 1S08859-7
En_GB English, Great Britain IBM-850
en_GB English, Great Britain IS08859-1
En_US English, United States IBM-850
en_US English, United States IS08859-1
Es_ES Spanish, Spain IBM-850
es_ES Spanish, Spain 1S08859-1
Fi_FI Finnish, Finland IBM-850
fi_FI Finnish, Finland 1S08859-1
Fr_BE French, Belgium IBM-850
fr_BE French, Belgium 1S08859-1
Fr_CA French, Canada IBM-850
fr_ca French, Canada 1S08859-1
Fr_FR French, France IBM-850
fr_FR French, France 1S08859-1
Fr_CH French, Switzerland IBM-850
fr_CH French, Switzerland 1S08859-1
Is_1IS Icelandic, Iceland IBM-850
is_IS Icelandic, Iceland 1S08859-1
It_IT Italian, Italy IBM-850
it_IT Italian, Italy 1S08859-1
Ja_JpP Japanese, Japan IBM-932
ja_Jp Japanese, Japan IBM-eucJP
N1_BE Dutch, Belgium IBM-850
nl_BE Dutch, Belgium 1S08859-1
N1_NL Dutch, Netherlands IBM-850
nl_NL Dutch, Netherlands 1S08859-1
No_NO Norwegian, Norway IBM-850
no_NO Norwegian, Norway IS08859-1
Pt_PT Portuguese, Portugal IBM-850
pt_PT Portuguese, Portugal I1S08859-1
Sv_SE Swedish, Sweden IBM-850
sv_SE Swedish, Sweden 1S08859-1
tr_TR Turkish, Turkey IS08859-9
9.5.2 Display

The RS/6000 supports a number of natively attached displays and
graphics adapters. There are some common parameters that may be
tailored that span most of these devices. These include the display
fonts, color palette for color displays, and cursor shape. You will have
to refer to the installation instructions for configuration options spe-
cific to the device. I can’t keep up with IBM development fast enough
to list all the options here!
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9.5.3 Display fonts

Display fonts are as religious an issue as favorite editors and operating
systems. The available HFT fonts are located in /usr/lpp/fonts.
You can get a list of the available fonts using the 1sfont command.

# 1lsfont

You may define a default font palette which consists of up to eight
alternate font identifiers. Available font alternates are identified by a
number ranging from 0 through 8. To make a new font available, use
the mkfont -n command.

# mkfont -n fontname.path

To list all the font identifiers available in the current font palette, use
the chfont -1 command.

# chfont -1

You may switch between alternates by invoking chfont -a.

# chfont -a5 Switch display font to alternate number 5

You may also set the display fonts and font palette using SMIT.
# smit chfont
# smit chfontpl

9.5.4 Display palette

Color HFT devices will support a palette of 16 colors from which fore-
ground and background display colors may be selected. Select the color
map from SMIT. Each color is represented as an integer from 1 to 16.

# smit palettevalues

After selecting the palette colors, you may set the foreground (text)
and background color using SMIT.

# smit backforg

You may also select one of six cursor shapes for the display (see
Table 9.4).

# smit chcursor

9.5.5 Dials and lighted function keys

Dial and light programmable function (LPF) key pads are defined via
SMIT. A logical device name is associated with the parent adapter slot
and port number used by the device. Port values are either 1 or 2 for a
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TABLE 9.4 Cursor Options

0 - no cursor
1 - single underscore

2 - double underscore (default)
3 - lower half character cell
4 - midcharacter dash

5 - full character cell

graphics adapter, or s1 and s2 for the standard serial port. You may
also add a short text string that identifies the function of the device.

9.5.6 Speaker volume

To get a handle on the beeps and honks emanating from the RS/6000,
you need to set the speaker volume. Use the chsound command to set
the speaker volume level. Volume selections include off, low, medium,
and high.

# chsound -o Turn sound off

9.5.7 Virtual terminals

9.6 Console

As I mentioned, an HFT device is a virtual terminal interface. The
AIX operating system supports up to 16 virtual terminal interfaces per
physical display. Each virtual terminal supports all the attributes of
an individual physical display. Under AIX, each virtual terminal ses-
sion controls distinct shells allowing the user to have up to 16 separate
application sessions active at one time. The open command is used to
initiate each new virtual terminal session. The user switches between
the virtual terminal displays using the ALT RIGHT-CTRL keys.

# open shell-name

To limit the maximum number of virtual terminal sessions allowed,
use the chnumvt command.

# chnumvt 1-16

In most cases, the system console will either be the primary display
or tty0. You can redirect console output to another device or file using
the chcons and the swcons commands. The chcons command sets
the console path for the next system boot. The swcons command redi-
rects console output for the current session.

# chcons pathname Switch output on next boot
# swcons pathname Switch output now
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To check the current console path use 1scons.

# lscons

9.6.1 Console problems

If you are running a system without an attached console or sharing a
console between systems, make certain that you have the termio
option clocal defined for the device. This inhibits console output
from blocking if the device is not available. You will end up with mul-
tiple srcmstr daemons running if console output is blocked. This sit-
uation tends to confuse the srcmstr as the current state of any sub-
system it is controlling. Bad news!

In some instances, an HFT device can become hung or inhibit dis-
play output. If the HFT device is also the system console, this can be
a nuisance. In many cases, you can free a hung HFT by writing to
/dev/hft, directing an stty command sequence to the device, or
using the tput command. These techniques may also work with other
TTY devices.

Examples:

# echo “Open Sez-A-Me” > /dev/hft
# stty sane
# tput -Thft clear > /dev/hft

Note that it may take around one minute for these commands to take
effect.

9.7 Pseudo-TTY Devices

It’s difficult to decide where to talk about pseudo-TTY (PTY) devices.
You will see texts discuss PTYs in relation to TCP/IP and X11 appli-
cations. I thought it best to discuss them along with other TTY
devices, in that they exhibit many of the same characteristics.

A PTY device is represented by a pair of character device drivers in
a master/slave pair that implements a pseudo-TTY connection. The
master/slave pair may be operating on different systems in a network
or on the same computer. The master, /dev/pty side of the connec-
tion sends and receives data like a user at a real TTY. The slave,
/dev/tty side of the connection provides the standard terminal
interface to applications such as login shells.

AIX implements two PTY interfaces. The default PTY type is
opened as /dev/ptc. The operating system allocates both the mas-
ter PTY and slave TTY devices, which eliminates the need for the
application program to test both sides of a PTY connection to deter-
mine if it is in use. The number of standard AIX PTYs is limited
only by the file table size (see App. B for sample C code to allocate
PTY pair).
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Change/Show Characteristics of the PTY

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

Number of BSD STYLE symbolic links [64] +#
STATE to be configured at boot time [available] +
F1l = Help F2 = Refresh F3 = Cancel F4 =List

F5 = Undo F6 = Command F7 = E4dit F8 = Image

Figure 9.6 SMIT change TTY panel.
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AIX also supports BSD-style PTYs for use with traditional BSD
applications. This implementation consists of both master
/dev/pty[p0-sf] and slave /dev/tty[p0-sf] special files. You
can create up to 64 BSD PTYs via SMIT (see Fig. 9.6). You may also
create additional BSD PTYs manually, using chdev.

# smit chgpty
# chdev -1 pty0 -a “num= 64"

9.8 DOS TTY Definition

Since many of us are running DOS applications under pcsim on AIX,
I thought it would be useful to mention a few configuration options
and files involved in supporting modems and TTYs with pcsim. To
use pesim with TTYs via direct connection or dial-in, make sure your
terminal key map is defined in the /usr/lpp/pcsim/tty directory.
You can take a look at the default key maps supplied by IBM to get a
feel for what you need. If you are looking at purchasing TTYs for use
with pesim, check to see if they support PC scan code. This allows a
TTY to emulate the 25-line monochrome PC screen, and, in many
cases, to support AT or PS/2 keyboards. This makes life much easier
for users unfamiliar with using key maps. You also need to initialize
pesim for serial ports at boot time.

/etc/tty/ttyconf -1 pcsim

See the 1pp.README file in /usr/lpp/pcsim for a description of ser-
ial port setup. Finally, to use a serial port as a COM port from pcsim,
use the following command when you start a pcsim session. Note
that, in this example, /dev/tty0 is the defined serial port.

pcsim -coml /dev/tty0

This information should alleviate some of the frustration involved in
getting a TTY or modem connection running on your AIX workstation.
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At least you’ll be able to keep all your hair and keep your family hap-
pier about your working hours. If nothing else, I wanted to present
enough basic information to get you pointed in the right direction. For
more information, go ahead and plow through the InfoExplorer docu-
mentation. I would also recommend UNIX System Administration
Handbook, by Evi Nemeth, Garth Snyder, and Scott Seebass (Prentice
Hall). If you have an IBMLink connection, there are a number of good
“HOWTO” memos covering TTY and modem topics an all the AIX plat-

forms. Good luck!

9.9 InfoExplorer Keywords

9.10 Qwikinfo

mkdev captoinfo 1skbd chnumvt
maktty stty swkbd chcons
chgtty getty setmaps swcons
terminfo /etc/inittab chhwkbd srcmstr
Otermcap tip chsound hft
tset ate mkfont tput
TERM cu lsfont pty
tic uucp chfont ttyconf
untic genxlt open pcsim
infocmp

TTY
Serial port settings:
smit maktty Create TTY port
smit chgtty Modify TTY port
cu -1 /dev/tty0 -b2400 Test modem port
Line states set by /etc/inittab entry:

ENABLE getty running on port and login herald presented.

DISABLE No getty running on port. Dedicated dial-out.

SHARE getty -u running on port with no lock. Wait for DCD high,

then lock and present login herald.
DELAY getty -r running on port. Wait for characters on input buffer

before presenting login herald.
Defining terminal type and attributes:

/usr/lib/terminfo SYSV TTY database
tic, untic, infocmp Manage terminfo src



tset -m ‘dumb:?vt100’
/etc/termcap
captoinfo

ttyconf -1 pcsim

Line discipline:

Terminals and Modems 149

Query TTY type
BSD TTY database
termcap to terminfo src

# stty -a Display port attributes
# stty disp <berk|posix> BSD or POSIX line display

HFT devices:
chsound -gq Disable keyboard click
chhwkbd -d <delay> -r <repetition> Set keyboard rate
setmaps Display/set keyboard map and code set
smit chfont Display/set font set
tput -Thft clear > /dev/hft Unlock hung HFT
lscons, chcons, swcons Console path
Virtual terminals:
open <shell-name> Start virtual terminal
chnumvt <1-16> Set # virtual terminals

PTY devices:
/dev/ptc Autoallocate PTYs

smit chgpty Set number BSD PTYs

PCSIM:

ttyconf -1 pcsim
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10

Printers

10.1 Printing Overview

The AIX printing subsystem provides a rich set of commands and con-
figuration options that goes far beyond the printing facilities offered
by many other UNIX implementations. If you are familiar with the
traditional BSD or SYSV printing environments, you will find that the
AIX printing subsystem is not only interoperable with these environ-
ments, but it also involves some significant differences. The printing
subsystem in AIX comprises approximately forty commands designed
to meet the demands of the distributed printing technologies found in
most networked work groups. Many of these commands are provided
to support compatibility at the user interface level with BSD, SYSV,
and older versions of AIX. Before we can delve into the details of this
command set, it will be helpful to understand how AIX manages the
print queuing system from a high-level functional viewpoint.

The AIX printing subsystem is made up of the following logical and
physical components:

Print device Device driver and hardware interface

Queue device Holding area for files waiting to be printed on the associ-
ated print device

Queue Holding area for files waiting for delivery to another

queue or queue device

Virtual printer Logical abstraction of queue and device based on data-
stream format

The normal life cycle of a file in the AIX printing subsystem begins
when a user or application submits the file for printing with a speci-
fied queue name. When the file’s priority in the queue brings it to the
top of the list of waiting jobs, the qdaemon determines the next step
in processing based on queue definition stanzas in the /etc/gcon-
fig file. The device and backend entries in the queue stanza may
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indicate that this is a virtual printer and the file is to be filtered and
passed to a queue device. If these stanza entries indicate that thisis a
queue device, then the file is directed to the device driver of an avail-
able local print device. (Refer to Fig. 10.1.) The stanza may indicate
that this is a remote queue and the file is to be routed over the net-
work to a remote 1pd daemon for further handling.

It is the system administrator’s responsibility to tailor the stanzas
in /etc/gconfig to apply the appropriate filtering and routing to
jobs in the queuing subsystem to ensure that they arrive at their des-
tinations with the appropriate attributes for printing. This must be
done in a way that hides the complexities of the underlying process-
ing and interfaces from the end users.

/etc/qconfig stanza

1p:

discipline = fcfs

up = TRUE

device = dlp0

dlp0:

file = /dev/1p0

header = never

trailer = never

access = write

backend = /usr/lib/lpd/piobe

The following sections will cover the steps required to configure
print devices, queue devices, local and remote queues, and virtual
printers. Although these procedures will involve tailoring the