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Application development
and system debug

This chapter contains the major AIX Version 6.1 enhancements that are part of
the application development and system debug category, including:

» 1.1, “Transport independent RPC library” on page 2
» 1.2, “AlX tracing facilities review” on page 3

» 1.3, “POSIX threads tracing” on page 5

» 1.4, “ProbeVue” on page 21
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1.1 Transport independent RPC library

2

The Open Network Computing Plus (ONC+™) distributed computing
environment consists of a family of technologies, services, and tools, including
the transport-independent remote procedure call (TI-RPC) API library that
provides a distributed application development environment by isolating
applications from any specific transport feature. The TI-RPC implementation
supports threaded applications and utilizes streams as an interface to the
network layer.

Previous AIX releases internally use a comprehensive subset of the TI-RPC API
to provide base operating system features, namely the Network File System
(NFS) services. In that context, but not limited to it, the AlX operating system also
facilitates the RPCSEC_GSS security version of the General Security Services
(GSS) API to enable advanced security services. For example, the
RPCSEC_GSS routines are used by the AIX Network Data Administration
Facility (NDAF).

AIX V6.1 now formally supports the AIX base operating system related subset of
the TI-RPC routines as ported from the ONC+ 2.2 source distribution. The code
is exported by the network services library (libnsl.a), which is installed by default
on any AIX V6.1 system through the bos.net.tcp.client fileset. Additionally, the
RPCSEC-GSS security services interface routines are now formally supported
and documented in the AIX V6.1 product documentation.

TI-RPC APIs are classified into different levels. These levels provide different
degrees of control balanced with different amounts of interface code to
implement, in order of increasing control and complexity. The top level
classification defines two distinct routine classes:

» Simplified interface routines
» Standard interface routines

The simplified interface routines specify the type of transport to use. Applications
using this level do not have to explicitly create handles.

The standard interface routines give a programmer much greater control over
communication parameters such as the transport being used, how long to wait
before responding to errors and retransmitting requests, and so on.
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The standard interface routines are further classified as follows:

Top-level routines

These APIs allow the application to specify the
type of transport.

Intermediate-level routines These APIs are similar to the top-level APls, but

Expert-level routines

the user applications select the transport specific
information using network selection APlIs.

These APIs allow the application to select which
transport to use. These APls are similar to the
intermediate-level APIs with an additional control
that is provided by using the name-to-address
translation APls.

Bottom-level routines The bottom level contains routines used for full

Other routines

control of transport options.

These APlIs allow the various applications to work
in coordination with the simplified, top-level,
intermediate-level, and expert-level APIs.

The AIX V6.1 TI-RPC interface routines listed by classification level are
documented in the “Transport Independent Remote Procedure Call” section of
Chapter 8, “Remote Procedure Calls”, in AIX Version 6.1 Communication
Programming Concepts, SC23-5258.

1.2 AIX tracing facilities review

AlIX Version 6 has several tracing facilities available:

AIX system trace

This is the main trace facility on AIX. It supports tracing of
both applications and the kernel.

The AIX system trace facility is designed for tracing inside
the kernel and kernel extensions. However, it also
supports user-defined tracing in application code. It is
based on compiled-in static trace hooks and is only
enabled when needed. By default, all trace hooks are
enabled when tracing is turned on. However, there are
options to enable only a set of trace hooks or to disable
some specific trace hooks. Both user and kernel tracing
share the same system buffers. So, the application-level
trace data is copied to the system buffer.
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Light weight memory trace

Truss

Light weight memory trace (LMT) traces only key AIX
kernel events and is not available in user mode. LMT is
also based on compiled-in static trace hooks. It is enabled
by default, but it uses a light weight mechanism to record
trace data, so the performance impacts are minimal. The
trace data is sent to per-CPU buffers and stays in memory
until overwritten. There are commands to extract the
traced data, and it is displayed using the same tools as
AIX system trace. Alternatively, it can also be displayed
with the kdb command or extracted from a system dump.

Truss is a tracing mechanism that allows tracing of all
system calls and optionally all library calls executed by a
specific process. So, traced events are limited to system
subroutines calls. Trace output consists of the parameters
passed into and the values returned from each system
(and library) call. This is directly sent to the standard error
of that process. There is no mechanism to save the trace
data and there are no system-wide buffers.

Component trace facility

POSIX trace

Component trace (CT) is a new tracing facility that
became available in AlIX starting with AIX V5.3 TLO6. The
component tracing facility can be used as an additional
filter on AlIX system trace. It can also be used to provide
exclusive in-memory tracing, directed to use either
system-wide LMT buffers, or component-specific buffers
to save the trace data. Its primary purpose, similar to LMT,
is for collecting First Failure Data Capture data for
debugging purposes.

AlX Version 6 implements the POSIX trace system that
support tracing of user applications. The POSIX tracing
facilities allow a process to select a set of trace event
types to activate a trace stream of the selected trace
events as they occur in the flow of execution and to
retrieve the recorded trace events. Similar to system
trace, POSIX trace is also dependent upon
precompiled-in trace hooks in the application being
instrumented.
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1.3 POSIX threads tracing

The Portable Operating System Interface (POSIX) is a registered trademark of
the Institute of Electrical and Electronics Engineers (IEEE). POSIX is
simultaneously an IEEE standard, an ISO/IEC Standard, and an Open Group
Technical standard.

All standards are subject to revision. For the most accurate information about this
standard, visit the following Web site:
http://www.opengroup.org/onlinepubs/009695399/mindex.html

POSIX defines a standard operating system interface and environment and it is
also referenced as IEEE Std 1003.1-2001 that has been approved by the Open

Group under the name of "Single UNIX" Specification (version 3)". POSIX is
drawn from the base documents:

» The IEEE Std 1003.1-1996 (POSIX-1), incorporating IEEE standards
1003.1-1990, 1003.1b-1993, 1003.1¢c-1995, and 1003.1i-1995

» The following amendments to the POSIX.1-1990 standard:
IEEE P1003.1, a draft standard (additional system services)
IEEE Std 10031d.1999 (additional Real-time extensions)
IEEE Std 10031g.2000 (Protocol Independent Interface (PIl))
IEEE Std 10031j.2000 (advanced Real-time Extensions)
IEEE Std 10031q.2000 (Tracing)

» The IEEE Std 1003.2-1992 (POSIX-2), incorporating IEEE standards
1003.2a-1992

» The following amendment to the POSIX-2:1993 standard:
— |EEE P1003.2b draft standard (additional utilities)
— |EEE Std 1003.2d.1994 (batch environment)

» The Open Group Technical Standard, February 1997, the Base Specification
(XBD5, XCU5 and XSH5 sections)

» The Open Group Technical Standard, January 2000, Networking Services
(section XNS5.2)

» The ISO/IEC 9899:1999, Programming Languages - C

AlX Version 6 implements the Tracing Option Group, which is an optional
function, defined within IEEE Std 1003.1-2001.

T UNIXis a registered trademark of The Open Group.
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1.3.1 POSIX tracing overview

6

This section provides an overview of the POSIX tracing facilities as implemented
within AIX in the newly POSIX trace library (libposixtrace.a).

The main purposes of tracing are:

» Application debugging during the development stage if the source code is
pre-instrumented

» Fault analysis to discover a problem afterwards based on flight recorded data
» A performance measurement tool to check code efficiency

The POSIX trace model is based on two main data types:

Trace event The execution flow of the traced process generates
information relative to the program step or action being
executed. This program step or action is named a trace
point, and the traced information a trace event. The
recorded trace event is contained in the
posix_trace_event_info structure, defined in the
i/usr/include/trace.h include file.

Trace stream The collection of traced information must be kept, in order
to be analyzed, in a place named a trace stream that is
created for this traced process. It is not mandatory that
the traced process creates its associated trace stream. A
trace stream identifier is returned by the trace stream
creation routines and is valid only for the process that
made the creation subroutine call. The trace stream
identifier (trid) is a trace_id_t type defined in the
/usr/include/sys/types.h include file. When an offline
analysis is required, a trace log can be associated with
the trace stream.

The POSIX tracing operation relies on three logically different entities:

Traced process The process for which trace events are recorded is named
the traced process. It is the instrumented code.

Controller process The controller process controls the recording of the trace
events into the trace stream. Thus, the controller is in
charge to initialize and create the stream, start and stop
the tracing, manage the mapping between trace streams
and traced processes, and to shut the trace stream down.

Analyzer process The analyzer process retrieves the traced events either at
runtime from the trace stream, or at the end of execution
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as an analysis from a trace pre-recorded stream whose
content has been obtained reloading the trace stream log.

Figure 1-1 shows the POSIX trace system overview for online analysis.

POSIX trace online analysis

Traced stream (trid)

/——- posix_fraca_swent_infa structure

Posix recorded event 1{

Traced process

Posix recorded event 2

getevent()
Analyzer process

Creste stream -»

trid Shutdowwn

stream

Trace_id_f structufe Controller process

Figure 1-1 POSIX trace system overview: online analysis

Figure 1-2 shows the POSIX trace system overview for offline analysis.

POSIX trace offline analysis

Traced stream (trid)

¥

Posiz recorded evens 1

Trace stream log

flush()

Traced process

Posix recorded ewent 1

Fosiz tecorded svent £
Posix recorded event 2

Pre-recorded
Traced stream

getevent()

Create stream ->

i Shutdown

stream

Controller process

Analyzer process

Figure 1-2 POSIX trace system overview: offline analysis
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1.3.2 Trace event definition

8

Each event is identified by a trace name and a trace event identifier (an internal
reference), defined as the trace_event_id_t type in the /usr/include/sys/types.h
header file. It has also an associated name returned by the subroutine
posix_trace_eventid_get_name().

The event name length in number of characters must be less than
TRACE_EVENT_NAME_MAX (defined in the /usr/include/sys/types.h header
file).

Trace events belong to two classes, namely:
User trace events  Defined and generated by the traced process.
System trace events Defined and generated by the operating system.

User trace events

Each traced process has to define the mapping of the trace event names to trace
event identifiers, achieved by calling the posix_trace_eventid_open() subroutine.
This subroutine returns a unique trace event identifier to be used on the trace
stream. Therefore, the mapping between user event types and user event names
are private to the instrumented code and they last only during execution time.

The instrumented code uses this user trace identifier to set a traced point calling
the posix_trace_event() subroutine. The execution of a traced point generates a
trace event if the trace stream is created, started, and if this traced event
identifier is not ignored by filtering (see “Trace stream filtering” on page 11).

Table 1-1 lists the subroutines to define a user trace event and to implement a
trace point by an instrumented code.

Table 1-1 User trace event routines used by the instrumented code

Purpose Subroutine name

Trace subroutine for instrumenting posix_trace_eventid_open()
application code

Trace subroutines for implementing a posix_trace_event()

trace point

A predefined user trace event exists if the limit of per-process user trace event
names (TRACE_USER_EVENT_MAX constant) has been reached. Then this
user trace event is returned, indicating that the instrumented application is
registering more events than allowed.
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Note: By default, the instrumented code can define a number of user trace
events up to the value of _POSIX_TRACE_USER_EVENT_MAX, constant
defined in the file /usr/include/sys/limits.h.

If the limit of the per-process user trace event defined in
TRACE_USER_EVENT_MAX (/usr/include/sys/limits.h) has been reached,
the POSIX_TRACE_UNNAMED_USEREVENT (/usr/include/trace.h) trace
event identifier is returned, indicating that no more event mapping is available
for the instrumented application.

Table 1-2 provides the predefined user trace event, defined in the
/usr/include/trace.h include file.

Table 1-2 Predefined user trace event

Event ID-Constant Event name

POSIX_TRACE_UNNAMED_USEREVENT posix_trace_unnamed_userevent

The following program abstract demonstrates two user trace events names
(EV001: snow call and EV002: white call) mapped with two trace event type
identifiers to trace snow and white subroutine calls. Trace points use the user
trace event data to differentiate the different calls done to the same subroutine:

#include /usr/include/sys/types.h
#include /usr/include/trace.h
{
int ret;
trace_event_id_t eventidl, eventid2;
char * data_ptr;
size_t data_len;
. lines omitted for clarity
/* Definition of user trace events */
ret=posix_trace_eventid_open("EV001: snow call",&eventidl);
ret=posix_trace_eventid_open("EV002: white call",&eventid2);
. lines omitted for clarity
/* Trace point EV001l: snow call */
data_ptr=“waking up”;
data_len=strlen(data_ptr);
ret=posix_trace_event(eventidl,data_ptr,data_len);
ret=snow(1);
. lines omitted for clarity
/* Trace point EV002: white call*/
data_ptr=“laundry white”;
data_len=strlen(data_ptr);
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ret=posix_trace_event(eventid2,data_ptr,data_len);
ret=white(3);
. lines omitted for clarity
/* Trace point EV001l: snow call */
data_ptr=“sleeping well”;
data_len=strlen(data_ptr);
ret=posix_trace_event(eventidl,data_ptr,data_len);
ret=snow(0);
. lines omitted for clarity
return 0;

}

System trace events
The system trace events include a small set of events to correctly interpret the
trace event information present in the stream.

Table 1-3 provides the names of defined system trace events.

Table 1-3 System trace events names

Event ID-Constant Event name
POSIX_TRACE_ERROR posix_trace_error
POSIX_TRACE_START posix_trace_start
POSIX_TRACE_STOP posix_trace_stop
POSIX_TRACE_FILTER posix_trace_filter
POSIX_TRACE_OVERFLOW posix_trace_overflow
POSIX_RESUME posix_trace_resume
POSIX_TRACE_FLUSH_START posix_trace_flush_start
POSIX_TRACE_FLUSH_STOP posix_trace_flush_stop

Note: All system trace events identifiers are defined in the /usr/include/trace.h
include file.

Trace event sets

The events can be gathered in a set. A set allows you to define which events may
be ignored during tracing.

The event set is a trace_event_set_t object. This object must be initialized either
by the posix_trace_eventset_empty() or posix_trace_eventset_fill() subroutine.
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This event set, as an object, can be only manipulated by specific routines, as

described in Table 1-4.

Table 1-4 Trace event sets routines used by instrumented code

Purpose

Subroutine name

Add a trace event type in a trace event
type set.

posix_trace_eventset_add()

Delete a trace event type from a trace
event type set.

posix_trace_eventset_del()

Empty a trace event type set.

posix_trace_eventset_empty()

Fill in a trace event type set.

posix_trace_eventset_fill()

Test if the trace event type is included in
the trace event type set.

posix_trace_eventset_ismember()

There are predefined sets of system trace events, as described in Table 1-5.

Table 1-5 Predefined system trace event sets

Event Set ID

Description

POSIX_TRACE_WOPID_EVENTS

It includes all process independent trace
event types.

POSIX_TRACE_SYSTEM_EVENTS

It includes all system trace events, but no
AIX kernel events can be traced. It is
limited to the available POSIX system
trace events.

POSIX_TRACE_ALL_EVENTS

It includes all trace events: user and
system.

Trace stream filtering

Traced events may be filtered. Filtering a trace event means to filter out (ignore)
this selected trace event. Each traced stream is created without filtering any

event type: all events are traced.

Note: By default, no trace events are filtered.

Filtering non-relevant information maintains the performance of the tracing
subsystem. It prevents the tracing subsystem from processing a large number of
events while the trace collection is generated or while the trace is analyzed.
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The filtered events are gathered in a set of events (see “Trace event sets” on
page 10). The set of events to be filtered out is attached to a stream: it has to be
defined after the creation of the stream, but the stream may be either started or
not.

With the posix_trace_set_filter() subroutine, the filtering set can be changed
accordingly to the following values of the how parameter:

POSIX_TRACE_SET_EVENTSET
The set of trace event types to be filtered is the trace
event type set that the sef parameter points to.

POSIX_TRACE_ADD_EVENTSET
The set of trace event types to be filtered is the union of
the current set and the trace event type set that the set
parameter points to.

POSIX_TRACE_SUB_EVENTSET
The set of trace event types to be filtered is the current
trace event type set less each element of the specified
set.

The system trace event POSIX_TRACE_FILTER indicates that the trace event
filter set has changed while the trace stream was running. The trace event filter is
managed by the controller process.

Table 1-6 lists the subroutines used to manage the filter set on the trace stream.

Table 1-6 Filter management routines on trace stream

Purpose Subroutine name
Retrieves the filter of an initialized trace posix_trace_get_filter()
stream.

Sets the filter of an initialized trace stream. | posix_trace_set _filter()

Managing trace events

The results of the tracing operations are monitored and analyzed by the
controller process and the analyzer process.
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Table 1-7 lists the subroutines to manage trace events from a trace stream used
by the trace controller and analyzer process.

Table 1-7 Management trace events routines used by controller and analyzer

Purpose

Subroutine name

Compares two trace event type
identifiers.

posix_trace_eventid_equal()

Retrieves the trace event name from a
trace event type identifier.

posix_trace_eventid_get_name()

lterates over the list of trace event type.

posix_trace_eventtypelist_getnext_id()

Rewinds the list of event types.

posix_trace_eventtypelist_rewind()

Table 1-8 lists the subroutines to retrieve trace events from a trace stream used

by the trace analyzer process.

Table 1-8 Retrieval trace events routines used by the analyzer process

Purpose

Subroutine name

Retrieves a trace event and block until
available.

posix_trace_getnext_event()

Retrieves a trace event and block until the
timeout expires.

posix_trace_timedgetnext_event()

Retrieves a trace event and returns if not
available.

posix_trace_trygetnext_event()

1.3.3 Trace stream definition

A trace stream is the location where trace events are recorded. The following are
the types of streams and objects, as noted by the POSIX standard:

The active stream

The active stream is an initialized and created trace

stream that is still not shutdown. The trace stream can still
store trace events. As a trace stream can be located only
in memory, if an analysis must be done after process
execution, a log file has to be defined at the creation time
of the trace stream.
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The Log file The log file is a persistent location where the in-memory
trace stream is written by a flush operation initiated by the
controller process. No stored events can be retrieved
directly from a log file. A log file is available for analysis
only after the corresponding trace stream has been shut
down.

Without a Log file  Without a log file, a trace stream allows only online
analysis.

The pre-recorded stream
As stored events in a log file cannot be directly retrieved,
they have to be re-loaded in a trace stream. This trace
stream is named pre-recorded stream. Then the analyzer
process doing the analysis can retrieve the traced events
from this pre-recorded stream.

The Event recording The events are recorded in the stream as soon as the
stream is started. The stream may be associated with a
log file if any offline analysis is needed. The association of
the stream with the log file is made at the stream creation.
The log file is a persistent location where the in-memory
trace is flushed by the controller process.

The Event analysis  When the stream is not associated to a log file, the stream
allows only online analysis. The log file is ready for an
analysis as soon as the stream associated with a log file
has been shut down. That means that no stored events
can be retrieved for the analysis during the event
recording. The stored events are re-loaded from the log
file into a trace stream. Events are then retrieved as
during online analysis.

Traced events have to be retrieved one by one from the traced stream (active or
pre-recorded) with the oldest event being retrieved first. With AlX, trace stream is
an in-memory area where trace events are recorded.

Note: Trace analysis can be done concurrently while tracing the instrumented
code or it can be done offline. Log files are not directly eligible for trace
analysis: they must be reloaded into a stream.

Whatever it is, a trace stream or a trace log, an action policy has to be defined
when the trace stream or the trace log will be full of traced events. These full
policies are named respectively trace stream policy (see “Trace stream policy” on
page 15) and trace Log policy (see “Trace log policy” on page 15).
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A trace stream or trace log capacity to record events depends on numerous
criteria as the size of stream/Log, the size of the recorded events, and the
number of the recorded events named inheritance: either only the process
events or the process and its child processes events are recorded. All these
criteria, jointly with the full policies, are gathered into the attributes definition of a
traced stream (see “Trace stream attributes” on page 16).

Selecting the types of events to be recorded also determines how fast the traced
stream/log will be full (see “Trace stream filtering” on page 11).

Trace stream policy

The stream policy is one of the trace stream attributes. The stream attributes are
described in “Trace stream attributes” on page 16.

The stream policy, also named stream full policy, defines the policy followed
when the trace stream is full and has the following values:

POSIX_TRACE_LOOP
This policy permits automatic overwrite of the oldest
events until the trace is stopped by the subroutines
posix_trace_stop() or posix_trace_shutdown().

POSIX_TRACE_UNTIL_FULL
This policy requires the system to stop tracing when the
trace stream is full. If the stream that is full is emptied by a
call to posix_trace_flush() or partially emptied by calls to
posix_trace_getnext_event(), the trace activity is
resumed.

POSIX_TRACE_FLUSH
This policy is an extension of the previous policy
POSIX_TRACE_UNTIL_FULL for trace stream
associated to a log file. There is an automatic flush
operation when the stream is full.

Trace log policy

The log policy is one of the trace stream attributes. The stream attributes are
described in “Trace stream attributes” on page 16.

The log policy, also named log full policy, defines the policy followed when the
trace log is full and has the following values:

POSIX_TRACE_LOOP
The trace log loops until the trace stream is stopped by
the subroutines posix_trace_stop() or
posix_trace_shutdown(). This policy permits automatic
overwriting of the oldest events.
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POSIX_TRACE_UNTIL_FULL

The trace stream is flushed to the trace log until the trace
log is full. The last recorded trace event is the
POSIX_TRACE_STOP trace event (see “System trace
events” on page 10). The event collection stops when the
trace stream or the trace log file becomes full.

POSIX_TRACE_APPEND

The trace stream is flushed to the trace log without log
size limitation.

Trace stream attributes
A trace stream has the following trace stream attributes:

Version of the trace system

The generation-version attribute identifies the origin and
version of the trace system. It is generated automatically
by the trace system.

Name of the trace stream

Creation time

Clock resolution

Stream_minsize

Stream_fullpolicy

Max_datasize

Inheritance

Log_maxsize

A character string to identify the trace stream, defined by
the trace controller.

The time of creation of the trace stream. It is generated
automatically by the trace system.

The clock resolution of the clock used to generate time
stamps. It is generated automatically by the trace system.

The minimal size in bytes of the trace stream strictly
reserved for the trace events. The maximum size has
been set to a segment size.

The policy followed when the trace stream is full; it could
be either to loop at the beginning of the stream or to stop
tracing or to flush to a log file when it is full.

The maximum record size in bytes for a trace event.
Traced data exceeding that limit will be recorded up to that
limit.

It specifies whether a newly created trace stream inherits
tracing in its parent's process trace stream or not. It
specifies either if the parent is being traced or if its child is
concurrently traced using the same stream
(POSIX_TRACE_INHERITED) or not
(POSIX_CLOSE_FOR_CHILD).

The maximum size in bytes of a trace log associated with
an active stream.
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Log_fullpolicy It defines the policy of a trace log associated with an

active trace stream; it could be either loop, tracing until the
log is full, or tracing until the maximum size defined for a
file system is reached.

Before the trace stream is created, the trace stream attributes, contained in the

trace_attr_t object must be initialized by the posix_trace_attr_init() subroutine.

This posix_trace_attr_init() subroutine initializes the trace stream attributes with
the default values described in Table 1-9.

Table 1-9 Default values for trace stream attributes

Attribute field Default value

stream_minsize 8192 bytes. This is the smallest AIX trace buffer size.

stream_fullpolicy POSIX_TRACE_LOORP for a stream without a log
POSIX_TRACE_FLUSH for a stream with a log

max_datasize 16 bytes

inheritance POSIX_TRACE_CLOSE_FOR_CHILD

log_maxsize 1 MB

log_fullpolicy POSIX_TRACE_LOOP

version 0.1

clock resolution Clock resolution used to generate time stamps

The value of each attribute is set by calling posix_trace_attr_set...() subroutines
that explicitly set the value of these attributes (see Table 1-10).

The value of each attribute is retrieved from this trace_attr_t object using the

posix_trace_attr_get...() subroutines (see Table 1-11 on page 18).

Table 1-10 lists the subroutines used to set up and manage the trace stream

attributes object by the controller process.

Table 1-10 Setting trace stream attribute routines used by the controller process

Purpose

Subroutine name

Initializes a trace stream attributes
object.

posix_trace_attr_init()

Destroys a trace stream attribute object.

posix_trace_attr_destroy()

Sets the trace name.

posix_trace_attr_setname()

Chapter 1. Application development and system debug

17



Purpose Subroutine name

Sets the inheritance policy of a trace posix_trace_attr_setinherited()
stream.
Sets the stream full policy. posix_trace_attr_setstreamfullpolicy()

Sets the maximum user trace event data | posix_trace_attr_setmaxdatasize()
size.

Sets the trace stream size. posix_trace_attr_setstreamsize()

Sets the size of the log of a trace stream. | posix_trace_attr_setlogsize()

Sets the log full policy of a trace stream. | posix_trace_attr_setlogfullpolicy()

Table 1-11 lists the subroutines used to retrieve the trace stream attributes used
by the trace controller and analyzer process.

Table 1-11 Retrieval trace stream attribute routines used by the controller and analyzer

Purpose Subroutine name
Retrieves the timestamping clock posix_trace_attr_getclockres()
resolution.

Retrieves the creation time of a trace posix_trace_attr_getcreatetime()

stream.

Retrieves the version of a trace posix_trace_attr_getgenversion()
stream.

Retrieves the inheritance policy of a posix_trace_attr_getinherited()

trace stream.

Retrieves the log full policy of trace posix_trace_attr_getlogfullpolicy()
stream.

Retrieves the size of the log of a trace | posix_trace_attr_getlogsize()
stream.

Retrieves the maximum user trace posix_trace_attr_getmaxdatasize()
event data size.

Retrieves the maximum size of a posix_trace_attr_getmaxsystemeventsize()
system trace event.

Retrieves the maximum size of an posix_trace_attr_getmaxusereventsize()
user event for a given length.

Retrieves the trace stream name. posix_trace_attr_getname()
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Purpose Subroutine name

Retrieves the stream full policy. posix_trace_attr_getstreamfullpolicy()

Retrieves the trace stream size. posix_trace_attr_getstreamsize()

Trace stream management

The trace stream is created for the traced process with the posix_trace_create()
or posix_trace_create_withlog() subroutine by the controller process, depending
on whether a log is associated with the active stream or with posix_trace_open()
by the analyzer process.

These trace stream creation subroutines use the process identifier (pid_t type) of
the traced process as an argument: a zero indicates the traced process is the
caller itself.

A trace stream identifier is returned by the trace stream creation routines and is
valid only for the process that made these calls. The trace stream identifier is
defined as the trace_id_t type in the /usr/include/sys/types.h include file.

Table 1-12 lists the subroutines to retrieve the attribute and state of the trace
stream used by the trace controller and analyzer process.

Table 1-12 Trace stream attributes and state routines

Purpose Subroutine name
Retrieves trace attributes. posix_trace_get_attr()
Retrieves trace status. posix_trace_get_status()

Table 1-13 lists the subroutines to control the frace stream used by the trace
controller process.

Table 1-13 Trace stream control routines used by the trace controller process

Purpose Subroutine name
Creates an active trace stream. posix_trace_create()
Creates an active trace stream and posix_trace_create_withlog()

associates it with a trace log.

Initiates a flush of the trace stream. posix_trace_flush()
Shuts down a trace stream. posix_trace_shutdown()
Clears the trace stream and trace log. posix_trace_clear()
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Purpose Subroutine name

Starts a trace. posix_trace_start()

Stops a trace. posix_trace_stop()

Table 1-14 lists the subroutines to control the frace stream used by the trace
analyzer process.

Table 1-14 Trace stream control routines used by the trace analyzer process

Purpose Subroutine name
Opens a trace log. posix_trace_open()
Re-initializes a trace log for reading. posix_trace_rewind()
Closes a trace log. posix_trace_close()

1.3.4 AIX implementation overview

With AIX Version 6, the process that manages streams and events is a daemon
named posixtrace. It is the only process the operating system has to implement.

As posixtrace creates a a trace stream for all processes and records all events,
posixtrace belongs to the root user. The posixtrace daemon is run as root
(owner: root group:bin mode -r-sr-xr-x).

The posixtrace daemon is started by the first library load through the associated
library initialization routine mechanism. This mechanism is implemented through
the binitfini binder option. Thus, the libposixtrace.a library has been linked with
the option -binitfini:posix_trace_libinit.

This posix_trace_libinit routine binds a dedicated socket to the file named
/var/adm/ras/.pxt_sock and listens for one connection coming from the
instrumented code linked with the libposixtrace library.

Another file named /var/adm/ras/.start_lock is used as a lock file in order to
prevent several starts of the posixtrace daemon.

When the main daemon thread checks that there is no thread left, it closes the
socket, unlocks, and unlinks /var/adm/ras/.pxt_sock, then exits.
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1.4 ProbeVue

The first dynamic tracing facility, named ProbeVue, is introduced with AIX with
Version 6.

A tracing facility is dynamic because it is able to gather execution data from
applications without any modification of their binaries or their source code.
Dynamic refers to this capability to insert trace points at runtime without the need
to prepare the source code in advance. Inserting specific tracing calls and
defining specific tracing events into the source code, which require you to
re-compile the software and generate new executable, is referred as a static
tracing facility.

The name ProbeVue is given by historical reference to the first dynamic tracing
facility introduced by IBM within the OS/2® operating system in 1994 (using the
0S/2 dtrace command). This dynamic tracing facility was ported to Linux and
expanded under the DProbes name. There is no other similarity between these
two dynamic tracing tools: they remain two different and distinct tracing
frameworks that come from a similar background.

Interestingly, there are no standards in the area of dynamic tracing. POSIX has
defined a tracing standard for static tracing software only, as described in 1.3.1,
“POSIX tracing overview” on page 6.

Dynamic tracing benefits and considerations

Software debugging is often considered a dedicated task running on
development systems or test systems trying to mimic real customer production
systems.

However, this general state is currently evolving due to the recent advances in
hardware capabilities and software engineering creating complex environments:

» The processing and memory capabilities of high-end servers with associated
storage technologies have lead to huge systems being put into production.

» Dedicated solutions developed by system integrators based on ERP software,
for example, implement numerous middleware and several application layers
and lead also to complex software solutions.

» Most software is now multi-threaded and running on many processors. Thus,
two executions can behave differently depending on the order of thread
execution: multi-threaded applications are generally non deterministic.
Erroneous behaviors are more difficult to reproduce and debug for such
software.
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Thus, to determine the root cause of a trouble in today’s IT infrastructure, it has
become a prohibitive high expense and a significant burden if troubleshooting is
not achieved on the real production system.

With the ProbeVue dynamic tracing facility, a production system can be
investigated: ProbeVue captures the execution data without installing dedicated
instrumented versions of applications or the kernel, which require interrupting the
service for the application relaunch or server reboot.

Additionally, ProbeVue helps find the root cause of troubles happening only on
long running jobs where unexpected accumulated data, queues overflows, and
others defects of the application or kernel are revealed only after many days or
months of execution.

As ProbeVue is able to investigate any kind of applications as long as a Probe
Manager is available (see “Probe manager” on page 28), it is a privileged tracing
tool to analyze a complex trouble as a cascading failure between multiple
sub-systems: with only one unique tracing tool, ProbeVue allows an unified
instrumentation of a production system.

Of note, ProbeVue has the following considerations:

» To trace an executable without modifying it requires you to encapsulate the
binary code with a control execution layer. This control layer will start and
interrupt the binary execution to allow the context tracing. Due to the dynamic
tracing aspect, it can only be an interpreted layer. Interpreter languages are
known to be slower than compiled language: the dynamic interpreted tracing
points are potentially slower than the static compiled ones.

» If system administrators and system integrators are expected to use a tool to
investigate the software execution, the tool must give them the necessary
knowledge of the application architecture to do an efficient investigation of the
critical components that are in trouble. On the other hand, developers know
where to set effective tracing points on the strategic data manipulated by the
application on the earlier development stage, so this is more effective.

For these reasons, ProbeVue is a complimentary tracing tool to the static tracing
methods, adding a new innovative tracing capability to running production
systems.

ProbeVue dynamic tracing benefits
As a dynamic tracing facility, ProbeVue has the following main benefits:

» Trace hooks do not have to be pre-compiled. ProbeVue works on unmodified
kernel or user applications.
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» The trace points or probes have no effect (do not exist) until they are
dynamically enabled.

» Actions (specified by the instrumentation code) to be executed at a probe
point or the probe actions are provided dynamically at the time the probe is

enabled.

» Trace data captured as part of the probe actions are available for viewing
immediately and can be displayed as terminal output or saved to a file for later

viewing.

ProbeVue can be used for performance analysis as well as for debugging
problems. It is designed to be safe to run on production systems and provides
protection against errors in the instrumentation code.

The section defines some of the terminology used. The subsequent sections
introduce Vue, the programming language used by ProbeVue and the probevue
command, which is used to start a tracing session.

1.4.1 ProbeVue terminology

ProbeVue introduces a terminology for the concepts used in dynamic tracing.
The following is the description of the terms used with ProbeVue:

Probe

A software mechanism that interrupts normal system
action to investigate and obtain information about current
context and system state. This is also commonly referred
to as tracing.

Tracing actions or probe actions

A probe point

Refers to the actions performed by the probe. Typically,
they include the capturing of information by dumping the
current values of global and context-specific information
to a trace buffer. The obtained information, thus captured
in the trace buffer, is called trace data. The system usually
provides facilities to consume the trace, that is, read the
data out of the trace buffer and make it available to the
users of the system.

Identifies the points during normal system activity that are
capable of being probed. With dynamic tracing, probe
points do not have any probes installed in them unless
they are being probed.

Enabling a probe is the operation of adding a probe to a
probe point.
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Disabling a probe is the operation of removing a probe
from a probe point.

Triggering or firing of a probe refers to the condition
where a probe is entered and the tracing actions are
performed.

ProbeVue supports two kinds of probe points:

Probe location This is a location in user or kernel code where some
tracing action like the capture of trace data is to be
performed. Enabled probes at a probe location fire when
any thread executing code reaches that location.

Probe event This is an abstract event at whose occurrence some
tracing action is to be performed. Probe events do not
easily map to a specific code location. Enabled probes
that indicate a probe event fire when the abstract event
occurs.

ProbeVue also distinguishes probe points by their type:

Probe type Identifies a set of probe points that share some common
characteristics, for example, probes that, when enabled,
fire at the entry and exit of system calls, or probes that
when enabled fire when system statistics are updated.

Distinguishing probes by probe types induces a structure to a wide variety of
probe points. So, ProbeVue requires a probe manager to be associated with
each probe type:

Probe manager The software code that defines and provides a set of
probe points of the same probe type, for example, “the
system calls” probe manager.

1.4.2 Vue programming language

24

The Vue programming language is used to provide your tracing specifications to
ProbeVue. The Vue programming language is often abbreviated to the Vue
language or just to Vue.

A Vue script or Vue program is a program written in Vue. You can use a Vue script
to:
» Identify the probe points where a probe is to be dynamically enabled.

» Identify the conditions, if any, which must be satisfied for the actions to be
executed when a probe fires.
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» Identify the actions to be executed, including what trace data to capture.
» Associate the same set of actions for multiple probe points.

In short, a Vue script tells ProbeVue where to trace, when to trace, and what to
trace.

We recommend that Vue scripts have a file suffix of .e to distinguish them from
other file types, although this is not a requirement.

1.4.3 The probevue command

The probevue command is used to start a dynamic tracing session or a ProbeVue
session. The probevue command takes a Vue script as input, reading from a file
or from the command line and activates a ProbeVue session. Any trace data that
is captured by the ProbeVue session can be printed to the terminal or saved to a
user-specified file as per options passed in the command line.

The ProbeVue session stays active until a Ctrl-C is typed on the terminal or an
exit action is executed from within the Vue script.

Each invocation of the probevue command activates a separate dynamic tracing
session. Multiple tracing sessions may be active at one time, but each session
presents only the trace data that is captured in that session.

Running the probevue command is considered a privileged operation and
privileges are required for non-root users who wish to initiate a dynamic tracing
session.

1.4.4 The probevctrl command

The probevctrl command changes and displays the ProbeVue dynamic tracing
parameters, the per-processor trace buffer size, the consumed pinned memory,
the user owning the session, the identifier of the process that started the session,
and the information about whether the session has kernel probes for the
ProbeVue sessions.

1.4.5 Vue: an overview

Vue is both a programming and a script language. It is not an extension of C or a
simple mix of C and awk. It has been specifically designed as a dedicated
dynamic tracing language. Vue supports a subset of C and scripting syntax that
is most beneficial for dynamic tracing purposes.
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This section describes the structure of a Vue script.

Structure of a Vue script
A Vue script consists of one or more clauses. The clauses in a Vue script can be
specified in any order. Figure 1-3 is a typical layout of a Vue script.

@@BECIN
{

EEENEL 1 « Optional BEGIN clause
<statement n=

}

<probe point specification=, ..., <probe point specification=
when (<predicate=)
One or more

[EStaterment 1=, *

+—— Probe actions probe clause
[<statement n=;
}
EEEND
{
=statement 1>, — Optional END clause

, <statement n=;

Figure 1-3 Structure of a Vue script

The following are two Vue scripts examples:

1. The following canonical Hello World program prints "Hello World" into the
trace buffer and exits:

#1/usr/bin/probevue

/* Hello World in probevue */
/* Program name: hello.e */

GEBEGIN

{
printf("Hello World\n");
exit();

1

2. The following Hello World program prints "Hello World" when Ctrl-C is typed
on the keyboard:

#1/usr/bin/probevue

/* Hello World 2 in probevue */
/* Program name: hello2.e */
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GEEND
{

}

Each clause of a Vue script consists of the following three elements:

printf("Hello World\n");

» Probe point specification

The probe point specification identifies the probe points to be dynamically
enabled.

» Action Block

The action block is used to identify the set of probe actions to be performed
when the probe fires.

» An optional predicate

The predicate, if present, identifies a condition that is to be checked at the
time the probe is triggered. The predicate must evaluate to TRUE for the
probe actions of the clause to be executed.

Probe point specification

A probe point specification identifies the code location whose execution or the
event whose occurrence should trigger the probe actions. Multiple probe points
can be associated with the same set of probe actions and the predicate, if any, by
providing a comma-separated list of probe specifications at the top of the Vue
clause.

The format for a probe specification is probe-type specific. The probe
specification is a tuple (a type of programming structure) of ordered list of fields
separated by colons. It has the following general format:

AlX Version 6.1 supports the following probe types:
» User Function Entry probes (or uft probes)

For example, a uft probe at the entry into any function called foo() (in the main
executable or any of the loaded modules including libraries) in process with
ID = 34568:

@Ruft:34568:*:foo:entry
» System Call Entry/Exit probes (or syscall probes)
For example, a syscall probe at the exit of a read system call:

@@syscall:*:read:exit
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» Probes that fire at specific time intervals (or interval probes)

For example, an interval probe that fires every 500 milliseconds (wall clock
time):

@@interval:*:clock:500

Action blocks

The action block identifies the set of actions to be performed when a thread hits
the probe point. Supported actions are not restricted to the basic capturing and
formatting of trace data but, the full power of Vue can be employed.

An action block in Vue is similar to a procedure in procedural languages. It
consists of a sequence of statements that are executed in order. The flow of
execution is essentially sequential. The only exceptions are that conditional
execution is possible using the if-else statement and control may be returned
from within the action block using the return statement.

Unlike procedures in procedural languages, an action block in Vue does not have
an output or return value. Neither does it have inherent support for a set of input
parameters. On the other hand, the context data at the point where a probe is
entered can be accessed within the action block to parameterize the actions to
be performed.

Predicates

Predicates should be used when execution of clauses at probe points must be
performed conditionally.

The predicate section is identified by the presence of the when keyword
immediately after the probe specification section. The predicate itself consists of
regular C-style conditional expressions with the enclosing parentheses.
A predicate has the following format:

when ( <condition> )
For example, this is a predicate indicating that probe points should be executed
for process ID = 1678:
when ( _ pid == 1678 )

Probe manager

The probe manager is an essential component of dynamic tracing. Probe
managers are the providers of the probe points that can be instrumented by
ProbeVue.
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Probe managers generally support a set of probe points that belong to some
common domain and share some common feature or attribute that distinguishes
them from other probe points. Probe points are useful at points where control
flow changes significantly, at points of state change, or other similar points of
significant interest. Probe managers are careful to select probe points only in
locations that are safe to instrument.

ProbeVue currently supports the following three probe managers:
» System call (syscall) probe manager

The syscall probe manager supports probes at the entry and exit of
well-defined and documented base AlX system calls. The syscall probe
manager accepts a 4-tuple probe specification in one of the following formats
where the <system_call name> field is to be substituted by the actual system
call name:

* syscall:*:<system call_name>:entry
* syscall:*:<system call_name>:exit

These indicate that a probe is to be placed at the entry and exit of system
calls. Assigning the "*" to the second field indicates that the probe will be fired
for all processes. Additionally, a process ID can be specified as the second
field of the probe specification to support probing of specific processes:

* syscall:<process ID>:<system call name>:entry
* syscall:<process ID>:<system call name>:entry

» User function probe manager

The user function tracing (uft) probe manager supports probing user space
functions that are visible in the XCOFF symbol table of a process. These
entry points, usable as probe points, are currently restricted to those written in
C language text file. The uft probe manager currently accepts a 5-tuple probe
specification only in the following format:

uft:<processID>:*:<function_name>:entry

Note that the uft probe manager requires the process ID for the process to be
traced and the complete function name of the function at whose entry point
the probe is to be placed. Further, the uft probe manager currently requires
that the third field be set to ™" to indicate that the function name is to be
searched in any of the modules loaded into the process address space,
including the main executable and shared modules.
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» Interval probe manager

The interval probe manager supports probe points that fire at a user-defined
time interval. The probe points are not located in kernel or application code,
but instead are based on wall clock time interval based probe events. The
interval probe manager accepts a 4-tuple probe specification in the following
format:

@@interval:*:clock:<# milliseconds>

The second field is *, indicating that the probe can be fired in any process.
Currently, the interval probe manager does not filter probe events by process
IDs. For the third field, the only value supported currently is the clock keyword
that identifies the probe specification as being for a wall clock probe. The
fourth or last field, that is, the <# milliseconds> field, identifies the number of
milliseconds between firings of the probe. Currently, the interval probe
manager requires that the value for this field be exactly divisible by 100 and
consist only of digits 0-9. Thus, probe events that are apart by 100 ms,

200 ms, 300 ms, and so on, are allowed.

Vue functions

Unlike programs written in the C or FORTRAN programming languages or in a
native language, scripts written in Vue do not have access to the routines
provided by the AIX system libraries or any user libraries. However, Vue supports
its own special library of functions useful for dynamic tracing programs. Functions
include:

» Tracing-specific functions:

get_function Returns the name of the function that encloses the
current probe.

time stamp Returns the current time stamp.

diff_time Finds the difference between two time stamps.

» Trace capture functions

printf Formats and prints values of variables and
expressions.

trace Prints data without formatting.

stktrace Prints and formats the stack trace.

» List functions
list Instantiate a list variable.
append Append a new item to a list.
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sum, max, min, avg, count
Aggregation functions that can be applied on a list
variable.

» C-library functions
atoi, strstr Standard string functions.
» Functions to support tentative tracing

start_tentative, end_tentative
Indicators for start and end of tentative tracing.

commit_tentative, discard_tentative
Commit or discard data in tentative buffer.

» Miscellaneous functions

exit Terminates the E-program.

get_userstring Read string from user memory.
The Vue string functions can be applied only on variables of string type and not
on a pointer variable. Standard string functions like strcpy(), strcat(), and so on,

are not necessary in Vue, because they are supported through the language
syntax itself.

1.4.6 ProbeVue dynamic tracing example

This is a basic ProbeVue example to show how ProbeVue works and how to use
ProbeVue on a running executable without restarting or recompiling it.

The following steps must be performed:

1. The C program shown in Example 1-1, named pvue, is going to be traced
dynamically.

Example 1-1 Basic C program to be dynamically traced: pvue.c

#include <fcntl.h>
main()

{

int x, rc;
int buff[100];

for (x=0; x<5; x++){
sleep(3);
printf("x=%d\n",x);

}

sleep (3);
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fd=open("./pvue.c",0_RDWR,0);
x =read(fd,buff,100);
printf("[%s]\n",buff);

}

. Compile and execute the program in the background. For example:

# cc -qb4 -0 pvue pvue.c
# ./pvue &
[1] 262272

. In order to trace dynamically the number of calls executed by the pvue

process to the subroutines printf(), sleep(), entry of read(), exit of read(), we
use the probevue script shown in Example 1-2, named pvue.e, which uses
the process ID as an entry parameter (‘$1’).

Example 1-2 Sample Vue script, named pvue.e

#!/usr/bin/probevue

OGEBEGIN
{
printf("Tracing starts now\n");
}
EGuft:$1:*:printf:entry
{
int count;
count = count +1;
printf("printf called %d times\n",count);
}
EGuft:$1:*:sleep:entry
{
int countl;
countl = countl +1;
printf("sleep called %d times\n",countl);
}

@@syscall:*:read:exit
when (__pid == $1)
{

}

@@syscall:*:read:entry
when (__pid == $1)

printf("read entered\n");

{

}
GEEND

{

printf("read exited\n");
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printf("Tracing ends now\n");

}

4. We use the Vue script named pvue.e, with the process ID to be traced as the
parameter, by executing the probevue command:

# probevue ./pvue.e

262272

Example 1-3 shows the tracing output.

Example 1-3 Start Vue script providing pid

# ./pvue.e 262272
Tracing starts now
printf called 1 times
sleep called 1 times
printf called 2 times
sleep called 2 times
printf called 3 times
sleep called 3 times
printf called 4 times
sleep called 4 times
printf called 5 times
sleep called 5 times
read exited

read entered

printf called 6 times
~CTracing ends now

#
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File systems and storage

This chapter contains the major AIX Version 6.1 enhancements that are part of
the file system and connected storage, including:

» 2.1, “Disabling JFS2 logging” on page 36
» 2.2, “JFS2 internal snapshot” on page 36
» 2.3, “Encrypted File System” on page 40

» 2.4, “iSCSI target mode software solution” on page 50
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2.1 Disabling JFS2 logging

AIX V6.1 allows you to mount a JFS2 file system with logging turned off.
Disabling JFS2 logging can increase I/O performance. The following examples
are typical situations where disabled logging may be helpful:

» While restoring a backup
» For a compiler scratch space
» During a non-migration installation

Improved performance is also found in situations where a series of 1/0O operations
modify JFS2 metadata. Note that non-representative tests in a lab environment
showed up to a ten percent performance improvement for a series of operations
that only changed JFS2 metadata.

Be sure to balance the benefit of a performance advantage with the possible data
exposures of a disabled file system log.

Important: If a system abnormally stops during a JFS2 metadata operation
with logging disabled, the fsck command might not be able to recover the file
system into a consistent state. In such cases, the file system has to be
recreated, and all the data will be lost.

You can disable JFS2 logging with the mount command. There is no SMIT or
Web-based System Manager panel, since this feature is used only in rare cases.
You cannot disable the logging while creating a file system. Every file system has
to be created with a valid JFS2 log device or an inline log.

Use the following flag with the mount command to mount a JFS2 file system with
logging disabled:

mount -0 Tog=NULL /aix61diff

In order to make the mount setting persistent, modify the log attribute of the
corresponding /etc/filesystems stanza to log=NULL.

2.2 JFS2 internal snapshot

With AIX 5L V5.2, the JFS2 snapshot was introduced. Snapshots had to be
created into separate logical volumes. AlIX V6.1 offers the ability to create
snapshots within the source file system.
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Therefore, starting with AIX V6.1, there are two types of snapshots:

» External snapshot

» Internal snapshot

Table 2-1 provides an overview of the differences between the two types of

shapshots.

Table 2-1 Comparison of external and internal snapshots

Category External snapshot Internal snapshot
Location Separate logical volume Within the same logical
volume
Access Must be mounted /fsmountpoint/.snapshot/s
separately napshotname
Maximum generations 15 64
AIX compatibility >= AIX 5L V5.2 >= AIX V6.1

Both the internal and the external snapshots keep track of the changes to the
snapped file system by saving the modified or deleted file blocks. Snapshots
provide point-in-time (PIT) images of the source file system. Often, snapshots
are used to be able to create a consistent PIT backup while the workload on the
shapped file system continues.

The internal snapshot introduces the following enhancements:

» No super user permissions are necessary to access data from a snapshot,
since no initial mount operation is required.

» No additional file system or logical volume needs to be maintained and
monitored.

» Snapshots are easily NFS exported, since they are in held in the same file
system.

2.2.1 Managing internal snapshots

A JFS2 file system must be created with the new -a isnapshot=yes option.
Internal snapshots require the use of the extended attributes v2 and therefore the
crfs command will automatically create a v2 file system.

Existing file systems created without the isnapshot option cannot be used for
internal snapshots. They have to be recreated or have to use external snapshots.
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There are no new commands introduced with internal snapshots. Use the
snapshot, rollback, and backsnap commands to perform operations. Use the
new -n snapshotname option to specify internal snapshots. There are
corresponding SMIT and Web-based System Manager panels available.

To create an internal snapshot:

# snapshot -o snapfrom=/aix61diff -n snap01
Snapshot for file system /aix6ldiff created on snap0l

To list all snapshots for a file system:

# snapshot -q /aix6ldiff

Snapshots for /aix6ldiff

Current Name Time

* snap01 Tue Sep 25 11:17:51 CDT 2007

To list the structure on the file system:

# 1s -1 /aix61diff/.snapshot/snap0l
total 227328

-rW-r--r-- 1 root system 10485760 Sep 25 11:33 filel
-rw-r--r-- 1 scott staff 1048576 Sep 25 11:33 file2
-rw-r--r-- 1 jenny staff 104857600 Sep 25 11:33 file3
drwxr-xr-x 2 root system 256 Sep 24 17:57 lost+found

The previous output shows:
» All snapshots are accessible in the /fsmountpoint/.snapshot/ directory.

» The data in the snapshot directories are displayed with their original file
permission and ownership. The files are read only; no modifications are
allowed.

Note: The .snapshot directory in the root path of every snapped file system is
not visible to the 1s and find command. If the .snapshot directory is explicitly
specified as an argument, they are able to display the content.

To delete an internal snapshot:
# snapshot -d -n snap0l /aix6ldiff
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2.2.2 Error handling

There are two known conditions where a snapshot is unable to preserve the file
system data:

» The file system runs out of space (for internal snapshots) or the logical
volume is full (for external snapshots).

» Write operations to the snapshot are failing, for example, due to a disk failure.
In both cases, all snapshots are aborted and marked as INVALID. In order to
recover from this state, the snapshots have to be deleted and a new one can be

created. ltis, therefore, important that you monitor the usage of the file system or
logical volume:

» You can use the snapshot -q command and monitor the Free field for logical
volumes of external snapshots that are not mounted.

» Forinternal snapshots, use the df command to monitor the free space in the
file system.

If an error occurs while reading data from a snapshot, an error message is
returned to the running command. The snapshot is still valid and continues to
track changes to the snapped file system.

2.2.3 Considerations

The following applies for internal snapshots:

» A snapped file system can be mounted read only on previous AIX 5L
versions. The snapshot itself cannot be accessed. The file system must be in
a clean state; run the fsck command to ensure that this is true.

» A file system created with the ability for internal snapshots can still have
external snapshots.

» Once a file system has been enabled to use internal snapshots, this cannot
be undone.

» If the fsck command has to modify the file system, any internal snapshots for
the file system will be deleted by fsck.

» Snapped file systems cannot be shrunk.

» The defragfs command cannot be run on a file system with internal
shapshots.

» Existing snapshot Web-based System Manager and SMIT panels are
updated to support internal snapshots.
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The following items apply to both internal and external snapshots:

»

»

A file system can use exclusively one type of snapshot at the same time.

Typically, a snapshot will need two to six percent of the space needed for the
snapped file system. For a highly active file system, 15 percent is estimated.

External snapshots are persistent across a system reboot.

During the creation of a snapshots, only read access to the snapped file
system is allowed.

There is reduced performance for write operations to a snapped file system.
Read operations are not affected.

Snapshots are not replacement for backups. A snapshot depends always on
the snapped file system, while backups have no dependencies on the source.

Neither the mksysb nor alt_disk_install commands will preserve snapshots.

A file system with snapshots cannot be managed by DMAPI. A file system
being managed by DMAPI cannot create a snapshot.

2.3 Encrypted File System
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AIX V6.1 introduces the ability to encrypt files on a per file basis without the need
of third-party tools. EFS should be used in environments where sensitive data
requires additional protection.

AIX EFS has the following advantages over other encrypted file systems:

| 2

Increased file level encryption granularity:

Data is encrypted on a user/group level, compared to other implementations,
where all users use the same keys. This is a useful protection on a per file
system/disk level, but does not protect the data from being read by others in
the same file system/disk.

Seamless integration into traditional user administration commands and
therefore transparent to users and administrators.

Provides a unique mode that can protect against a compromised or malicious
root user.

Additional information and extensive examples can be found in Chapter 2,
“Encrypted File System”, in AIX 6 Advanced Security Features: Introduction and
Configuration, SG24-7430:

http://www.redbooks.ibm.com/abstracts/sg247430.htm1?0pen
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2.3.1 Encryption

You can encrypt files on a per-file basis. Data is encrypted before it is written
back to disk and decrypted after it is read from disk. Data held in memory is not
encrypted, but the EFS access control is still in place. AIX uses a combination of
symmetric and asymmetric encryption algorithms to protect the data.

A unique AES symmetric key is used to encrypt and decrypt every file. This
symmetric key is encrypted with an RSA public key of the user and group and
then added to the extended attributes of the file.

EFS uses an RSA private/public keypair to protect each symmetric key. These
keys are stored in containers named keystores. The user keystores are password
protected. The initial password of a user keystore is the user login password.
Group keystores and admin keystores are not protected with a password; instead
they have access key protection. Access keys are stored inside all user keystores
that belong to this group.

The users keystore is loaded into the AIX kernel upon user login (associated with
the login shell) or by invoking the new efskeymgr command and providing an
argument to specify to which process the keys should be associated. All child
processes of the associated process will have access to the keys.

2.3.2 Keystore modes

User keystores have two modes of operation, as discussed in the following
sections.

Root admin mode
In root admin mode, the root user can:

» Get access to the user keystore

» Get access to the group keystore

» Reset the user keystore password

» Reset the group access key

Root admin mode is the default mode of operation. A consequence of root being

able to get access to the user keystore is that root can get access to all
encrypted files.

Root guard mode

All the privileges granted to root in the root admin mode are not valid in this
mode.
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This mode of operation offers protection against a malicious root user. It means
that if the system is hacked and the hacker somehow manages to obtain root
privilege, the hacker cannot have access to user or group keystores and
therefore cannot have access to user encrypted files.

Important: If a user loses their keystore password, root cannot reset it. It
means that no one can get access to that keystore anymore and the encrypted
files owned by this user can no longer be decrypted.

2.3.3 File access permissions

It is important to understand that the traditional AlX file permissions do not
overlap with the EFS mechanisms. EFS introduces another level of file access
checking. The following steps are used when an encrypted file is being
accessed:

1. The traditional file permissions are checked first.

2. Only if the check is passed will AIX continue to verify that only a user that has
a private key that matches one of the public keys can gain access to the
encrypted data.

If the traditional file permissions allow the user to read the file, but the user has
no proper private key in his keystore, access is denied.

Note: Even the root user will not have access to all files as long as other users
do not grant access to encrypted files with the following command:

efsmgr -a ./filename -u root

If the keystores are operated in root admin mode, the root user can load the
private keys of other users to get access to all files.

2.3.4 Installation
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This section discusses the prerequisites and commands used for the installation
of EFS.

Prerequisites
In order to use EFS, you must meet the following prerequisites:

» The Crypto Library (CLiC) package clic.rte from the AIX V6.1 expansion pack
must be installed.

» Role Based Access Control (RBAC) must be enabled.
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» A JFS2 file system with the efs=yes option must be enabled.

» A JFS2 file system with the ea=v2 option must be enabled.

If necessary, use the chfs command to change the efs and ea options on
previously created file systems. If you specify the efs option with the crfs or chfs
command, it will automatically create or change the file system to use v2

extended attributes.

Commands

There are new commands introduced with EFS. All are part of the
bos.rte.security package, which is installed by default in AIX. These commands

are shown in Table 2-2.

Table 2-2 New EFS commands

Command

Description

/usr/sbin/efsenable

Prepares the system to use EFS. It creates the EFS
administration keystore, the user keystore of the current
user (root or an user with the RBAC role
aix.security.efs), and the security group keystore in the
/var/efs directory. This command needs to be executed
only once on every AlX installation in order to use EFS.

/usr/sbin/efskeymgr

Dedicated to all key management operations needed by
EFS.

/usr/sbin/efsmgr

Manages the file encryption and de-encryption.

Traditional commands have been modified to support EFS, as shown in

Table 2-3.

Table 2-3 Commands modified for EFS

Commands Enhancement

cp, mv Moves/copies files from EFS <-> EFS and EFS <->
non-EFS file systems.

1s, find Enabled to handle encrypted files.

backup, restore, tar, pax,
cpio

Supports raw modes for EFS encrypted files. Files can
be accessed in the encrypted form without the need for
the private keys.

mkdir

Handles EFS inheritance.

mkuser, chuser, mkgroup,
chgroup, rmuser, rmgroup

Enabled to modify the keystores and EFS user
attributes.
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Commands Enhancement

chown, chgrp, chmod Enabled to modify the EFS extended attributes.

passwd Updates the key store password if it is the same as the
login password.

For the new command options, refer to the man pages or the AIX product
documentation.

2.3.5 Enable and create EFS file systems
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This section describes the necessary steps to activate EFS. Example 2-1 shows
the following tasks:

1.
2.
3.
4.

Enable EFS.

Create an EFS file system.

Shows the directory structure for the keystores.
Mount the file system.

All commands have to be run from the root user or a user with the appropriate
RBAC roles assigned.

Example 2-1 Enabling EFS and creating an EFS file system

#

efsenable -a

Enter password to protect your initial keystore:
Enter the same password again:

#

crfs -v jfs2 -g rootvg -m /efs -A yes -a size=256M -a efs=yes

File system created successfully.
261932 kilobytes total disk space.
New File System size is 524288

#

find /var/efs

/var/efs

/var/efs/users
/var/efs/users/.Tock
/var/efs/users/root
/var/efs/users/root/.lock
/var/efs/users/root/keystore
/var/efs/groups
/var/efs/groups/.lock
/var/efs/groups/security
/var/efs/groups/security/.Tock
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/var/efs/groups/security/keystore

/var/efs/efs_admin
/var/efs/efs_admin/.lock

/var/efs/efs_admin/keystore

/var/efs/efsenabled

# mount /efs

2.3.6 File encryption and de-encryption

This section provides you an example of encrypting and decrypting files.
Example 2-2 shows the following:

1. Display the loaded keys associated with the current login shell.

Create three test files.
Encrypt file2.
The 1s -U command now

I

indicates that the file is encrypted.

permissions would allow him to read.

7. Use the 1s, istat, and fsdb commands to verify that the file is stored
encrypted in the file system.

8. Decrypt file2.

Example 2-2 Encryption and de-

encryption of files

Use the efsmgr -1 command to verify which keys are need to access the file.
Verify that user guest cannot read the file content that even the traditional file

# efskeymgr -V
List of keys loaded in the
Key #0:

e34acd99:b1f22cdc:85f638e0:
Key #1:

current process:

Kind ..ooiiiiinninin... User key

Id  (uid / gid) ......... 0

TYPE teieiiieineennnrnnnns Private key
Algorithm ................ RSA 1024
Validity ...oovevnennn.n.. Key is valid
Fingerprint .............