Mai nt enance Comands GROWFS( 1M

NAMVE
growfs - non-destructively expand a UFS file system

SYNOPSI S
growfs [ -Mnount-point ] [ newfs-options ]
[ rawdevice ]

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
growf s non-destructively expands a nmounted or unmounted UNI X
file system (UFS) to the size of the file systenis slice(s).

Typically, disk space is expanded by first adding a slice to
a nmetadevice, then running the growfs conmmand. Wen addi ng
space to a mrror, you expand each subm rror before expand-
ing the file system On a trans netadevice, the master dev-
ice i s expanded, not the trans netadevice. Then the growfs
command is run on the trans netadevice. (You can add space
to a | oggi ng device, but you do not need to run the grows
command. The new space is automatically recognized.)

growfs will “~“wite-lock'' (see lockfs) a nounted file sys-
tem when expanding. The length of time the file systemis
write-locked can be shortened by expanding the file system
in stages. For instance, to expand a 1 CGoyte file systemto
2 Cbytes, the file systemcan be grown in 16 Myte stages
using the -s option to specify the total size of the new
file systemat each stage. The argunent for -s is the nunber
of sectors, and nust be a multiple of the cylinder size.
Note: The file system cannot be grown if a cylinder size of
less than 2 is specified. Refer to the newfs(1M man page
for information on the options avail able when growing a file
system

growfs displays the sane information as nkfs during the
expansi on of the file system

If growfs is aborted, recover any lost free space by
unmounting the file systemand running the fsck command, or
run the growfs command agai n.

OPTI ONS
Root privileges are required for all of the foll owi ng options.

- M nount - poi nt
The file systemto be expanded is nounted on nount-



point. File systemlocking (lockfs) will be used.
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newf s- opti ons
The options are docunented in the newfs man page.

raw devi ce
Specifies the nane of a raw netadevice or raw special
device, residing in /dev/nmd/rdsk, or /dev/rdsk, respec-
tively, including the disk slice, where you want the
file systemto be grown.

EXAMPLES
The foll owi ng exanpl e expands a nonnet adevice slice for the
[export file system In this exanple, the existing slice,

/[ dev/dsk/cl1lt0d0s3, is converted to a netadevice so addi-
tional slices can be concat enat ed.

# netainit -f d8 2 1 ¢1t0d0s3 1 c2t0d0s3
# unount /export

(Edit the /etc/vistab file to change the entry for [/export
to the newy defined nmetadevice, d8.)

# mount /[export
# growfs -M/export /dev/nd/rdsk/d8

This exanple starts by running the netainit command with the
-f option to force the creation of a new concat enated neta-
devi ce ds whi ch consi sts of t he exi sting slice
/ dev/ dsk/ c1t 0d0s3 and a new slice /dev/dsk/c2t0d0s3. Next,
the file system on /export nust be unrount ed. The
letc/vistab file is edited to change the entry for /export
to the newy defined netadevice nane, rather than the slice
nare. After the file systemis renounted, the growfs com
mand is run to expand the file system

The file systemw ||l span the entire netadevice when growfs
conpl et es. The -M option enables the growfs conmand to
expand a nounted file system During the expansion, wite
access for [/export 1is suspended until growfs unlocks the
file system Read access is not affected, though access
tinmes are not kept when the lock is in effect.



The foll ow ng exanple picks up fromthe previous one. Here,
the /export file system nounted on mnetadevice d8 is dynani -
cal ly expanded.

# netattach d8 cOt 1d0s2
# growfs -M/export /dev/nd/rdsk/d8

Thi s exanpl e begins by using the netattach command to dynam
ically concatenate a new slice, /dev/dsk/cOt1d0Os2, to the
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end of an existing netadevice, d8. Next, the growfs comrand
specifies that the nmount-point is /export and that it is to
be expanded onto the raw netadevice [/dev/nd/rdsk/d8. The
file systemw || span the entire netadevice when growfs com
pletes. During the expansion, wite access for /[export is
suspended until growfs unlocks the file system Read access
is not affected, though access tines are not kept when the
lock is in effect.

The foll owi ng exanpl e expands a nounted file system /files,
to an existing mrror, d80, which contains two subnmirrors,
d9 and d10.

# nmetattach d9 cOt 2d0s5
# metattach d10 cOt 3d0s5
# growfs -M/files /dev/nd/rdsk/d80

In this exanple, the nmetattach comrand dynam cal |y concaten-
ates the new slices to each submirror. The netattach com
mand nmust be run for each submrror. The mrror wll
automatically grow when the last submrror is dynamcally
concatenated. The mrror will growto the size of the snal-
lest submrror. The growfs command then expands the file
system The growfs command specifies that the nount-point is
/[files and that it is to be expanded onto the raw netadevice
[dev/ md/ rdsk/d80. The file systemw || span the entire mr-
ror when the growfs command conpletes. During the expan-
sion, wite access for the file system is suspended until
growfs unlocks the file system Read access is not affected,
t hough access tinmes are not kept when the lock is in effect.

SEE ALSO
fsck(1M, lockfs(1M, nkfs(1M, netattach(1M, newfs(1M,

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-



ence

LI M TATI ONS
Only UFS file systens (either nmounted or unmounted) can be
expanded wusing the growfs command. Once a file systemis
expanded, it cannot be decreased in size.

The followi ng conditions prevent you from expanding file
syst ens:
When acct is activated and the accounting file is on
the target device.
When C2 security is activated and the logging file 1is
on the target file system
VWhen there is a local swap file in the target file sys-
tem
When the file systemis root (/), /usr, or swap.
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NAMVE

mdl ogd, ndl ogd. cf - Sol stice DiskSuite SNWP support
SYNOPSI S

md| ogd

mdl ogd. cf

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n/ mrdl ogd
[ et ¢/ opt / SUNWrd/ nd| ogd. cf

DESCRI PTI ON
mdl ogd i npl ements a sinple daenon that watches the system
consol e |l ooking for nmessages witten by the DiskSuite device
driver (md). When a DiskSuite nmessage is detected the daenon
will send a generic SNWP trap

[ etc/opt/ SUNWrd/ ndl ogd. cf is used to control the daenon's
behavi or.

It is an ASCII file with the basic form

ENTERPRI SE = <enterprise-id>
OBJECTI D = <obj ect-id>

<reg- exp> <trap-destination> <generic trap #> <specific
trap #>



[ ... ]

<enterprise-id> and <object-id> are required and nust be
specified. They are used by all traps generated by the dae-
non.

<enterprise-id>is the SNMP identifier for the enterprise to
which the systemrunning the daenon bel ongs. For exanpl e,
the Sun M crosystens enterprise IDis: 1.3.6.1.4.1.42.

<object-id>is the SNVP identifier of the systemrunning the
daenmon. For exanple, the object-id of a host within the Sun
enterprise mght be: 1.3.6.1.4.1.42.10.

The remai nder of the file consists of tuples which describe
a regular expression and the specific SNWMP trap to be gen-
erated when a natching nmessage is witten to the system con-
sol e.

Each tuple has four fields:

<regul ar expression> specifies a regular expression to
be mat ched.

<trap destination> specifies the destination for the
SNVP trap, given in the foll ow ng
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form "hostnane: port-nunber: protocol "

<generic trap #> specifies the SNMP generic trap
nunmber, ranging fromO0 to 6.
These nunbers have pre-defined
meani ngs:

- cold-start

- warmstart

- |i nk- down

i nk-up

- authentication

- EGP Nei ghbor Lost

- enterprise specific trap

o0k wWNELO
1

Traps of type 6 include an additional
enterprise specific trap nunber.



<specific trap #> specifies an arbitrary nunber.
Interpretation of this nunber
is enterprise specific.

EXAMPLE

#
#i

HHBJFHBJFHIFHFFHFFHFHFHEHEHEEE SR

dent " @#) mdl ogd. cf 1.1 96/02/ 15"

D skSuite SNMP Trap configuration file.

This file specifies the SNMP trap data to be sent when a
notabl e condition related to the DiskSuite driver (nd)
i s detected.

The conditions are based on the event |ogging which the
driver does using the corm_err() interface. The events
have different severity levels: NOTlI CE, WARNI NG and PANI C
They appear on the console and | ook like this:

uni X: WARNING nmd: d81: wite error on /dev/nd/ dsk/d5

uni X: WARNING nd: d81: /dev/nd/ dsk/d5 needs nmi ntenance

uni x: NOTICE: nd: d81: hotspared device /dev/nd/ dsk/d5
with /dev/nd/ dsk/ d2

Using this configuration file, a different SNVP trap may
be associated with each level. See ndlogd.cf for a

brief sunmary of the generic SNWP traps and their neanings.
Ceneric trap vari abl es:

ENTERPRI SE: the enterprise to which the system bel ongs
OBJECTI D the id of the system
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ENTERPRISE = 1.3.6.1.4.1.42
OBJECTID = 1.3.6.1.4.1.42.860
#
# SubString Trap Destination SNVP Trap # Specific
Trap #
# (host : port: protocol) 0<n<=6 0 <n
"NOTI CE: nd:" "spin:162: udp" 6 1
"WARNI NG nd:" "spin:162: udp" 6 2

G

ven this configuration file and an error witten to



/ dev/ consol e on the host which | ooks |iKke:
WARNI NG nd: d6: /dev/dsk/c3t3d0s7 needs nmi nt enance
an SNWVP trap w Il be dispatched.

If this trap were received by SunNet Manager, it would |ook
like:

Wed Feb 21 15:40:41 1996 [ spin ] : Trap

sequence=2

receive-tine=\Wed Feb 21 15:40: 41 1996
ver si on=0

commruni t y=public

enterprise=Sun M crosystens

sour ce-ti me=00: 00: 00. 00
trap-type=enterprise specific trap: 2

1.3.6.1.4.1.860 = Feb 21 15:40:41 1996 spi n WARNI NG
md: d6: /dev/dsk/c3t3d0s7 needs nmi ntenance

NOTES

The supported regul ar expressions (RE) are constructed as
fol |l ows:

1.1 Any character that is not a special character (to be
def i ned)
mat ches itself.

1.2 A backslash (\) followed by a special character natches
the

literal character itself (i.e., this “escapes' the special
character).

1.3 The “special' characters are: + * 2?2 . [ ] "~ %

1.4 The period (.) nmatches any character except the new i ne.
E.g., .unpty' nmatches either “Hunpty' or ~Dunpty'.

1.5 A set of characters enclosed in brackets ([]) is a
one- char act er
RE that matches any of the characters in that set. E. g.

“[akn}®

mat ches either an "a', k' or "'m. A range of characters
can be

indicated with a dash. E.g., [a-z]' natches any
| ower - case

letter. However, if the first character of the set is the

SunCsS 5.7 Last change: 19 July 1996 3



Mai nt enance Comands MDLOGD( 1M

caret (”), the the RE matches any character except those

in

the set. It does not match the enpty string. Exanple:
[~akm

mat ches any character except "a', k' or “mi. The caret
| oses

its special meaning if it is not the first character of
the set.

The following rules can be used to build a nmulticharacter RE:

2.1 A one-character RE followed by an asterisk (*) matches
zero or
nore occurences of the RE. Hence, [a-z]* matches zero or
nor e
| ower - case characters.

2.2 A one-character RE followed by a plus (+) matches one or

occurences of the RE. Hence, [a-z]+ matches one or nore
| ower - case characters.

2.3 A question mark (?) is an optional elenent. The
preceedi ng RE
can occur zero or once in the string -- no nore. E. g.,
Xy?z
mat ches either xyz or xz.

2.4 The concatenation of REs is an RE that matches the
correspondi ng
concatenation of strings. E.g., [A-Z][a-z]* matches any
capitalized word

Finally, the entire regul ar expression can be anchored to natch
only
the beginning or end of a line:

3.1 If the caret (”) is at the beginning of the RE, then the
mat ched
string nust be at the beginning of a |ine.

3.2 If the dollar sign ($) is at the end of the RE, then the
mat ched
string nust be at the end of the line.

The foll owi ng escape codes can be used to nmatch contro
characters:

\b backspace
\e ESC (escape)
\ f f or nf eed

\'n new i ne

\r carriage return



\'t tab
\xddd the literal hex nunber Oxddd
\rC Control Code. E.g., \"Dis “control-d'

SEE ALSO
Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-
ence
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nmet acl ear - del ete active netadevices and hot spare pools

SYNOPSI S
nmet acl ear -h
metaclear [ -s sethnane | -a |
metaclear [ -s setnanme | [ -f
hot spare_pool ..
nmetaclear [ -s setnanme ] -r [ -f ] metadevice..
hot spare_pool ..

-f ]
] netadevi ce. ..

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
met acl ear deletes all configured netadevice(s) and hot spare
pool (s), or the specified netadevice and/or hot_spare_pool.
Once a netadevice or hot spare pool is deleted, it nust be
recreated using netainit before it can be used again.

Any netadevice currently in use (open) cannot be del eted.
OPTI ONS
Root privileges are required for all of the followng

options except -h.

-a Del etes all netadevices and configured hot spare pools.



Del etes a netadevice that contains a subconponent in an
errored state.

-h Di spl ays usage nessage.

-r Recursively del etes specified netadevi ces and hot spare
pool s.

-s setnane
Specifies the nane of the diskset on which netaclear
will work. Using the -s option will cause the conmand
to perform its admnistrative function wthin the
specified diskset. Wthout this option, the comrand
W ll performits function on |ocal netadevices and/or

hot spare pool s.

met adevi ce . ..

Specifies the name(s) of the netadevice(s) to be
del et ed.

hot spare_poo

SunGs 5.7
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EXAMPLES

Specifies the nane(s) of the hot spare pools to be
deleted in the formhspnnn, where nnn is a nunber in
the range 000-999.

Thi s exanpl e del etes a netadevi ce named di0.

# nmetacl ear /dev/nd/ dsk/d10

This exanple deletes all |local netadevices and hot spare
pools on the system

# netaclear -a

This exanple deletes a mrror, d20, with an errored submr-

ror.

# nmetaclear -f d20

This exanpl e del etes a hot spare pool, hsp001l

# met acl ear hsp001



SEE ALSO
met adb( 1M, met adet ach( 1M, met ahs( 1M, netainit(1M,
met aof f i ne( 1M, nmet aonl i ne( 1M, met apar an( 1M ,
nmet arepl ace(1M, netaroot(1M, netaset(1M, netastat(1lM,
met async(1M, netattach(1M, nd.tab(4), nd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-

ence
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NANVE
metadb - create and delete replicas of the netadevice state
dat abase
SYNOPSI S
met adb -h
metadb [ -s setnane |
metadb [ -s setnane ] -a [ -f ] [ -k systemfile ] nddbnnn
nmetadb [ -s setnane ] -a [ -f ] [ -k systemfile ]
[ -c number ] [ -1 length ] slice..
metadb [ -s setnane ] -d [ -f ] [ -k systemfile ] nddbnnn
nmetadb [ -s setnane ] -d [ -f ] [ -k systemfile ] slice..
metadb [ -s setnanme ]| -i
nmetadb [ -s setnane ] -p [ -k systemfile ] [ nddb.cf-file ]



AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
The nmetadb command creates and del etes replicas of the neta-
device state database. State database replicas can be
created on dedicated slices, or on slices that wll | at er
becone part of a sinple netadevice (concatenation or
stripe), RAID5 netadevice, or trans mnetadevice.

The net adevi ce state database contains the configuration of
all netadevices and hot spare pools in the system Addition-
ally, the netadevice state database keeps track of the
current state of metadevices and hot spare pools, and their
conponents. DiskSuite automatically updates the netadevice
state database when a configuration or state change occurs.
A submrror failure is an exanple of a state change. Creat-
ing a new netadevice is an exanple of a configuration
change.

The net adevi ce state database is actually a collection of
multiple, replicated database copies. Each copy, referred to
as a replica, is subject to strict consistency checking to
ensure correctness.

Repl i cat ed dat abases have an i nherent problemin determ ning
whi ch database has valid and correct data. To solve this
problem DiskSuite uses a nmmjority consensus algorithm
This algorithm requires that a mpjority of the database
replicas agree with each other before any of them are
declared valid. This algorithmrequires the presence of at
least three initial replicas which you create. A consensus
can then be reached as long as at least two of the three
replicas are available. If there is only one replica and the

system crashes, it is possible that all netadevice
SunCS 5.7 Last change: 19 July 1996 1
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configuration data nay be | ost.

The majority consensus algorithm is conservative in the
sense that it wll fail if a mpjority consensus cannot be
reached, even if one replica actually does contain the nost
up-to-date data. This approach guarantees that stale data
will not be accidentally used, regardless of the failure



scenario. The majority consensus al gorithmaccounts for the

following: the systemw |l stay running with exactly half
or nore replicas; the systemw ||l panic when | ess than half
the replicas are available; the system wll not reboot

w t hout one nore than half the total replicas.

When used with no options, the metadb command gives a short
form of the status of the netadevice state database. Use
metadb -i for an explanation of the flags field in the out-
put .

The initial state database is created using the nmetadb com
mand wth both the -a and -f options, followed by the slice
where the replica is to reside. The -a option specifies that
a replica (in this case, the initial) state database should
be created. The -f option forces the creation to occur, even
though a state database does not exist. (The -a and -f
options should be used together only when no state databases
exi st.)

Additional replicas beyond those initially created can be
added to the system They contain the same information as
the existing replicas, and help to prevent the loss of the
configuration information. Loss of the configuration nmakes
operation of the netadevices inpossible. To create addi-
tional replicas, use the netadb -a command, followed by the
name of the new slice(s) where the replicas will reside. A
replicas that are |located on the sane slice must be created
at the sane tine.

To delete all replicas that are |ocated on the sane slice,
the nmetadb -d command is used, followed by the slice nane.

When used with the -i option, netadb displays the status of
the netadevice state databases. The status can change if a
hardware failure occurs or when state databases have been
added or del et ed.

To fix areplicain an errored state, delete the replica and
add it back again.

OPTI ONS
Root privileges are required for all of the followng
options except -h and -i.
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The follow ng options can be used with the netadb conmand.
Not all the options are conpatible on the same command | i ne.
Refer to the above synopsis |line to see the supported use of
the options.

-a

Attach a new dat abase device. The /etc/system file 1is
automatically edited wth the new infornmation and the
[etc/opt/ SUNW/ nddb. cf file is updated. An alternate
way to create replicas is by defining themin the
[etc/opt/SUN\W/ nd.tab file and specifying the assigned
name at the command line in the form nddbnn, where nn
is atws-digit nunmber given to the replica definitions.
Refer to the nd.tab(4) man page for instructions on
setting up replicas in that file.

- ¢ nunber

Specifies the nunber of replicas to be placed on each
device. The default nunmber of replicas is 1.

Deletes all replicas that are | ocated on the specified
slice. The /etc/system file is automatically edited
Wi th t he new i nformation and t he
[ etc/opt/ SUNWr/ nddb. cf file is updated.

The -f option is used to create the initial state data-
base. It is also used to force the deletion of replicas
bel ow the m ni mum of two. (The -a and -f options should
be used together only when no state databases exist.)

Di spl ays a usage nessage.

I nqui re about the status of the replicas. The out put
of the -i option includes characters in front of the
devi ce nane that represent the status of the state
dat abase. Expl anations of the characters are printed
following the replica status.

-k systemfile

Specifies the nane of the kernel file where the replica
i nformati on shoul d be patched. The default systemfile
is /etc/system This optionis for use with the |[|oca
di skset only.

-1 length

SunGs 5.7

Specifies the size of each replica. The default |ength
is 1034 blocks, which should be appropriate for nost
configurati ons.

Specifies patching the systemfile that is located in
the current working directory (/systenm) with entries
fromthe /etc/opt/ SUNW/ nddb. cf file. This option 1is
nornmally used to patch a newy built system before it
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is booted for the first tine. |If the system has been
built on a systemother than the one where it will run
the location of the nmddb.cf on the | ocal nmachine can be
passed as an argunent. The systemfile to be patched
can be changed using the -k option. This option is for
use with the | ocal diskset only.

-s setnane
Specifies the nane of the diskset on which the netadb
command wll work. Using the -s option will cause the

command to performits admnistrative function wthin
the specified diskset. Wthout this option, the conmand
will performits function on | ocal database replicas.

slice
Specifies the | ogical nane of the physical slice (par-
tition), such as /dev/dsk/cOt0d0s2

EXAMPLES
The follow ng exanple creates the initial state database
replicas on a new system

# nmetadb -a -f c0t0dOs7 cOt1d0s2 cl1lt 0dO0s7 clt 1d0s2

The -a and -f options force the creation of the initial
database and replicas. You could then create netadevices
with these sane slices, making efficient use of the system

Thi s exanpl e shows how to add two replicas on two new disks
t hat have been connected to a systemcurrently running Di sk-
Sui te.

# nmetadb -a cO0t2d0s2 clt 1d0s2

Thi s exanpl e shows how to delete two replicas fromthe sys-
tem Assurme t hat replicas have been set up on
/ dev/ dsk/ cOt 2d0s2 and /dev/ dsk/clt 1d0s2

# nmetadb -d cOt2d0s2 clt 1d0s2

Not e: Al though you can delete all replicas, you should never

do so while netadevices still exist. Renmpving all replicas
causes existing netadevices to becone inoperable.



FI LES
[ et ¢/ opt / SUNWrd/ nddb. cf
Contains the location of each copy of
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t he net adevi ce state dat abase.

[ etc/opt/ SUNWrd/ nd. t ab
Wr kspace file for netadevice database
configuration.

[etc/system Kernel patch file.

SEE ALSO
nmet acl ear (1M, netadetach(1M, netahs(1M, netainit(1M,
nmet aof f 1 i ne( 1M, nmet aonl i ne( 1M, nmet apar an( 1M ,

net arepl ace(1M, netaroot(1M, netaset(1M, netastat(1lM,
met async(1M, netattach(1M, nd.tab(4), nd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-
ence
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NANVE
met attach, netadetach - attach or detach nmetadevice to or
froma mrror or trans

SYNOPSI S
metattach [ -h ]
nmetattach [ -s setnanme | mrror [ metadevice ]

metattach [ -s setnanme | [ -i size ] concat/stripe
conponent. . .

metattach [ -s setname | RAID conponent. ..

nmetattach [ -s setnanme ] trans | og

metadetach [ -s setnane | [ -f ] mrror submrror
nmet adetach [ -s setnane ] [ -f ] trans

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
nmetattach is used to add submrrors to a mrror, add | ogging
devices to trans devices, or grow netadevices. G ow ng neta-
devi ces can be done without interrupting service. To grow
the size of a mrror or trans, the slices nust be added to
the submirrors or to the nmaster devices.

D skSuite supports one-to-three-way mrrors. Thus, you can
only attach a netadevice to a mrror if there are two or
fewer submrrors beneath the mrror. Once a new netadevice
is attached to a mrror, netattach will automatically start
a resync operation to the new submrror.

Attaching a new |l oggi ng device to a busy trans netadevice is



allowed, although a trans netadevice will start using its
new | oggi ng device only after the trans is idle (after it is
unrmounted, for exanple). The busy trans wll be in an
Attaching state (netastat) until the | ogging device is actu-
ally attached. Attaching a | ogging device in the Hard Error
or Error state (netastat) is not all owed.

met adetach is used to detach submirrors from mrrors, or
detach | oggi ng devices fromtrans netadevices.

When a submirror is detached froma mrror, it is no |onger
part of the mrror, thus reads and wites to and fromt hat
nmet adevice via the mrror are no |longer perforned through
the mrror. Detaching the only existing submirror is not
all owed. Detaching a submirror that has slices reported as
needing nmai ntenance (by nmetastat) is not allowed unless the
-f (force) flag is used.
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nmet adet ach al so detaches the |ogging device from a trans.
Once detached, the logging device is no |longer part of the
trans, thus the trans is no longer |logging and all benefits
of logging are lost. Any information on the | ogging device
that pertains to the master device is witten to the nmaster
devi ce before the | ogging device is detached.

Det aching the | oggi ng device froma busy trans device is not
allowed wunless the -f (force) flag is used. Even so, the
| ogging device is not actually detached until the trans is
idle. The trans is in the Detaching state (nmetastat) until
the | ogging device is detached.

OPTI ONS
Root privileges are required for all of the followng
options except -h.

- f Force the detaching of netadevices that have conponents
t hat need nmi ntenance or are busy.

-h Di spl ays a usage nessage.

-i size
Specifies the interlace value for stripes, where size



is a specified value followed by either k' for kil o-
bytes, "m for negabytes, or "b' for blocks. The wunits
can be either upper case or lower case. |If size is not
specified, the size defaults to the interlace size of
the last stripe of the netadevice. Wen an interlace
size change is made on a stripe, it wll be carried
forward on all stripes that follow

-s set nane
Specifies the nane of the diskset on which the netat-
tach command or the netadetach comand wll work.

Using the -s option will cause the cormand to perform
its adm ni strative function wthin the specified
di skset. Wthout this option, the command will perform

its function on |ocal netadevices.

mrror
Specifies the mrror.

met adevi ce
Specifies the nane of the netadevice to be attached to
the mrror as a submrror. This mnetadevice nust have
been previously created by the netainit comand.

concat/stripe
Specifies the netadevice nanme of the concatenation,
stripe, or concatenation of stripes.
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component. ..

The | ogi cal nane for the physical slice (partition) on
a disk drive, such as /dev/dsk/cOt0dOs2, being added to
the concatenation, stripe, concatenation of stripes, or
RAI D5 net adevi ce.

RAI D Specifies the netadevice nanme of the RAID5 netadevice.
trans
Specifies the netadevice name of the trans netadevice
(not the master or |ogging device).

|l og Specifies the netadevice name of the |logging device to
be attached to the trans netadevi ce.

subm rror
The net adevice nane of the submrror to be detached



fromthe mrror.

EXAMPLES
Thi s exanpl e concatenates a single new slice to an existing
met adevi ce, d8. (Afterwards, you would use the growfs com
mand to expand the file system)

# netattach d8 /dev/dsk/cOt 1d0s2

Thi s exanpl e adds four slices to an existing netadevice, d9.
(Afterwards, you would use the growfs conmand to expand the
file system)

# nmetattach d9 /dev/dsk/cOt1d0s2 /dev/dsk/cOt2d0s2 \
[ dev/ dsk/ cOt 3d0s2 / dev/ dsk/ cOt 4d0s?2

Thi s exanpl e detaches the | ogging device froma trans neta-
device d9. Notice that you do not have to specify the | og-
ging device itself, as there can only be one.

# net adetach d9

Thi s exanpl e expands a RAI D5 net adevice, d45, by attaching
anot her sli ce.

# metattach d45 /dev/dsk/ c3t 0d0s2

When you add additional slices to a RAID5 netadevice, the
additional space is devoted to data. No new parity bl ocks
are allocated. The data on the added slices 1is, however,
included in the overall parity calculations, so it is pro-
tected against single device failure.

This exanpl e adds space to a two-way mrror by adding a
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slice to each submrror. (Afterwards, you would use the
growfs conmand to expand the file system)

# netattach d9 /dev/dsk/cOt 2d0s5
# nmetattach d10 /dev/ dsk/ cOt 3d0s5

Thi s exanpl e detaches a submirror, d2, froma mrror, d4.

# nmetadetach d4 d2



SEE ALSO

met acl ear (1M, nmet adb( 1M, net adet ach( 1M, nmet ahs( 1M,
nmetainit(1M, nmetaof fline(1M, net aonl i ne( 1M,
nmet aparan( 1M, netareplace(1M, netaroot(1M, netaset(1M,
netastat (1M, nmetasync(1lM, nd.tab(4), nmd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-
ence

WARNI NG

When a submirror is detached fromits mrror, the data on
the netadevice may not be the sane as the data that existed
on the mrror prior to running netadetach. In particular,
if the -f option was needed, the netadevice and mrror prob-
ably do not contain the sane data.
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NANVE



met ahs - manage hot spares and hot spare pools

SYNOPSI S
metahs [ -s setnane ] -a all conponent
metahs [ -s setnanme ] -a hot_spare_pool [ conponent ]
nmetahs [ -s setnanme ] -d hot_spare_pool [ conponent ]
metahs [ -s setnane ] -d all conponent
metahs [ -s setnanme ] -e comnponent
metahs [ -s setnanme ] -r hot_spare_pool conponent-old
metahs [ -s setnanme ] -r all conponent-old conmponent - new
metahs [ -s setname ] -i [ hot_spare pool... ]

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
The netahs command nmanages exi sting hot spares and hot spare
pool s. It is used to add, delete, enable, and replace com

ponents (slices) in hot spare pools. Like the netainit com
mand, the netahs conmand can also create an initial hot
spare pool. The netahs comrand does not replace a conponent
of a netadevice. This function is perfornmed by the netare-
pl ace conmand.

Hot spares are always in one of three states: available,
i n-use, or broken. Avai l abl e hot spares are running and
ready to accept data, but are not currently being witten to
or read from In-use hot spares are currently being witten
to and read from Broken hot spares are out of service and
should be repaired. The status of hot spares is displayed
when netahs is invoked with the -i option

OPTI ONS
Root privileges are required for any of the follow ng
options except -i.

-a all conponent
Adds conponent to all hot spare pools. all is not case
sensitive.

-a hot _spare_pool [ conponent ]
Adds the conmponent to the specified hot_spare_pool
hot spare_pool is created if it does not already exist.

-d all conponent

Del etes conponent fromall the hot spare pools. The
conponent cannot be deleted if it is in the in-use
state.

SunCS 5.7 Last change: 19 July 1996 1



Mai nt enance Comands METAHS( 1M

-d hot _spare_pool [ conponent ]
Del etes hot _spare_pool, if the hot_spare pool is both
enpty and not referenced by a netadevice. |f conponent
is specified, it is deleted from the hot_spare_pool
Hot spares in the in-use state cannot be del et ed.

- e conponent
Enabl es conponent to be available for wuse as a hot
spare. The conponent can be enabled if it is in the
broken state and has been repaired.

-i [ hot_spare_pool ... ]
Di spl ays the status of the specified hot _spare pool or
for all hot spare pools if one is not specified.

-r all conponent-old conmponent - new

Repl ace conponent-old with conponent-new in all hot
spare pools which have the conponent associated. Com
ponents cannot be replaced fromany hot spare pool if

the old hot spare is in the in-use state.

-r hot _spare_pool conponent-old conponent - new
Repl aces conponent-old with conponent-new in the speci-
fied hot_spare_pool. Conmponents cannot be repl aced
froma hot spare pool if the old hot spare is in the
i n-use state.

-s setnane
Specifies the nane of the diskset on which netahs will
work. Using the -s option will cause the command to

performits adm nistrative function within the speci-
fied diskset. Wthout this option, the conmand will
performits function on |ocal hot spare pools.

conponent
The | ogi cal nane for the physical slice (partition) on
a disk drive, such as /dev/dsk/cOt0d0Os2.

hot spare_poo
Hot spare pools nust be of the form hspnnn, where nnn
is a nunmber in the range 000-999.

EXAMPLES
The foll owi ng exanpl e adds a hot spare /dev/dsk/c0t0dOs7 to
a hot spare pool hsp003.

# metahs -a hsp003 cOt 0d0s7

When the hot spare is added to the pool, the existing order
of the hot spares already in the pool is preserved. The new



hot spare is added at the end of the list of hot spares in
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the hot spare pool specified.

This exanpl e adds a hot spare to the hot spare pools that
are currently defined.

# metahs -a all ¢O0t0dOs7

The keyword all in this exanple specifies adding the hot
spare, /dev/dsk/c0t0dOs7, to all the hot spare pools.

This exanpl e del etes a hot spare, /dev/dsk/cOt0dOs7, from a
hot spare pool, hsp003.

# metahs -d hsp003 cOt 0dOs7

When you del ete a hot spare, the position of the remaining
hot spares in the pool changes to reflect the new order. For
instance, if in this exanple /dev/dsk/cOt0dOs7 were the
second of three hot spares, after deletion the third hot
spare woul d nove to the second position

This exanple replaces a hot spare that was previously
defi ned.

# metahs -r hspO0l1l cOt 1d0sO cOt 3d0sO

In this exanple, the hot spare /dev/dsk/cOt1d0OsO is repl aced
by /dev/dsk/cOt3d0sO0. The order of the hot spares does not

change.

SEE ALSO
nmet acl ear (1M, netadb(1M, netadetach(1M, netainit(1M,
nmet aof f i ne( 1M, nmet aonl i ne( 1M, met apar an( 1M,

nmet arepl ace(1M, netaroot(1M, netaset(1M, netastat(1lM,
met async(1M, netattach(1M, nd.tab(4), nd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-
ence
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NAME
nmetainit - configure netadevices

SYNOPSI S
metainit -h
metainit [ generic options ] concat/stripe
nunmstripes width conmponent... [ -i interlace ]
w dth conponent... [ -i interlace ]| ]
-h hot _spare_pool ]

[

[
metainit [ generic options ] mrror -msubmrror

[ read options ] [ wite options ] [ pass_num]
metainit [ generic options | RAID -r conponent..

[ -i interlace ] [ -h hot_spare_pool ]

[ -k ] [ -o original_columm_count ]
nmetainit [ generic options | trans -t naster [ log ]
nmetainit [ generic options | hot_spare pool [ hotspare... ]
metainit [ generic options | netadevice-nane
nmetainit [ generic options ] -a
metainit -r

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
The nmetainit command confi gures netadevices and hot spares
according to the information specified on the conmand |i ne.
O, you can run netainit so that it wuses configuration
entries you specify in the /etc/opt/SUNWrd/nd.tab file. Al
met adevi ces nmust be set up by the netainit command before
they can be used.

If you edit the /etc/opt/SUNW/nd.tab file to configure
nmet adevi ces, specify one conplete configuration entry per



line. You then run the netainit command with either the -a
option, to activate all netadevices you entered in the
[etc/opt/SUNWd/ nd.tab file, or with the netadevice nane
corresponding to a specific configuration entry.

Note: DiskSuite never wupdates the /[etc/opt/SUNW/ nd.tab
file. Conplete configuration information is stored in the

met adevi ce state database, not nd.tab. The only way inform-
tion appears in nd.tab is through editing it by hand.

GENERI C OPTI ONS
Root privileges are required for all of the followng
options except -h.

-f Forces the netainit command to conti nue even if one of
the slices contains a nounted file systemor is being
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used as swap. This option is wuseful when configuring
mrrors on root (/), swap, and /usr

-h Di spl ays usage nessage.

-n Checks t he synt ax of your comrand line or
[etc/opt/SUN\W/ nd.tab entry wthout actually setting
up the netadevice. If used with -a, all devices are

checked but not initialized.

-r Only used in a shell script at boot tinme. Sets up al
net adevices that were configured before the system
crashed or was shut down. The infornation about previ-
ously configured netadevices is stored in the netadev-
ice state database (see netadb).

-s setnane
Specifies the nane of the diskset on which netainit
will work. Wthout the -s option, the netainit conmand
operates on your |ocal netadevices and/or hotspares.

CONCAT/ STRI PE OPTI ONS
concat/stripe
Specifies the netadevice nanme of the concatenation,
stripe, or concatenation of stripes being defined.

numstri pes



wi dt h

Specifies the nunber of individual stripes in the neta-
device. For a sinple stripe, nunstripes is always 1.
For a concatenation, nunstripes is equal to the nunber
of slices. For a concatenation of stripes, nunstripes
w Il vary according to the nunmber of stripes.

Specifies the nunber of slices that nake up a stripe.
When width is greater than 1, the slices are striped.

conponent

The | ogi cal nane for the physical slice (partition) on
a disk drive, such as /dev/dsk/c0Ot0dOs2. For RAID5
net adevi ces, a mninmumof three slices is necessary to
enabl e striping of the parity information across
slices.

-1 interl ace

Specifies the interlace size. This value tells Disk-
Suite how nmuch data to place on a slice of a striped or
RAI D5 net adevi ce before noving on to the next slice.
interlace is a specified value, followed by either k'
for kilobytes, "m for negabytes, or “b' for blocks.
The characters can be either uppercase or | owercase.
The interlace specified cannot be | ess than 16 bl ocks,
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or greater than 100 negabytes. |If interlace is not

specified, it defaults to 16 kil obytes.

-h hot _spare_pool

Specifies the hot _spare_pool to be associated with the
net adevice. |If you use the command |ine, the hot spare
pool mnust have been previously created by the netainit
command before it can be associated with a netadevi ce.
The hot _spare_pool nust be of the form hspnnn, where
nnn is a nunber in the range 000-999. Use /-h hspnnn
when the concat/stripe being created is to be used as a
submirror.

M RROR OPTI ONS
mrror -msubmrror

Specifies the netadevice nane of the mrror. The -m
specifies that the configuration is a mrror. submrror
is a netadevice (stripe or concatentation) that mnakes
up the initial one-way mrror. DiskSuite supports a



maxi mum of three-way mrroring. Wien defining mrrors,
first create the mirror with the netainit conmand as a
one-way mrror. Then attach subsequent submrrors using
the nmetattach command. This nethod ensures that D sk-
Suite properly syncs the mrrors. (The second and third
submirrors are first created via the netainit command.)

read_options
The following read options for mrrors are avail abl e:

-g Enabl es the geonetric read option, which results
in faster perfornmance on sequential reads.

-r Directs all reads to the first submrror. This
should only be wused when the devices conprising
the first submrror are substantially faster than
those of the second mrror. This flag cannot be
used with the -g fl ag.

If neither the -g nor -r flags are specified, reads are

made in a round-robin order fromall submirrors in the

mrror. This enabl es | oad bal anci ng across the submr-
rors.

write_options
The followng wite options for mrrors are avail abl e:

-S Perforns serial wites to mrrors. The first sub-
mrror wite conpletes before the second is
started. This nmay be useful if hardware is suscep-
tible to partial sector failures. |If -Sis not
specified, wites are replicated and dispatched to
all mrrors sinultaneously.
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pass_num

A number in the range 0-9 at the end of an entry defin-
ing a mrror that determnes the order in which that
mrror is resynced during a reboot. The default is 1.
Smal |l er pass nunbers are resynced first. Equal pass
nunmbers are run concurrently. If 0 is used, the resync
is skipped. O should be used only for mrrors nounted
as read-only, or as swap

RAI D5 OPTI ONS
RAID -r



Specifies the nane of the RAID5 netadevice. The -r
specifies that the configuration is RAlD5.

For RAI D5 netadevices, inforns the driver that it is
not to initialize (zero the disk blocks) due to exist-
ing data. Only use this option to recreate a previously
created RAI D5 devi ce.

-0 original_colum_count

For RAID5 netadevices, wused wth the -k option to
define the nunber of original slices in the event the
originally defined netadevice was grown. This i s neces-
sary since the parity segnents are not striped across
concat enat ed devi ces.

WARNI NG For -k and -o

Use extreme caution when using the -k and -0 options.
When used, these options set the disk blocks to the OK
state. If any errors exist on disk blocks wthin the
net adevi ce, DiskSuite my begin fabricating data.
I nstead of using these options, you may want to ini-
tialize the device and restore data fromtape.

TRANS OPTI ONS
trans -t master [ log ]

SunGs 5.7

trans specifies the nane of the trans netadevi ce, which
consists of master and |og devices, or just a naster
device. The -t specifies that the configuration is a

trans netadevice. If log is not specified when you
create the trans netadevice, no |ogging can take place
until a logging device is provided by using the netat-

tach command. naster and |log can be sinple, mrror, or
RAI D5 netadevices. They cannot be trans netadevices.
master should be a UFS file system You can configure
an existing file systemfor |ogging by creating a trans
net adevi ce as follows: nake the existing file system
into the master trans device, then create the | og dev-
ice on a separate, unused slice. The minimumlog size
is 1 Myte of disk space. Under heavy sustained | oads,
small logs will detract from performance because old
data nust be copied fromthe log to the file system
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bef ore new data can be | ogged. The maximumlog size is
1 Gbyte. Large logs mght increase perfornance. How
ever, logs larger than 64 Moytes can have negligible



performance benefits.

HOT SPARE POOL OPTI ONS
hot spare pool [ hotspare... ]

When used as argunents to the netainit conmand,
hot spare_pool defines the nane for a hot spare pool

and hotspare... is the logical nanme for the physica
slice(s) for availability in that pool. hot_spare_pool
is a nunber of the form hspnnn, where nnn is a nunber
in the range 000-999.

nd.tab FI LE OPTI ONS
met adevi ce- name
VWhen the netainit command is run with a netadevi ce- nane
as its only ar gunent , it sear ches t he
[etc/opt/SUNW/ nd.tab file to find that nanme and its
corresponding entry. The order in which entries appear
inthe nd.tab file is uninportant. For exanple, con-
sider the following nd.tab entry:

d0 2 1 c1t0d0sO 1 c2t1d0sO

When you run the command netainit dO, it configures
net adevice dO based on the configuration information
found in the nd.tab file.

-a Acti vat es al | met adevi ces defi ned in t he
[etc/opt/SUNWr/ nd.tab file.

EXAMPLES
Exanples listed here include creation of a concatenation, a
stripe, a concatenation of stripes, a mrror, a trans neta-

device, a RAID5 netadevice, and a hot spare pool. Al
drives in the follow ng exanples have the sane size of 525
Moyt es.

Concat enati on
Thi s exanpl e shows a netadevi ce, /dev/nd/ dsk/d7, consisting
of a concatenation of four slices.

# nmetainit d7 4 1 c0t1d0sO 1 cO0t2d0s0O 1 cOt3d0s0 1
/ dev/ dsk/ c0Ot 4d0sO

The nunber 4 indicates there are four individual stripes in
the concatenation. Each stripe is made of one slice, hence
the nunmber 1 appears in front of each slice.

Note: The first disk sector in all of the above devices

SunCsS 5.7 Last change: 19 July 1996 5



Mai nt enance Comands METAI NI T( 1M

contains a disk |l|abel. To preserve the |abels on devices
/ dev/ dsk/ cOt 2d0s0, /dev/dsk/cOt 3d0s0, and /dev/dsk/ cOt 4d0sO,
the netadisk driver nust skip at |least the first sector of
those di sks when nappi hg accesses across the concatenation
boundaries. Because skipping only the first sector would
create an irregular disk geonetry, the entire first cylinder

of these disks wll be skipped. This allows higher |eve
file system software to optimze bl ock al | ocations
correctly.

Stripe

Thi s exanpl e shows a netadevi ce, /dev/nd/dsk/dl5, consisting
of two slices.

# nmetainit d15 1 2 cOt1d0s2 cOt2d0s2 -i 32k

The nunber 1 indicates that one stripe is being created.
Because the stripe is nade of two slices, the nunber 2 fol-
|l ows next. The optional -i followed by 32k specifies the
interlace size wll be 32 Kbytes. |If the interlace size
were not specified, the stripe would use the default value
of 16 Kbyt es.

Concatentation of Stripes
Thi s exanpl e shows a netadevi ce, /dev/nd/ dsk/d75, consisting
of a concatenation of two stripes of three disks.

# nmetainit d75 2 3 cO0t1d0s2 cOt 2d0s2 \
c0t 3d0s2 -i 16k \
3 ¢1t1d0s2 clt2d0s2 cl1lt3d0s2 -i 32k

On the first line, the -i followed by 16k specifies that the
stripe interlace size is 16 Kbytes. The second set speci-
fies the stripe interlace size will be 32 Kbytes. If the
second set did not specify 32 Kbytes, the set would use the
default interlace value of 16 Kbytes. The bl ocks of each set
of three disks are interlaced across three disks.

Mrroring
Thi s exanple shows a two-way mrror, /dev/nd/dsk/d50, con-
sisting of two submrrors. This mrror does not contain any
exi sting data.

# netainit db51 1 1 cOt1d0s2
# netainit d52 1 1 cOt2d0s?2
# netainit d50 -m d51

# netattach d50 db52

In this exanple, two submrrors, d51 and d52, are created
with the netainit command. These two submirrors are sinple
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concatenations. Next, a one-way mrror, d50,

is created using the -moption wtih d51. The second submr-
ror is attached later wusing the netattach command. Wen
creating a mrror, any conbination of stripes and concatena-
tions can be wused. The default read and wite options in
this exanple are a round-robin read algorithm and parallel
wites to all submirrors.

Loggi ng (trans)
Thi s exanpl e shows trans netadevice, /dev/nd/dsk/dl, wth
mrrors for the master and | oggi ng devices. This trans does
not contain any existing data.

metainit dl1 1 1 cOt1d0s2
metainit dl2 1 1 cOt2d0s2
metainit d21 1 1 clt1d0s3
metainit d22 1 1 clt2d0s3
metainit dl10 -mdll
metattach d10 di2
metainit d20 -m d21

met attach d20 d22
metainit dl -t d10 d20

HoHHHHHHHF

Thi s exanpl e begins by defining four concatenations, d11,
dl2, d21, and d22. Next, mrror dl10 is defined, followed by
mrror d20. The mirrors are initially defined as one-way
mrrors, then the second submrrors are attached later with
the nmetattach coormand. Finally, the trans netadevice dl1 is
defined, wth dl10 as the master device and d20 as the | og-
ging device by using the -t option.

RAI D5
Thi s exanpl e shows a RAI D5 device, d80, consisting of three
slices:

# netainit d80 -r c1t0d0s2 clt1d0s2 cl1lt3d0s2 -i 20k

In this exanple, a RAID5 netadevice is defined using the -r
option with an interlace size of 20 Kbytes. The data and
parity segnments will be striped across the slices, c1t0d0s2
clt 2d0s2, and cl1t 3d0s2.
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Hot Spare
This exanple shows a two-way mrror, /dev/nd/dsk/dl10, and a
hot spare pool with three hot spare conponents. The mrror
does not contain any existing data.

# metainit hsp001 c2t 2d0s2 c3t2d0s2 clt 2d0s2
# metainit d41 1 1 cl1lt0d0s2 -h hsp001

# metainit d42 1 1 c¢3t0d0s2 -h hsp001

# netainit d40 -m d41

# netattach d40 d42

In the above exanple, a hot spare pool, hsp00l, is created
with three disks used as hot spares. Next, two submrrors
are created, d41 and d42. These are sinple concatenations.
The netainit command uses the -h option to associate the hot
spare pool hsp00l1l with each submrror. A one-way mrror is
then defined wusing the -moption. The second submrror is
attached using the netattach comand.

FI LES
[ etc/ opt/ SUNWrd/ nd. t ab
Contains list of nmetadevice and hot
spare configurations for batch-1ike
creation.
WARNI NG

Do not use the netainit command to create a mnulti-way mr-
ror. Rather, create a one-way mrror with nmetainit then
attach additional submirrors wth netattach. VWen the
metattach command is not used, no resync operations occur
and data could becone corrupted.

If you use netainit to create a mrror with multiple submr-
rors, the follow ng nessage is displayed:



WARNI NG This formof nmetainit is not reconmmended.
The submirrors may not have the sane data.

Pl ease see ERRORS in netainit(1M for additional i nforma-
tion.

SEE ALSO
nmet acl ear (1M, nmet adb( 1M , net adet ach( 1M, nmet ahs( 1M,
met aof f i ne( 1M, nmet aonl i ne( 1M, nmet apar an( 1M ,

nmet arepl ace(1M, netaroot(1M, netaset(1M, netastat(1lM,
met async(1M, netattach(1M, nd.cf(4), nd.tab(4), nddb.cf(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-

ence
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LI M TATI ONS

Recursive mrroring is not allowed; that is, a mrror cannot
appear in the definition of another mrror.

Recursive logging is not allowed; that is, a trans netadev-
i ce cannot appear in the definition of another netadevice.

Stripes and RAI D5 netadevi ces must consist of slices only.

Mrroring of RAID5 netadevices is not all owed.
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NANVE
nmetaoffline, netaonline - place submrrors offline and
online
SYNOPSI S

met aof fline -h

nmetaoffline [ -s setnanme ] [ -f ] mrror submrror
met aonline -h

nmetaonline [ -s setnane ] mirror submrror

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
The netaoffline command prevents Di skSuite fromreading and
witing to the submirror that has been taken offline. Wile
the submrror is offline, all wites to the mirror wll be
kept track of (by region) and will be witten when the sub-



mrror is brought back online. The nmetaoffline comand can
also be wused to performonline backups: one submrror is
taken offline and backed up while the mrror renains acces-
sible. (However, if thisis a tw-way mrror, data redun-
dancy is lost while one submrror is offline.) The netaoff-
line command differs fromthe netadetach conmand because it
does not sever the | ogical association between the subnmirror
and the mrror. To conpletely renove a submrror froma mr-
ror, use the netadetach conmand.

A submrror that has been taken offline wll only renmain
offline wuntil the netaonline command is invoked or the sys-
temis reboot ed.

When the netaonline conmand is used, reading fromand wit-
ing to the submirror resunes. A resync is autonmatically
invoked to resync the regions witten while the submrror
was offline. Wites are directed to the submrror during
resync. Reads, however, will cone froma different submr-
ror. Once the resync operation conpletes, reads and wites
are performed on that submirror. The nmetaonline command is
only effective on a submrror of a mrror that has been
taken of fli ne.

Note: A submrror that has been taken offline with the neta-
offline command can only be nounted as read-only.

OPTI ONS
Root privileges are required for all of the followng
options except -h.
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- f Forces offlining of submrrors that have slices requir-
i ng mai nt enance.

-h Di spl ays usage nessage.

-s setnane
Specifies the nane of the diskset on which netaoffline
and nmetaonline wll work. Using the -s option w |
cause the command to performits admnistrative func-
tion within the specified diskset. Wthout this
option, the command will performits function on |oca

met adevi ces.



mrror
Specifies the netadevice name of the mrror from which

the submrror wll be either taken offline or put
onl i ne.
subm rror

Specifies the netadevice name of the submirror to be
ei ther taken offline or put online.

EXAMPLES
Thi s exanpl e takes one submrror, d9, offline from mrror
d1o0.

# nmetaoffline d10 d9

SEE ALSO
nmet acl ear (1M, nmet adb( 1M, net adet ach( 1M, nmet ahs( 1M,
netainit(1M, metaparam 1M, netareplace(1M, netaroot (1M,
nmet aset (1M, netastat(1M, met async( 1M, nmetattach(1M,
nd. tab(4), nd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-
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NANMVE

nmetaoffline, netaonline - ©place submrrors offline and

online



SYNOPSI S
met aof fline -h
nmetaoffline [ -s setname ] [ -f ] mrror submrror
met aonline -h
nmetaonline [ -s setnane ] mirror submrror

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON

The netaoffline command prevents Di skSuite fromreading and
witing to the submirror that has been taken offline. Wile
the submrror is offline, all wites to the mirror wll be
kept track of (by region) and will be witten when the sub-
mrror is brought back online. The netaoffline comand can
also be wused to performonline backups: one submrror is
taken offline and backed up while the mrror renains acces-
sible. (However, if thisis atw-way mrror, data redun-
dancy is lost while one submrror is offline.) The netaoff-
line command differs fromthe netadetach conmand because it
does not sever the | ogical association between the subnirror
and the mrror. To conpletely renove a submrror froma mr-
ror, use the netadetach conmand.

A submrror that has been taken offline wll only remain
offline wuntil the netaonline command is invoked or the sys-
temis reboot ed.

When the netaonline conmmand is used, reading fromand wit-
ing to the submirror resunes. A resync is autonmatically
invoked to resync the regions witten while the submrror
was offline. Wites are directed to the submrror during
resync. Reads, however, will cone froma different submr-
ror. Once the resync operation conpletes, reads and wites
are performed on that submirror. The nmetaonline command is
only effective on a submrror of a mrror that has been
taken of fli ne.

Note: A submrror that has been taken offline with the neta-
offline command can only be nounted as read-only.

OPTI ONS
Root privileges are required for all of the followng
options except -h.
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-f Forces offlining of submrrors that have slices requir-
i ng mai nt enance.

-h Di spl ays usage nessage.

-s setnane
Specifies the nane of the diskset on which netaoffline
and nmetaonline wll work. Using the -s option w |
cause the command to performits admnistrative func-
tion within the specified diskset. Wthout this
option, the conmmand will performits function on |ocal

met adevi ces.

mrror
Specifies the netadevice name of the mrror from which
the submrror wll be either taken offline or put
onl i ne.

subm rror

Speci fies the netadevice nanme of the submirror to be
ei ther taken offline or put online.

EXAMPLES

Thi s exanpl e takes one submrror, d9, offline from mrror
d1o0.

# nmetaoffline d10 d9

SEE ALSO
nmet acl ear (1M, nmet adb( 1M, net adet ach( 1M, nmet ahs( 1M,
nmetainit(1M, metaparam( 1M, netareplace(1M, netaroot (1M,
net aset (1M, netastat(1M, met async( 1M, nmetattach(1M,
nd. tab(4), nd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-
ence
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NAME
met aparam - nodi fy paraneters of netadevices

SYNOPSI S
met aparam - h
nmetaparam | -s setname | [ concat/stripe or RAID5 options ]
concat/stripe | RAID
metaparam|[ -s setname | [ mrror options | mrror

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
The netaparam command is used to display or nodify current
paraneters of netadevices. The current parameters can be

di spl ayed by the netastat command.

If just the netadevice is specified as an argunent to the
met aparam command, the current settings are displayed.

The netaparam command enabl es net adevi ce paraneters to be
changed with the exception of the interlace value, which
initially must be set using the nmetainit conmand.

OPTI ONS
Root privileges are required for all of the follow ng
options except -h.

-h Di spl ays usage nessage.

-s setnane
Specifies the nane of the diskset on which netaparam
will work. Using the -s option will cause the conmand

to perform its admnistrative function wthin the
specified diskset. Wthout this option, the comrand
wll performits function on | ocal netadevices.

CONCAT/ STRI PE OR RAI D5 OPTI ONS
-h hot _spare_pool | none
Specifies the hot spare pool to be used by a netadev-
ice. If none is specified, the netadevice is disassoci-
ated with the hot spare pool assigned to it. [If the
nmetadevice is currently using a hot spare, then neta-



param cannot repl ace the hot spare pool

concat/stripe | RAID
Specifies the netadevice nanme of the concatenation,
stripe, or concatenation of stripes, or of the RAID5
et adevi ce.
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M RROR OPTI ONS
-r roundrobin | geonetric | first
Modifies th read option for a mrror. The -r option
must be followed by either roundrobin, geonetric, or
first. roundrobin, which is the default action under
the netainit command, specifies reading the disks in a
round-robin (load bal ancing) method. geonetric allows
for faster performance on sequential reads. first
specifies reading only fromthe first submrror

-w parallel | serial
Modi fies the wite option for a mrror. The -w option
must be followed by either parallel or serial. paral-
lel, the default action under the netainit command,
specifies that all wites are parallel. serial speci-
fies that all wites are serial.

-p pass_numnber
A number fromO-to-9 that specifies the order in which
a mrror is resynced during reboot. The default is 1.
Snal | er pass nunbers are resynced first. Equal pass
nunmbers are run concurrently. If O is used, the mrror
resync is skipped. 0 should only be wused for mrrors
mounted as read-only, or as swap

mrror

Speci fies the netadevice nanme of the mrror.

EXAMPLES
Thi s exanpl e associates a hot spare pool, hsp005 wth a
RAI D5 net adevi ce, d80.

# metaparam -h hsp005 d80

Thi s exanpl e changes the read option on a mrror d50 from
the default of roundrobin to geonetric.



# metaparam -r geonetric d50

SEE ALSO
nmet acl ear (1M, nmet adb( 1M, nmet adet ach( 1M, nmet ahs( 1M,
nmetainit(1M, netaof fline(1M, net aonl i ne( 1M,

nmet arepl ace(1M, netaroot(1M, netaset(1M, netastat(1lM,
met async(1M, netattach(1M, nd.tab(4), nd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-
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NAMVE
met arenane - renanme netadevice or switch | ayered netadevice
nanes

SYNOPSI S
metarenane [ -s setnane ] netadevicel netadevice2
nmetarenane [ -s setnane | [ -f ] -x netadevicel netadevice2
met ar enane -h

AVAI LABI LI TY
/usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON

There are two ways to use nmetarenane. The first renanes an
exi sting netadevice to a new nane. This makes managi ng t he
met adevi ce nanespace easier. The netadevice being renaned
cannot be nmounted or open, nor can the new nane al ready
exi st. For exanple, to renane a netadevice that contains a
mounted file system you would first need to unnmount the
file system

Secondl y, when used with the -x option, netarenane sw tches
(exchanges) the nanes of an existing | ayered netadevice and
one of its subdevices. (In DiskSuite terms, a |l ayered neta-
device can be either a mrror or a trans netadevice.) The
-X option enables you to switch the netadevi ce nanes of a
mrror and one of its submrrors, or a trans metadevi ce and
its master device.

met arenane -x nakes it easier to mrror or unmrror an



existing stripe or concatenation, and to create or renpve a
trans of an existing metadevice.

When used to mrror an existing stripe or concatenatation,
you must stop access to the device. For exanple, if the dev-
ice contains a mounted file system you mnmust first unnount
the file system before doing the renane.

met arenane -x can also be used to create a trans netadevice
froman existing netadevice, or to untrans the device. This
applies only to the master device. A |ogging device cannot
be created or renoved via netarenane. Before you can renane
a trans device, you nust detach the | ogging device. Then you
must stop access to the trans netadevice itself.

You cannot renane or switch netadevices that are in an
errored state or that have subconponents in an errored
state, or metadevices actively using a hot spare repl ace-
nment .

You can only switch netadevices that have a direct
child/ parent relationship. You could not, for exanple,
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directly exchange a stripe in a mrror that is a naster dev-
ice with the trans netadevi ce.

You nust use the -f flag when switching nmenbers of a trans
met adevi ce.

Only netadevices can be switched, not slices.
OPTI ONS
Force the switching of trans netadevi ce nenbers.

-h Di spl ay a hel p nessage.

-s setnane
Speci fies the nane of the diskset on which netarenane
wll work. Using the -s option will cause the command

to performits admnistrative function within the
specified diskset. Wthout this option, the command
wll performits function on the |ocal netadevices.

- X Exchange the netadevi ce nanes netadevi cel and net adev-



i ce2.

met adevi cel
Specifies the netadevice to be renamed or sw tched.

met adevi ce2
Specifies the target netadevice nane for the renane or
switch operation

EXAMPLES
Thi s exanpl e renanes a netadevi ce narmed d10 to d100. Note
that d100 nust not exist for the renane to succeed.

# nmetarename d10 d100

This exanple creates a two-way mrror froman existing
stripe naned d1 with a nmounted file system /hone2.

metainit d2 1 1 ¢13d0s1l
metainit -f d20 -mdl
umount / hone?2

met arename -x d20 dil
metattach dl d2

mount / hone?2

HoHHHH

First, a second concatenation d2, is created. (dl already
exists.) The nmetainit conmand creates a one-way mrror, d20,
fromdl. Next, you unmount the file systemand switch dl1 for
d20, making dl the top-level device (mrror). You attach
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the second submirror, d2, to create a two-way mrror
Lastly, you rermount the file system

This exanple takes an existing mrror naned dl1 with a
mounted file system and ends up with the file system
mounted on a stripe dl.

umount /fs2

met arename -x dl1 d20
met adet ach d20 dil
met acl ear -r d20
mount /fs2

HoHHH

First, you unnount the file system then switch the mrror



dl and its submirror d20. This nakes the mrror into d20.
Next, you detach dl1 from d20, then delete the mrror d20 and
its other submrror. You then renpunt the file system

This exanple creates a trans netadevice from an existing
RAI D5 net adevi ce named d1 which contains the file system
/ myhone.

unount /nyhorme

metainit d21 -t dil

met arename -f -x d21 di
metattach dl1 dO

mount / nmyhonme

B oHHH

You urmount the file system before using the netainit comrand
to create the trans netadevice d21, with dl1 as the naster
device. You then switch d21 and dl1, naking dl1 the top-Ileve
met adevi ce (trans netadevice). A logging device dO is
attached with the netattach comand. You then renount the
file system

This exanpl e del etes a trans netadevi ce naned d10 while its
mount point is /nyhonme. The master device, which is a
stripe, is named d2. The | ogging device, also a stripe, is
named d5

unount /nyhorme

met adet ach di10

met arename -f -x d10 d2
met acl ear d2

met acl ear db

fsck /dev/ nd/ dsk/d10
mount / myhone

HoHoHHHH

You unmount the file systemfirst, then detach the trans

nmet adevi ce's | ogging device. The trans netadevice is
switched with the master device, making the trans netadevice
d2 and the underlying stripe di10. You clear the trans
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nmet adevi ce d2 and the | oggi ng device d5. d10 nust be
fsck'd, and then the file systemis renount ed.

SEE ALSO
nmet acl ear (1M, netainit(1M, netastat (1M
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LI M TATI ONS
Renam ng and exchangi ng net adevi ce nanmes can only be used
for nmetadevices. A physical slice cannot be renamed to a
nmet adevi ce, nor can a mnetadevice be exchanged with a physi -
cal slice nane.

Met adevi ce nanes are (still) limted to strings of the pat-
tern d<xyz> where xyz is a value between 0 and 1024 . You
cannot use | ogical nanmes for netadevices.
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NAME
nmet ar epl ace - enabl e or replace conponents of submrrors or
RAI D5 net adevi ces

SYNOPSI S

met arepl ace -h

netareplace [ -s setname ] -e mrror conponent

nmetareplace [ -s setname ] mrror
conponent -ol d conponent - new

net areplace [ -s setnanme ] -e RAID conmponent

nmetareplace [ -s setnanmre ] [ -f ] RAID
conponent -ol d conponent - new

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
The netareplace command is used to enable or replace com
ponents (slices) within a submrror or a RAI D5 netadevice.

When you replace a conmponent, the netarepl ace command
automatically starts resyncing the new conponent with the
rest of the netadevice. Wien the resync conpl etes, the

repl aced conponent becones readable and witeable. If the
fail ed conponent has been hot spare replaced, the hot spare
is placed in the avail able state and made avail able for

ot her hot spare repl acenents.

Not e that the new conponent nust be | arge enough to repl ace
the ol d conponent.

A conponent nay be in one of several states. The Last Erred
and the Mai ntenance states require action. A ways replace
conponents in the Maintenance state first, followed by a
resync and validation of data. After conponents requiring
mai nt enance are fixed, validated, and resynced, components
in the Last Erred state should be replaced. To avoid data
loss, it is always best to back up all data before replacing
Last Erred devices.

OPTI ONS
Root privileges are required for all of the follow ng
options except -h.

-e Transitions the state of conponent to the avail able
state and resyncs the failed conponent. If the failed
conponent has been hot spare replaced, the hot spare is
pl aced in the avail able state and made avail abl e for
ot her hot spare replacenents. This command is usef ul
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when a conponent fails due to human error (for exanple,
accidentally turning off a disk), or because the com
ponent was physically replaced. In this case, the

repl acement conponent nust be partitioned to match the
di sk being replaced before running the netareplace com
mand.

-f Forces the repl acenent of an errored conmponent of a
net adevice in which nmultiple conponents are in error.
The component determ ned by the netastat display to be
in the ~~Miintenance'' state nust be replaced first.
This option may cause data to be fabricated since mul -
tiple conponents are in error

-h Di spl ay hel p nessage.

-s setnane
Specifies the nane of the di skset on which netarepl ace
wll work. Using the -s option will cause the command

to performits admnistrative function within the
specified diskset. Wthout this option, the command
wll performits function on | ocal netadevices.

mrror
The net adevice nane of the mrror

conponent
The | ogical nane for the physical slice (partition) on
a disk drive, such as /dev/dsk/cOt0d0Os2.

conponent - ol d
The physical slice that is being repl aced.

conponent - new
The physical slice that is replacing conponent-ol d.

RAI D The netadevi ce nanme of the RAID5 device.

EXAMPLES
Thi s exanpl e shows how to recover when a single conponent in
a RAID5 netadevice is errored.

# metarepl ace d10 c3t0d0s2 c5t 0d0s2

In this exanple, a RAID5 netadevice d10 has an errored com
ponent, c¢3t0d0s2, replaced by a new conponent, c¢5t0d0s2.

Thi s exanpl e shows the use of the -e option after a physica



disk in a submrror has been repl aced.

# metareplace -e dl1 clt4d0s2
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Not e: The repl acenment di sk nmust be partitioned to match the
disk it is replacing before running the netareplace conmand.

SEE ALSO
nmet acl ear (1M, netadb(1M, netadetach(1lM, netahs(1M,
nmetainit(1M, netaoffline(1lM, netaonline(1M,
nmet aparan( 1M, netaroot (1M, netaset(1M, netastat (1M,
met async(1M, netattach(1M, nd.tab(4), nd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's Guide, Solstice D skSuite Refer-
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NAME
met aroot - setup systemfiles for root (/) netadevice

SYNOPSI S
met ar oot -h
metaroot [ -n ] [ -k systemnane | [ -v vfstab-nanme ]
[ -c nddb. cf-name ] device

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
The nmetaroot command edits the /etc/vfstab and /etc/system
files so that the system may be booted with the root file
system (/) on a netadevice.

If necessary, the netaroot command can reset a systemthat
has been configured to boot the root file system (/) on a
met adevice so that it uses a physical slice.

OPTI ONS
Root privileges are required for all of the follow ng
options except -h.

-¢ nddb. cf - nane
Uses nddb. cf-name instead of the default
[ etc/opt/ SUNWr/ nddb. cf file as a source of mnetadevice
dat abase | ocati ons.



-h Di spl ays a usage nessage.

-k system nane
Edits a user-supplied systemnanme instead of the
default /etc/system system configuration infornmation
file.

-n Print what woul d be done without actually doing it.

-v vfstab-nane
Edits vfstab-name instead of the default /etc/vfstab
table of file systemdefaults.

devi ce
Specifies either the netadevice or the conventi onal
di sk device (slice) used for the root file system (/).

EXAMPLES
Sun0s 5.7 Last change: 19 June 1996 1
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The follow ng cormand edits /etc/systemand /etc/vfstab to
specify that the root filesystemis now on netadevice doO.

# netaroot dO

The followi ng cormand edits /etc/systemand /etc/vfstab to
specify that the root filesystemis now on the SCSI disk
devi ce /dev/dsk/ cOt 3d0sO.

# nmet aroot /dev/dsk/cOt 3d0s0O

FI LES
[etc/system Kernel patch file.

[etc/vfstab File system defaults.

[ et ¢/ opt / SUNWrd/ nddb. cf
Met adevi ce state database | ocati ons.

NOTES
WARNI NG forceload of m sc/nd_hotspares failed nay appear
during boot if root is on a netadevice and no hot spares are
specified. This can be elinmnated by defining an enpty hot



spar e pool

WARNI NG forceload of msc/nd trans failed may appear if no
trans devi ces have been confi gured.

WARNI NG forceload of msc/nd raid failed nay appear if no
RAI D5 devi ces have been confi gured.

You can safely ignore these nessages. This is an artifact of
the way drivers are | oaded during the boot process.

SEE ALSO
met adb(1M, netainit(1M, netastat (1M, nddb.cf(4), sys-
tem(4), vfstab(4)
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NANVE

met aset - configure shared disksets
SYNOPSI S

met aset -s setnane -a -h hostnane. ..

nmetaset -s setnane -a [ -1 length ] drivenane..

nmetaset -s setnane -d [ -f ] -h hostnane..
nmetaset -s setnane -d [ -f ] drivenane..
net aset -s setnane -r

netaset -s setnane -t [ -f ]

nmet aset -s setnane -b

nmetaset -s setnane -o [ -h hostnane ]
nmetaset [ -s setnane ]

AVAI LABI LI TY



[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
In a diskset configuration, two hosts are physically con-
nected to the sane set of disks. When one host fails, the
ot her host has exclusive access to the disks. The netaset
command adm ni sters sets of disks shared for exclusive (but
not concurrent) access between such hosts. Wil e disksets
enable a high-availability configuration, DiskSuite itself
does not actually provide a high-availability environment.

Shar ed net adevi ces/ hot spare pools can be created only from
drives which are in the diskset created by netaset. To
create a set, one or nore hosts nust be added to the set. To
create netadevices within the set, one or nore devi ces nust
be added to the set. The drivenanme specified nmust be in the
formcxtxdx with no slice specified.

Drives are repartitioned when they are added to a di skset
only if Slice 7 is not set up correctly. A snall portion of
each drive is reserved in Slice 7 for use by DiskSuite. The
remai nder of the space on each drive is placed into Slice O.
Any existing data on the disks is lost after repartitioning.
After adding a drive to a diskset, you can repartition the
drive as necessary. However, Slice 7 should not be noved,
renmoved, or overl apped with any other partition.

After a diskset is created and netadevices are set up within
the set, the netadevice name will be in the following form

[ dev/ md/ set nane/ { dsk, rdsk}/ dnunber

where setname is the nane of the di skset, and nunber is the
nunmber of the netadevice (0-127).

Sun0s 5.7 Last change: 19 June 1996 1
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Hot spare pools within |ocal disksets use standard Di skSuite
nam ng conventions. Hot spare pools with shared disksets
use the follow ng convention

set nanme/ hspnunber

where setname is the nane of the di skset, and nunber is the
nunmber of the hot spare pool (0-999).



OPTI ONS
-a

SunGs 5.7

Adds drives or hosts to the naned set. For a drive to
be accepted into a set, the drive nust not be in use

wi t hi n anot her net adevi ce or di skset, npbunted on, or
swapped on. Wen the drive is accepted into the set, it
is repartitioned and the netadevice state database
replica (for the set) may be placed on it. However, if
a Slice 7 starts at cylinder 0, and is |arge enough to
hold a state database replica, then the disk is not
repartioned. Also, a drive is not accepted if it cannot
be found on all hosts specified as part of the set.
This nmeans that if a host within the specified set is
unreachabl e due to network problens, or is admnistra-
tively down, the add will fail.

Insures that the replicas are distributed according to
the replica layout algorithm This can be invoked at
any tine, and will do nothing if the replicas are
correctly distributed. In cases where the user has used
the metadb command to nanually renove or add replicas,
this command can be used to insure that the distribu-
tion of replicas nmatches the replica | ayout algorithm

Del etes drives or hosts fromthe naned di skset. For a

drive to be deleted, it nust not be in use within the

set. The | ast host cannot be del eted unl ess all of the
drives within the set are del et ed.

Forces one of three actions to occur: takes ownership
of a diskset when used with -t; deletes the |ast disk
drive fromthe diskset; or deletes the | ast host from
the diskset. (Deleting the last drive or host froma

di skset requires the -d option.) Wen used to forcibly
take ownership of the diskset, this causes the diskset
to be grabbed whether or not another host owns the set.
Al'l of the disks within the set are taken over
(reserved) and fail fast is enabl ed, causing the other
host to panic if it had di skset ownership. The neta-

devi ce state database will be read in by the host per-
formng the take, and the shared netadevi ces contai ned
in the set will be accessible. The -f option is also

used to delete the last drive in the diskset, because

Last change: 19 June 1996 2
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this drive would inplicitly contain the | ast state

dat abase replica. The -f option is also used for delet-
ing hosts froma set. When specified with a partial
|ist of hosts, it can be used for one-host adm nistra-
tion. One-host adm nistration could be useful when a
host is known to be non-functional, thus avoiding
timeouts and failed commands. Wen specified with a
conplete list of hosts, the set is conpletely del eted.
It is generally specified with a conplete Iist of hosts
to clean up after one-host adm nistration has been per-
f or med.

-h host nane. ..

Speci fies one or nore host nanes to be added to or

del eted froma diskset. Adding the first host creates
the set. The | ast host cannot be del eted unless all of
the drives within the set have been del eted. The host
name is not accepted if all of the drives within the
set cannot be found on the specified host. The host
name is the same nanme found in /etc/nodenane.

Returns an exit status of O if the |ocal host or the
host specified with the -h option is the owner of the
di skset.

Rel eases ownership of a diskset. Al of the disks
wWithin the set are rel eased. The netadevi ces set up
within the set are no | onger accessible.

-S setnane

SunGs 5.7

Specifies the nane of a diskset on which netaset wll
work. If no setnane is specified, all disksets are
ret ur ned.

Takes ownership of a diskset safely. If netaset finds

t hat anot her host owns the set, this host will not be
allowed to take ownership of the set. If the set is not
owned by any other host, all the disks within the set
w Il be owned by the host on which netaset was exe-
cuted. The netadevice state database is read in, and
the shared netadevices contained in the set becone
accessible. The -t option will take a diskset that has
st al e dat abases. VWhen the dat abases are stal e, netaset
wll exit code 66, and a nessage will be printed. At
that point, the only operations permtted are the addi-
tion and deletion of replicas. Once the addition or

del etion of the replicas has been conpleted, the

di skset should be rel eased and retaken to gain full
access to the data.

Last change: 19 June 1996 3
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EXAMPLES
Thi s exanpl e defines a diskset.

# nmetaset -s relo-red -a -h red bl ue

The nane of the diskset is relo-red. The names of the first
and second hosts added to the set are red and bl ue, respec-
tively. (The hostnanme is found in /etc/nodenane.) Adding the
first host creates the diskset. A diskset can be created
with just one host, with the second added later. The | ast
host cannot be deleted until all of the drives within the
set have been del et ed.

This exanpl e adds drives to a diskset.

# nmetaset -s relo-red -a ¢c2t0d0 c2t1d0 c2t2d0 c2t 3d0 c2t 4d0
c2t 5d0

The name of the previously created diskset is relo-red. The
nanmes of the drives are c2t0d0O, c2t1d0, c2t2d0, c2t3dO,

c2t 4d0, and c2t5d0. Note that there is no slice identifier
("sx") at the end of the drive nanes.

FI LES
/etc/opt/ SUNW/ nd. t ab
Contains list of netadevice configura-
tions.

NOTES
D skset admi nistration, including the addition and del etion
of hosts and drives, requires all hosts in the set to be
accessi ble fromthe network.

SEE ALSO
nmet acl ear (1M, netadb(1M, netadetach(1lM, netahs(1M,
nmetainit(1M, netaoffline(1lM, netaonline(1M,
met aparan( 1M, netarepl ace(1M, netaroot(1M, netastat (1M,
met async(1M, netattach(1M, nd.cf(4), nd.tab(4), nddb.cf(4)

Sol stice DiskSuite User's Guide, Solstice D skSuite Refer-
ence
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NAME

nmetastat - display status for netadevice or hot spare poo
SYNOPSI S

nmet astat -h

nmetastat [ -s setnanme ] [ -p ] [ -t ] [ nmetadevice... ]

[ hot _spare pool... ]

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
The netastat command di spl ays the current status for each
met adevi ce (including stripes, concatenations, concatena-
tions of stripes, mrrors, RAID5, and trans devices) or hot
spare pool, or of specified nmetadevices or hot spare pools.

It is helpful to run the netastat command after using the

nmet attach conmand to view the status of the netadevice.
OPTI ONS

-h Di spl ays usage nessage.

-p Di splays the list of active netadevices and hot spare
pools in a format |ike nd.tab.

-s setnane
Speci fies the nane of the di skset on which netastat
will work. Using the -s option will cause the command

to performits admnistrative function within the
specified diskset. Wthout this option, the command
wll performits function on netadevi ces and/ or hot
spare pools in the | ocal diskset.

-t Prints the current status and tinmestanp for the speci-
fied netadevices and hot spare pools. The tinestanp
provides the date and tinme of the |ast state change.



met adevi ce. .

Di spl ays the status of the specified netadevice(s). If

a trans netadevice is specified,
ter

hot spare_pool ..

the status of the mas-

and | og devices is also displayed.

Di spl ays the status of the specified hot spare pool (s).

EXAMPLES

SunCs 5.7 Last change:
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METASTAT( 1M

out put of the netas-
consisting of two

The foll owi ng exanple shows the parti al
tat command after creating a mrror, do,
submrrors, d70 and d80.

# netastat dO

do: Mrror
Submirror 0: d80
State: Ckay
Submirror 1: d70
State: Resynci ng
Resync in progress: 15 % done
Pass: 1

Read option: roundrobin (default)
Wite option: parallel (default)
Si ze: 2006130 bl ocks

WARNI NG

nmetastat prints states as of the time the command is

entered. It is unwise to use the output of the netastat -p

command to create a nd.tab(4) file for a number of reasons:

0 The output of netastat -p may show hot spares bei ng used.

olt my showmrrors with nultiple submrrors. See
metainit for instructions for creating nmulti-way mrrors
using netainit and netattach.

0 Aslice may go into an error state after
i ssued.

netastat -pis



SEE ALSO
nmet acl ear (1M, netadb(1M, netadetach(1lM, netahs(1M,
nmetainit(1M, netaoffline(1lM, netaonline(1M,
nmet aparan( 1M, netareplace(1M, netaroot (1M, netaset(1M,
met async(1M, netattach(1M, nd.tab(4), nd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's Guide, Solstice D skSuite Refer-
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NAME
met async - handl e net adevi ce resync during reboot

SYNOPSI S
met async -h
metasync [ -s setnane | [ buffer_size ] netadevice
metasync [ -s setnane ] -r [ buffer_size ]

AVAI LABI LI TY
/usr/ opt/ SUNWd/ sbi n

DESCRI PTI ON
The nmetasync command starts a resync operation on the speci-
fied netadevice. Al conponents that need to be resynced are
resynced. If the systemcrashes during a RAID5 initializa-
tion, or during a RAID5 resync, either an initialization or
resync restarts when the system reboots.

Applications are free to access a netadevice at the sane
tinme that it is being resynced by netasync. Al so, metasync
perforns the copy operations frominside the kernel, which
makes the utility nore efficient.



Use the -r option in boot scripts to resync all possible
submrrors.

OPTI ONS
-h Di spl ays usage nessage.

-r Specifies that the netasync command handl e speci al
resync requirenments during a systemreboot. netasync
-r should only be invoked from/etc/init.d/ SUNWrd. sync.
The netasync command only resyncs those netadevi ces
that need to be resynced. netasync schedules all the
mrror resyncs according to their pass nunbers.

-s setnane
Speci fies the nane of the diskset on which netasync
wll work. Using the -s option will cause the command

to performits admnistrative function within the
specified diskset. Wthout this option, the conmand
wll performits function on | ocal netadevices.

buf fer_si ze
Specifies the size (nunber of 512-byte disk bl ocks) of
the internal copy buffer for the mrror resync. The
size defaults to 63 512-byte di sk blocks (31.5 Kbytes).
It can be no nore than 126 bl ocks.

SunCS 5.7 Last change: 19 July 1996 1
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SEE ALSO

nmet acl ear (1M, netadb(1M, netadetach(1lM, netahs(1M,
metainit(1M, netaoffline(1lM, netaonline(1M,

met aparan( 1M, netareplace(1M, netaroot (1M, netaset(1M,
netastat (1M, netattach(1M, nd.tab(4), nd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's Guide, Solstice D skSuite Refer-
ence
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NAME

nmet at ool - create and adm nister DiskSuite configurations
SYNOPSI S

nmetatool [ -s diskset ] [ -r registry-file ]

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n



DESCRI PTI ON
The netatool command runs DiskSuite Tool, Sol stice
D skSuite's graphical user interface. netatool displays a
graphi cal representation of all netadevices, hot spare
pool s, and the metadevi ce state database, and a drag-and-
drop interface for nmanipul ati on of these objects.

Al functionality avail able using the Di skSuite command |i ne
interface is available fromnetatool, with the exceptions of
the creation of disksets and the unmrroring of file systens
you cannot unount. D sksets nust be created using the D sk-
Suite command-line utilities. Mtadevices and hot spare
pools within disksets can then be displayed and adm ni st ered
by nmetatool using the -s option.

When you run netatool on a systemw th an existing DiskSuite
configuration, you see all existing netadevices, hot spare
pools, and the netadevice state database in the Qbjects |ist
of the Metadevice Editor wi ndow for that diskset, either

| ocal or shared.

When you run netatool on a systemthat has no D skSuite con-
figuration, you see an enpty MetaDB (netadevice state data-
base) object in the Chjects |ist of the Metadevice Editor

wi ndow. This object nust be populated with a m ni mum of
three state database replicas before netadevices can be

cr eat ed.
OPTI ONS
The follow ng options can be used with metatool:
-s di skset
Di spl ay netadevices configured in the specified
di skset.

-r registry-file
Load the Tools pulldown nmenu using entries from
registry-file instead of the default registry
[fusr/opt/ SUNWd/ | i b/ net at ool -t ool snmenu

SunCS 5.7 Last change: 19 July 1996 1
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ENVI RONMENT



nmet at ool supports the standard X11 environment vari abl es.
See environ(5) for descriptions of the follow ng environnent
variables that affect the execution of the netatool
conmand: LC MESSAGES, LANG NLSPATH.

RESOURCES
The file, /usr/opt/SUNWr/Ii b/ X11l/ app-defaul ts/ Mt at ool
contains a list of all the X resources used by netat ool .

SEE ALSO
growmfs(1M, netaclear(1M, netadb(1lM, netahs(1M,
nmetainit(1M, netaoffline(1M, netaparam 1M,
nmet ar epl ace(1M, netaroot (1M, netaset(1M, netastat (1M,
met async(1M, netattach(1M, netatool-tool snenu(4)

Sol stice DiskSuite User's @uide, Solstice D skSuite Refer-
ence
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NANMVE
met attach, netadetach - attach or detach metadevice to or
froma mrror or trans

SYNOPSI S

metattach [ -h ]

nmetattach [ -s setnanme | mrror [ netadevice ]

metattach [ -s setname | [ -i size ] concat/stripe
conponent. . .

nmetattach [ -s setname | RAID conponent. ..

nmetattach [ -s setnanme ] trans | og

met adetach [ -s setnane | [ -f ] mrror submrror

nmet adetach [ -s setnane ] [ -f ] trans

AVAI LABI LI TY
/usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
metattach is used to add submrrors to a mrror, add | ogging
devices to trans devices, or grow netadevices. G ow ng neta-
devi ces can be done without interrupting service. To grow
the size of a mrror or trans, the slices nust be added to
the submirrors or to the nmaster devices.

D skSuite supports one-to-three-way mrrors. Thus, you can
only attach a netadevice to a mrror if there are two or
fewer submrrors beneath the mrror. Once a new netadevice
is attached to a mrror, netattach will automatically start
a resync operation to the new submrror.

Attaching a new | oggi ng device to a busy trans netadevice is
allowed, although a trans netadevice will start using its
new | oggi ng device only after the trans is idle (after it is
unrmount ed, for exanple). The busy trans wll be in an
Attaching state (netastat) until the | ogging device is actu-
ally attached. Attaching a | ogging device in the Hard Error
or Error state (netastat) is not all owed.

met adetach is used to detach submirrors from mrrors, or
detach | oggi ng devices fromtrans netadevices.

When a submirror is detached froma mrror, it is no |onger
part of the mrror, thus reads and wites to and fromt hat
nmet adevice via the mrror are no |onger perforned through
the mrror. Detaching the only existing submirror is not
all owed. Detaching a submirror that has slices reported as
needing nmai ntenance (by nmetastat) is not allowed unless the
-f (force) flag is used.
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nmet adet ach al so detaches the |ogging device from a trans.
Once detached, the logging device is no |longer part of the
trans, thus the trans is no longer |logging and all benefits
of logging are lost. Any information on the | ogging device
that pertains to the master device is witten to the nmnaster
devi ce before the | ogging device is detached.

Det aching the | oggi ng device froma busy trans device is not
allowed wunless the -f (force) flag is used. Even so, the
| ogging device is not actually detached until the trans is
idle. The trans is in the Detaching state (nmetastat) until
the | ogging device is detached.

OPTI ONS
Root privileges are required for all of the followng
options except -h.

- f Force the detaching of netadevices that have conponents
that need nmi ntenance or are busy.

-h Di spl ays a usage nessage.

-i size

Specifies the interlace value for stripes, where size
is a specified value followed by either “k' for kilo-
bytes, "m for negabytes, or “b' for blocks. The wunits
can be either upper case or |lower case. |If size is not
specified, the size defaults to the interlace size of
the last stripe of the netadevice. Wen an interlace
size change is made on a stripe, it wll be -carried
forward on all stripes that follow

-s set nane
Specifies the nane of the diskset on which the netat-
tach command or the netadetach comand wll work.

Using the -s option will cause the cormand to perform
its adm ni strative function wthin the specified
di skset. Wthout this option, the command will perform

its function on |ocal netadevices.

mrror
Specifies the mrror.



met adevi ce
Specifies the nane of the netadevice to be attached to
the mrror as a submrror. This netadevice nust have
been previously created by the netainit comand.

concat/stripe
Specifies the netadevice nanme of the concatenation,
stripe, or concatenation of stripes.

Sun0s 5.7 Last change: 19 June 1996 2
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component. ..

The | ogi cal nane for the physical slice (partition) on
a disk drive, such as /dev/dsk/cOt0dOs2, being added to
the concatenation, stripe, concatenation of stripes, or
RAI D5 net adevi ce.

RAI D Specifies the netadevice nanme of the RAID5 netadevice.

trans
Specifies the netadevice name of the trans netadevice
(not the master or | ogging device).

|l og Specifies the netadevice name of the |logging device to
be attached to the trans netadevi ce.

subm rror
The net adevice nane of the submrror to be detached
fromthe mrror.

EXAMPLES
Thi s exanpl e concatenates a single new slice to an existing
nmet adevi ce, d8. (Afterwards, you would use the growfs com
mand to expand the file system)

# netattach d8 /dev/dsk/cOt1d0s2

This exanpl e adds four slices to an existing netadevice, d9.
(Afterwards, you would use the growfs conmand to expand the
file system)

# nmetattach d9 /dev/dsk/cOt1d0s2 /dev/dsk/cOt2d0s2 \
[/ dev/ dsk/ cOt 3d0s2 / dev/ dsk/ cOt 4d0s?2

Thi s exanpl e detaches the | ogging device froma trans neta-



device d9. Notice that you do not have to specify the | og-
ging device itself, as there can only be one.

# net adetach d9

Thi s exanpl e expands a RAI D5 net adevice, d45, by attaching
anot her sli ce.

# metattach d45 /dev/dsk/ c3t 0d0s2

When you add additional slices to a RAID5 netadevice, the
additional space is devoted to data. No new parity bl ocks
are allocated. The data on the added slices 1is, however,
included in the overall parity calculations, so it is pro-
tected against single device failure.

This exanpl e adds space to a two-way mrror by adding a
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slice to each submrror. (Afterwards, you would use the
growfs conmand to expand the file system)

# netattach d9 /dev/dsk/cOt 2d0s5
# nmetattach d10 /dev/ dsk/ cOt 3d0s5

Thi s exanpl e detaches a submirror, d2, froma mrror, d4.

# netadetach d4 d2

SEE ALSO
nmet acl ear (1M, nmet adb( 1M, net adet ach( 1M, nmet ahs( 1M,
nmetainit(1M, nmetaof fline(1M, nmet aonl i ne( 1M,

nmet aparan( 1M, netareplace(1M, netaroot(1M, netaset(1M,
netastat (1M, netasync(1lM, nd.tab(4), nd.cf(4), nddb.cf(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-
ence

WARNI NG
When a submirror is detached fromits mrror, the data on
the netadevice may not be the sane as the data that existed
on the mrror prior to running netadetach. In particular,
if the -f option was needed, the netadevice and mrror prob-
ably do not contain the sane data.
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NANVE

rpc.nmetad - renote netaset services
SYNCOPSI S

rpc. netad

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n

DESCRI PTI ON
rpc.nmetad is an rpc(4) daenon (functioning as a server pro-
cess) that is wused to manage |ocal copies of netadevice
di skset information. The rpc.nmetad daenmon is invoked by
i netd.

SEE ALSO



inetd(1M, netaset(1M, rpc.nmetanmhd(1M, rpc(3N), ser -
vi ces(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-

ence
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NANVE

rpc. metamhd - renote nultihost disk services
SYNOPSI S

rpc. net amhd

AVAI LABI LI TY
[ usr/ opt/ SUNWrd/ sbi n



DESCRI PTI ON
rpc. metanmhd is an rpc(4) daenon (functioning as a server
process) that is wused to manage nulti-hosted disks. The
rpc. net amhd daenon is invoked by inetd.

SEE ALSO
inetd(1M, netaset(1M, rpc.netad(1M, rpc(3N), services(4)
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File Formats VD. TAB(4)

NANMVE
md.tab, nd.cf - netadisk utility files



SYNOPSI S
nmd. tab
md. cf

AVAI LABI LI TY
[ et c/ opt / SUNW

DESCRI PTI ON

[etc/opt/SUN\Wd/nd.tab is a file that can be used by
nmetainit and metadb to configure netadevices, hot spare
pool s, and netadevi ce state database replicas in a batch-
like node. D skSuite does not store configuration inform-
tion in the /etc/opt/SUN\W/nmd.tab file. The only way i nfor-
mation appears in nd.tab is through editing it by hand.
When using the nd.tab file, each netadevice, hot spare pool,
or state database replica in the file nmust have a unique
entry. Entries can include the following: sinple netadev-
i ces (stripes, concat enati ons, and concatenati ons of
stripes); mrrors, trans netadevi ces, and RAI D5 mnet adevi ces;
hot spare pools; and state database replicas. Because nd.tab
only contains entries that you type init, do not rely on
the file for the current configuration of netadevices, hot
spare pools, and replicas on the systemat any given tine.

Tabs, spaces, comments (by using a pound sign, #), and con-
tinuation of Ilines (by wusing a backslash-newine), are
al | owned.

Typically, you set up netadevices according to infornmation
specified on the conmand |ine by using the nmetainit conmand.
Li kewi se, you set up state database replicas with the netadb
command.

An alternative to the command line is to wuse the nd.tab
file. Metadevices and state database replicas can be speci-
fied in the nd.tab file in any order, and then activated in
a batch-like nbde with the netainit and netadb commands.

If you edit the nd.tab file, you specify one conplete confi-
guration entry per line. Metadevices are defined using the
sane syntax as required by the netainit comand. You then
run the netainit command wth either the -a option, to
activate all netadevices in the nd.tab file, or wth the
met adevi ce nane corresponding to a specific configuration
entry.

State dat abase replicas are defi ned in t he
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File Formats MD. TAB(4)

[etc/opt/SUNWrd/ nd.tab file as foll ows:
nmddbnunber options [ slice... ]

Wher e nmddbnunber is the characters nddb followed by a two
digit nunber that identifies the state database replica.
slice is a physical slice. For exanple:

nddb05 / dev/ dsk/ cOt 1d0s?2

[etc/opt/ SUNWd/ nd. cf is a backup file of the <configuration
used for disaster recovery. Wenever the DiskSuite confi-
guration is changed, this file is automatically updated
(except when hot sparing occurs). You should not directly
edit this file.

EXAMPLES
Exanples listed here include nd.tab entries for the creation
of a concatenation, a stripe, a concatenation of stripes, a
mrror, a trans netadevice, a RAID5 netadevice, a hot spare,
and state database replicas. All drives in the follow ng
exanmpl es have the same size of 525 Moyt es.

Concat enati on
Thi s exanpl e shows a netadevi ce, /dev/nd/dsk/d7, consisting
of a concatenation of four disks.

#

# (concatenation of four disks)

#

d7 4 1 c0t1d0sO 1 cO0t2d0s0O 1 cOt3d0sO0 1 cOt4d0s0

The nunber 4 indicates there are four individual stripes in
the concatenation. Each stripe is made of one slice, hence
the nunmber 1 appears in front of each slice.

Note: The first disk sector in all of the above devices con-
tains a disk |abel. To preserve the |labels on devices
/ dev/ dsk/ cOt 2d0s0, /dev/dsk/cOt 3d0s0, and /dev/dsk/ cOt 4d0sO,
the netadisk driver nust skip at |least the first sector of
those di sks when nappi hg accesses across the concatenation
boundaries. Since skipping only the first sector would
create an irregular disk geonetry, the entire first cylinder

of these disks wll be skipped. This wll allow higher
level file systemsoftware to optimze block allocations
correctly.

Stripe

Thi s exanpl e shows a netadevi ce, /dev/nd/ dsk/dl5, consisting
of two slices.
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#

# (stripe consisting of two disks)
#

dl5 1 2 cOt1dO0s2 cOt2d0s2 -i 32k

The nunber 1 indicates that one stripe is being created.
Because the stripe is nade of two slices, the nunber 2 fol-
|l ows next. The optional -i followed by 32k specifies the
interlace size wll be 32 Kbytes. |If the interlace size
were not specified, the stripe would use the default value
of 16 Kbyt es.

Concatenation of Stripes
Thi s exanpl e shows a netadevi ce, /dev/nd/ dsk/d75, consisting
of a concatenation of two stripes of three disks.

#
# (concatenation of two stripes, each consisting of three
di sks)
#
d75 2 3 cO0t1d0s2 cOt 2d0s2 cOt 3d0s2 -i 16k \
3 c1t1d0s2 clt2d0s2 cl1lt3d0s2 -i 32k

On the first line, the -i followed by 16k specifies that the
stripe's interlace size is 16 Kbytes. The second set speci-
fies the stripe interlace size will be 32 Kbytes. If the
second set did not specify 32 Kbytes, the set woul d use
default interlace value of 16 Kbytes. The bl ocks of each set
of three disks are interlaced across three disks.

Mrroring
Thi s exanpl e shows a three-way mrror, /dev/nd/dsk/d50, con-
sisting of three submrrors. This mrror does not contain
any existing data.

#
# (mrror)
#
d50 -m d51

d51 1 1 cOt1d0s2
d52 1 1 cOt2d0s2
d53 1 1 cO0t3d0s2



In this exanple, a one-way mirror is first defined using the
-m option. The one-way mrror consists of submrror d51
The other two submrrors, d52 and d53, are attached |ater
using the nmetattach comand. The default read and wite
options in this exanple are a round-robin read al gorithm and
parallel wites to all submirrors. The order in which mr-
rors appear in the /etc/opt/SUNWd/nd.tab file is uninpor-

tant.
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Loggi ng (trans)
Thi s exanpl e shows a trans netadevice, /dev/nd/dsk/dl, wth
mrrors for the master and | oggi ng devices. This trans does
not contain any existing data.

#

# (trans)

#

dl -t di10 d20
d10 -mdl1l

dil 1 1 cOt1d0s2
dli2 1 1 cOt2d0s2
d20 -m d21

d21 1 1 c1t1d0s2
d22 1 1 c1t2d0s2

In this exanple, the two mrrors, dl10 and d20, are defined
using the -m option. dl0 is defined as the master device
and d20 is defined as the | ogging device for the trans, di,
by wusing the -t option. The order in which mrrors or trans
appear in the /etc/opt/SUNW/nmd.tab file 1is uninportant.
The submirrors dl12 and d22 are attached later (using the
metattach command) to the di10 and d20 mrrors.

RAI D5
Thi s exanpl e shows a RAI D5 netadevice, d80, consisting of
three slices:

#

# (RAI D devi ces)

#

d80 -r cO0t1dO0sl cl1lt0dO0sl1l c2t0d0Os1 -i 20k

In this exanple, a RAID5 netadevice is defined using the -r
option with an interlace size of 20 Kbytes. The data and



parity segnents will be striped across the slices, cO0t1dOsl
c1lt 0d0sl1l, and c2t 0dOs1

Hot Spare
Thi s exanpl e shows a three-way mrror, /dev/nd/dsk/dl0, con-
sisting of three submrrors and three hot spare pools.

#

# (mrror and hot spare)
#

d10 -m d20

d20 1 1 c1t0d0s2 -h hsp001
d30 1 1 c2t0d0s2 -h hsp002
d40 1 1 c3t0d0s2 -h hsp003
hsp001 c2t 2d0s2 c3t 2d0s2 clt 2d0s2
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hsp002 c3t2d0s2 c1t 2d0s2 c2t 2d0s2
hsp003 cl1lt2d0s2 c2t 2d0s2 c3t 2d0s2

In this exanple, a one-way mirror is first defined using the
-m option. The submirrors are attached later using the
nmetattach command. The hot spare pools to be used are tied
to the submrrors with the -h option. In this exanple, there
are three disks wused as hot spares, defined in three
separate hot spare pools. The hot spare pools are given the
names hsp00l1, hsp002, and hsp003. Setting up three hot
spare pools rather than assigning just one hot spare with
each conponent helps to naxim ze the use of hardware. This
configuration enables the user to specify selecting the nost
desirabl e hot spare first, and inproves availability by hav-
ing nore hot spares available. At the end of the entry, the
hot spares to be used are defined. Note: Wien wusing the
nmd.tab file to associate hot spares w th netadevices, the
hot spare spool does not have to exist prior to the associa-
tion. DiskSuite takes care of the order in which netadevices
and hot spares are created when using the nd.tab file.

St at e Dat abase Replicas
Thi s exanpl e shows how to set up an initial state database
and three replicas on a server that has three disks.

#
# (state database and replicas)



#
mddb01 -¢ 3 ¢0t1d0s0 cOt 2d0s0 cO0t 3d0s0

In this exanple, three state database replicas are stored on
each of the three slices.

Once the above entry is nade in the /etc/opt/SUNW/ nd.tab
file, the nmetadb command must be run with both the -a and -f
options. For exanple, typing the followi ng conmand creates
one state database replicas on three slices:

# metadb -a -f nddbO1
FI LES

[ etc/opt/ SUNWr/ nd. t ab
[ et c/ opt/ SUNWrd/ nd. cf

SEE ALSO
nmet acl ear (1M, nmet adb( 1M, net adet ach( 1M, nmet ahs( 1M,
nmetainit(1M, nmetaof fline(1M, net aonl i ne( 1M,

nmet aparan( 1M, netareplace(1M, netaroot (1M, netastat(1M,
met async(1M, netattach(1M, nddb. cf(4)
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LI M TATI ONS
Recursive mrroring is not allowed; that is, a mrror cannot
appear in the definition of another mrror.

Recursive logging is not allowed; that is, a trans netadev-
i ce cannot appear in the definition of another netadevice.

Stripes and RAI D5 netadevi ces must contains slices only.

Mrroring of RAID5 netadevices is not all owed.
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NANVE
md.tab, nd.cf - netadisk utility files

SYNCOPSI S
md. tab
md. cf

AVAI LABI LI TY
[ et c/ opt / SUNW



DESCRI PTI ON

[etc/opt/SUNWd/nd.tab is a file that can be used by
nmetainit and metadb to configure netadevices, hot spare
pool s, and netadevi ce state database replicas in a batch-
like node. D skSuite does not store configuration inform-
tion in the /etc/opt/SUN\W/nd.tab file. The only way i nfor-
mation appears in nd.tab is through editing it by hand.
When using the nd.tab file, each netadevice, hot spare pool,
or state database replica in the file nmust have a unique
entry. Entries can include the following: sinple netadev-
i ces (stripes, concat enati ons, and concatenati ons of
stripes); mrrors, trans netadevi ces, and RAI D5 net adevi ces;
hot spare pools; and state database replicas. Because nd.tab
only contains entries that you type init, do not rely on
the file for the current configuration of netadevices, hot
spare pools, and replicas on the systemat any given tine.

Tabs, spaces, comments (by using a pound sign, #), and con-
tinuation of Ilines (by wusing a backslash-newine), are
al | owned.

Typically, you set up netadevices according to infornmation
specified on the conmand |line by using the nmetainit conmand.
Li kewi se, you set up state database replicas with the netadb
command.

An alternative to the command line is to wuse the nd.tab
file. Metadevices and state database replicas can be speci-
fied in the nd.tab file in any order, and then activated in
a batch-like nbde with the netainit and netadb commands.

If you edit the nd.tab file, you specify one conplete confi-
guration entry per line. Metadevices are defined using the
sane syntax as required by the netainit comand. You then
run the netainit command wth either the -a option, to
activate all netadevices in the nd.tab file, or wth the
nmet adevi ce nane corresponding to a specific configuration

entry.

State dat abase replicas are defi ned in t he
SunCS 5.7 Last change: 19 July 1996 1
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[etc/opt/SUNWrd/ nd.tab file as foll ows:

nmddbnunber options [ slice... ]



Wher e nmddbnunber is the characters nddb followed by a two
digit nunber that identifies the state database replica.
slice is a physical slice. For exanple:

nddb05 / dev/ dsk/ cOt 1d0s?2

[etc/opt/SUNWrd/ nd. cf is a backup file of the configuration
used for disaster recovery. \Wenever the DiskSuite confi-
guration is changed, this file is automatically wupdated
(except when hot sparing occurs). You should not directly
edit this file.

EXAMPLES
Exanples listed here include nd.tab entries for the creation
of a concatenation, a stripe, a concatenation of stripes, a
mrror, a trans netadevice, a RAID5 netadevice, a hot spare,
and state database replicas. All drives in the follow ng
exanmpl es have the same size of 525 Moyt es.

Concat enati on
Thi s exanpl e shows a netadevi ce, /dev/nd/dsk/d7, consisting
of a concatenation of four disks.

#

# (concatenation of four disks)

#

d7 4 1 c0t1d0sO 1 cO0t2d0s0O 1 cOt3d0sO0 1 cOt4d0s0

The nunber 4 indicates there are four individual stripes in
the concatenation. Each stripe is made of one slice, hence
the nunber 1 appears in front of each slice.

Note: The first disk sector in all of the above devices con-
tains a disk |abel. To preserve the |labels on devices
/ dev/ dsk/ c0Ot 2d0s0, /dev/dsk/cOt 3d0s0, and /dev/dsk/ cOt 4d0sO,
the netadisk driver nust skip at |least the first sector of
those di sks when nappi hg accesses across the concatenation
boundaries. Since skipping only the first sector would
create an irregular disk geonetry, the entire first cylinder

of these disks wll be skipped. This wll allow higher
level file systemsoftware to optimze block allocations
correctly.

Stripe

Thi s exanpl e shows a netadevi ce, /dev/nd/ dsk/dl5, consisting
of two slices.
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#

# (stripe consisting of two disks)
#

dl5 1 2 cOt1d0s2 cOt2d0s2 -i 32k

The nunber 1 indicates that one stripe is being created.
Because the stripe is nade of two slices, the nunber 2 fol-
|l ows next. The optional -i followed by 32k specifies the
interlace size wll be 32 Kbytes. |If the interlace size
were not specified, the stripe would use the default value
of 16 Kbyt es.

Concatenation of Stripes
Thi s exanpl e shows a netadevi ce, /dev/nd/ dsk/d75, consisting
of a concatenation of two stripes of three disks.

#
# (concatenation of two stripes, each consisting of three
di sks)
#
d75 2 3 cOt1d0s2 cOt 2d0s2 cOt 3d0s2 -i 16k \
3 c1t1d0s2 clt2d0s2 cl1lt3d0s2 -i 32k

On the first line, the -i followed by 16k specifies that the
stripe's interlace size is 16 Kbytes. The second set speci-
fies the stripe interlace size will be 32 Kbytes. If the
second set did not specify 32 Kbytes, the set would use
default interlace value of 16 Kbytes. The bl ocks of each set
of three disks are interlaced across three disks.

Mrroring
Thi s exanpl e shows a three-way mrror, /dev/nd/dsk/d50, con-
sisting of three submrrors. This mrror does not contain
any existing data.

#
# (mrror)
#
d50 -m d51

d51 1 1 cOt1d0s2
d52 1 1 cOt2d0s2
d53 1 1 cO0t3d0s2

In this exanple, a one-way mirror is first defined using the
-m option. The one-way mrror consists of submrror d51
The other two submrrors, d52 and d53, are attached |ater
using the netattach comand. The default read and wite
options in this exanple are a round-robin read al gorithm and
parallel wites to all submirrors. The order in which mr-
rors appear in the /etc/opt/SUNWd/nd.tab file is uninpor-
tant.
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Loggi ng (trans)
Thi s exanpl e shows a trans netadevice, /dev/nd/dsk/dl, wth
mrrors for the master and | oggi ng devices. This trans does
not contain any existing data.

#

# (trans)

#

dl -t di10 d20
d10 -mdl1l

dll 1 1 cOt1d0s2
dl2 1 1 cOt2d0s2
d20 -m d21

d21 1 1 c1t1d0s2
d22 1 1 c1t2d0s2

In this exanple, the two mrrors, dl10 and d20, are defined
using the -m option. dl0 is defined as the master device
and d20 is defined as the | ogging device for the trans, di,
by wusing the -t option. The order in which mrrors or trans
appear in the /etc/opt/SUNW/nd.tab file 1is uninportant.
The submirrors dl12 and d22 are attached later (using the
metattach command) to the di10 and d20 mirrors.

RAI D5
Thi s exanpl e shows a RAI D5 netadevice, d80, consisting of
three slices:

#

# (RAI D devi ces)

#

d80 -r cO0t1dO0sl1l c1t0dOsl1l c2t0d0Osl1 -i 20k

In this exanple, a RAID5 netadevice is defined using the -r
option with an interlace size of 20 Kbytes. The data and
parity segnments will be striped across the slices, cO0t1d0Osl
c1lt 0d0s1l, and c2t0dOs1

Hot Spare
Thi s exanpl e shows a three-way mrror, /dev/nd/dsk/dl0, con-
sisting of three submrrors and three hot spare pools.

#



# (mrror and hot spare)

#

d10 -m d20

d20 1 1 c1t0d0s2 -h hsp001

d30 1 1 c2t0d0s2 -h hsp002

d40 1 1 c3t0d0s2 -h hsp003

hsp001 c2t 2d0s2 c3t 2d0s2 clt 2d0s2
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hsp002 c3t2d0s2 c1t 2d0s2 c2t 2d0s2
hsp003 cl1lt2d0s2 c2t 2d0s2 c3t 2d0s2

In this exanple, a one-way mirror is first defined using the
-m option. The submirrors are attached later using the
metattach command. The hot spare pools to be used are tied
to the submrrors with the -h option. In this exanple, there
are three disks wused as hot spares, defined in three
separate hot spare pools. The hot spare pools are given the
names hsp00l1, hsp002, and hsp003. Setting up three hot
spare pools rather than assigning just one hot spare with
each conponent helps to naxim ze the use of hardware. This
configuration enables the user to specify selecting the nost
desirabl e hot spare first, and inproves availability by hav-
ing nore hot spares available. At the end of the entry, the
hot spares to be used are defined. Note: Wien wusing the
nmd.tab file to associate hot spares w th netadevices, the
hot spare spool does not have to exist prior to the associa-
tion. DiskSuite takes care of the order in which netadevices
and hot spares are created when using the nd.tab file.

St at e Dat abase Replicas
This exanple shows how to set up an initial state database
and three replicas on a server that has three disks.

#

# (state database and replicas)

#

mddb01 -c 3 cOt 1d0s0 cOt 2d0s0 cOt 3d0s0

In this exanple, three state database replicas are stored on
each of the three slices.

Once the above entry is nade in the /etc/opt/SUNW/ nd.tab
file, the nmetadb command must be run with both the -a and -f
options. For exanple, typing the followi ng conmmand creates



one state database replicas on three slices:
# netadb -a -f nddbO1
FI LES

[ et c/ opt/ SUNWrd/ nd. t ab
[ et c/ opt/ SUNWrd/ nd. cf

SEE ALSO
nmet acl ear (1M, nmet adb( 1M, net adet ach( 1M, nmet ahs( 1M,
metainit(1M, netaof fline(1M, nmet aonl i ne( 1M,

met aparan( 1M, netareplace(1M, netaroot (1M, netastat(1M,
met async(1M, netattach(1M, nddb. cf(4)
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LI M TATI ONS
Recursive mrroring is not allowed; that is, a mrror cannot
appear in the definition of another mrror.

Recursive logging is not allowed; that is, a trans netadev-
i ce cannot appear in the definition of another netadevice.

Stripes and RAI D5 netadevices must contains slices only.

Mrroring of RAID5 netadevices is not all owed.
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NAME

nmddb. cf - netadevice state database replica |ocations
SYNOPSI S

nddb. cf

AVAI LABI LI TY
[ et c/ opt / SUNW

DESCRI PTI ON
The /etc/opt/ SUNW/ nddb. cf file is created when the netadb
command is invoked. You should never directly edit this
file.

[ etc/opt/ SUNWrd/ nddb. cf is used by the netainit comand to
find the locations of the netadevice state databases repli-
cas. The netadb command creates the file and updates it each
time it is run. Simlar information is entered in the
[etc/systemfile.



Each net adevi ce state database replica has a unique entry in
the /etc/opt/SUNW/ nddb.cf file. Each entry contains the
driver and mnor unit nunbers associated with the bl ock phy-
sical device where a replica is stored. Each entry al so con-
tains the bl ock number of the nmaster bl ock, which contains a
list of all other blocks in the replica.

Entries in the /etc/opt/SUNW/ nddb. cf file are of the form
driver_nane mnor_t master bl ock checksum

where driver_nane and mnor_t represent the device nunber of
the physical device storing this replica. master _block is
the bl ock nunber of the master bl ock used by this replica of
the netadevice state database. checksumis used to nake
certain the entry has not been corrupted. A pound sign (#)
i ntroduces a comment.

EXAMPLES

The foll owi ng exanpl e shows a nddb.cf file.

#met adevi ce dat abase replica location file do not hand

edit
#driver m nor _t daddr _t checksum

id 3 16 -182

id 67 16 - 246

id 18 16 -197

id 82 16 -261
SunCS 5.7 Last change: 19 July 1996 1
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FI LES

[ et ¢/ opt / SUNWrd/ nddb. cf
[etc/system

SEE ALSO

nmet acl ear (1M, nmet adb( 1M, net adet ach( 1M, nmet ahs( 1M,
nmetainit(1M, nmet aof fline(1M, net aonl i ne( 1M,
nmet aparan( 1M, netareplace(1M, netaroot (1M, netastat (1M,
met async(1M, netattach(1M, nd.tab(4), nd.cf(4)

Sol stice DiskSuite User's @uide, Solstice DiskSuite Refer-



ence
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NAME

met at ool -t ool snmenu - Solstice DiskSuite Tool application

registry file



SYNOPSI S
met at ool -t ool snenu

AVAI LABI LI TY
fusr/opt/SUNW/1ib

DESCRI PTI ON
met at ool -t ool snmenu is used by Solstice DiskSuite's DiskSuite
Tool graphical wuser interface to initialize its “~Tools'
pul | down nenu.

met at ool -t ool snenu is an ASCI|I (text editable) file contain-
ing entries wth variable nunbers of fields. Each Iine in
the file represents a single entry. Each |ine consists of
fields separated by delimter characters (*:' “|' "+ *7")
and term nated with a new ine

The initial character of an entry indicates the delineter
that w1l be used for the renmni nder of the entry. There can
be only one delinmter per entry.

Bl ank lines are allowed. Comments start with "#" and con-
tinue through the end of the I|ine.

Entries in the netatool -toolsnenu file are of the form
c<type>:.<field>: ...

where type indicates the entry type and format for the rest
of the entry and field... indicates the data fields for the
entry.

Currently, as of release 4.1, DiskSuite Tool recognizes only
one entry type, "0'. This type specifies an entry consisting
of two data fields:

: 0: <nane>: <commandl i ne>:

where nane indicates the string to be displayed in the Tools
pul  down nmenu and conmandl i ne i ndicates the command line to
be passed to systenm() when the nenu itemis selected. “:' is

N 1

afield delimter and can be one of: "+, “|', “:', or """,
met at ool supports a snall set of substitution variables that

can be wused in the conmand |lines added to the registry in
the form
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File Formats METATOOL- TOOLSMENU( 4)

Substitution Vari abl e Val ue

$host nane t he current hostname
$set nane the current diskset nane
$sel ection the nanmes of the currently

sel ected objects

EXAMPLES
This exanple shows an entry for File Manager. You would see
the string "File Manager" on the Tools pull down nmenu. Choos-

i ng this sel ection woul d run t he comrand
[ opt/ SUNVAAM 2. 2/ bin/stonmgr -F in the current disk set con-
text.

:0: File Manager...:/opt/SUNWAdANT 2. 2/ bi n/ stongr -F -m $set nane:

Thi s exanpl e shows an entry for Di sk Manager. You would see
the string "D sk Manager" on the Tools pull down nmenu. Choos-
i ng this sel ection woul d run t he comrand
[ opt/ SUNVAAM 2. 2/ bi n/ st ongr - D.

:0: Di sk Manager...:/opt/SUNWadnt 2. 2/ bi n/ stongr -D:
This exanpl e shows a sanple registry file for netatool.

# Sanpl e Registry for netatool

:0:File Manager...:/opt/SUNVAdnT 2. 2/ bi n/ stongr -F -displ ay
$host nane: 0. O:

:0: Di sk Manager. .. :/opt/SUNWAdAnT 2. 2/ bi n/ stongr -D -m $set nane
$sel ecti on:

SEE ALSO
met at ool (1M
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NAME
md - user configurabl e pseudo device driver

AVAI LABI LI TY
SUNWd

DESCRI PTI ON
md is a user configurable pseudo device driver that provides
di sk concatenation, striping, mrroring, RAI D5 netadevices,
trans metadevi ces, and hot spare utilities.

The bl ock devices access the disk using the systenis norna
buffering nechanismand are read and witten wthout regard
to physical disk records. There is also a ~‘raw' device
which provides for direct transm ssion between the di sk and
the user's read or wite buffer. A single read or wite call
usually results in one I/O operation; raw I/Ois therefore
consi derably nore efficient when many bytes are transmtted.
The nanmes of the bl ock devices are found in /dev/nd/dsk; the
nanmes of the raw devices are found in /dev/nd/rdsk. Met a-
devices have the appearance of whole disks; there are no
slices (partitions).

I/ O requests (such as Iseek (2)) to the netadevices nmnust
have an offset that is a nultiple of 512 bytes (DEV_BSI ZE)
or the driver returns an EINVAL error. If the transfer
length is not a nmultiple of 512 bytes, the tranfer count is
rounded up by the driver

The nd pseudo device drivers support all disk devices on al
Solaris 2.4 or later Solaris systens.

| OCTLS
This section provides a list of the ioctls supported by the
metadi sk driver. Oher ioctls are wused by the DiskSuite
utilities, but these are not docunented, and are for inter-
nal SunSoft use only.

The following ioctls are valid when issued to the raw neta-
devi ce such as /dev/nd/rdsk/d0. See dkio(7) for additiona
i nformati on.



DKI OCGGEOM

SunGs 5.7

This ioctl is used to get the disk geonetry. The netad-
isk driver fills in the dkg_nhead, dkg nsect, dkg_rpm
dkg wite reinstruct and dkg read reinstruct from the
first conponent of the netadevice (at netainit tine).

dkg_ncyl is calculated using the size of the metadevice

(reported by nmet ast at) divided by (dkg nhead *
dkg _nsect). The total size is always a multiple of
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(dkg_nhead * dkg nsect).

If the first conponent of a netadevice does not start
on cylinder nunber 0, then the dkg ncyl is increased by
one cylinder; because DKI OCGVTCC reports the metadevice
as starting on cylinder 1. The side effect here is
that it looks like cylinder 0 is not being wused, but
all the arithnmetic works out correctly.

If the netadevice is not set up, then ENXIO is
r et ur ned.

DKI OCl NFO

When issued to the admi nistrative device or netadevice,
this ioctl sets dki_unit to the unit nunber of the
nmet adevi ce, dki_ctype to a value of DKC M, and
dki _partition to O, because there are no slices.

DKI OCGVTCC
This ioctl returns the current vtoc. If one has not
been witten, then a default vtoc is returned.

v_nparts is always 1. v_part[O].p_start is O if the
first conponent of the netadevice starts on cylinder O.
QO herwise, the p_start field is the starting sector of
cylinder 1. v _part[0].p_size is the sane as the tota
size reported by netastat.

DKI OCSVTOC

This ioctl stores the vtoc in the netadevice state
database so it is persistent across reboots.

DI AGNOSTI CS
Notice Log Messages
The informative | og nessages i ncl ude:



md: dnum Hotspared device dev with dev
The first device nane listed has been hot spare
replaced with the second device nane |i sted.

md: dnum Hotspared device dev(num num w th dev(num num
The first device nunber |listed has been hot spare
replaced with the second device nunber |isted.

md: Could not |oad m sc /dev
The named m sc nodule in not | oadable. It is possibly
m ssing, or sonething else has been copied over it.

md: dnum no nmem for property dev
Menory could not be allocated in the prop_op entry
poi nt .
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md: db: Parsing error on 'dev’
Set comrand in [etc/system for t he
nmddb. boot | i st <nunber> is not in the correct format.
netadb -p can be run to put the correct set comrands
into the /etc/systemfile.

dnum dev(num nun) needs mai nt enance
dnum dev needs mai ntenance

An |/ O or open error has occurred on a device within a
mrror causing a conponent in the mrror to change to
the Mai ntenance state.

a2

dnum dev(num nun) |ast erred

dnum dev | ast erred

An |/ O or open error has occurred on a device within a
mrror and the data is not replicated el sewhere in the
mrror. This is causing the conponent in the mrror to
change to the Last Erred state.

a2

War ni ng Log Messages
The warning | og nmessages incl ude:

md: dnum not configurable, check /kernel/drv/nd. conf
This error occurs when the nunber of netadevices as
specified by t he nnd par anet er in t he
[ kernel/drv/nd.conf file is lower than the nunber of



configured netadevices on the system It can al so
occur if the nmd _nsets paraneter for disksets is |ower
than the nunber of configured di sksets on the system
To fix this problem examne the nd.conf file and
i ncrease the value of either nmd or nd_nsets as needed.

md: State database is stale
This error nmessage cones when there are not enough
usable replicas for the state database to be able to
update records in the database. All accesses to the
net adevi ce driver will fail. To fix this problem nore
replicas need to be added or unaccessi ble replicas need
to be del eted.

md: dnum read error on dev
md: dnum write error on dev
Aread or wite error has occurred on the specified
submrror, at the specified device name. This happens
if any read or wite errors occur on a submrror.
md: dnum read error on dev(num num
md: dnum wite error on dev(num num
Aread or wite error has occurred on the specified
submirror, at the specified device nunber. This hap-
pens if any read or wite errors occur on a submrror.
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nmd: State database conmit failed

nmd: State database delete failed
These messages occur when there have been device errors
on components where the state database replicas reside.
These errors only occur when nore than half of the
replicas have had device errors returned to them For
i nstance, if you have three conponents with state data-
base replicas and two of the conponents report errors,
then these errors may occur. The state database commit

or delete is retried periodically. |If areplicais
added, then the commt or delete will finish and the
system wll be operational. O herw se the systemw ||

ti meout and panic.

md: dnum Cannot | oad dev driver
Underlying naned driver nodule is not |oadable (for
example, sd, id, xy, or athird-party driver). This
could indicate that the driver nodul e has been renoved.



md: Open error of hotspare dev

md: Open error of hotspare dev(num num
Nanmed hotspare is not openable, or underlying driver is
not | oadabl e.

Pani c Log Messages
The panic | og nessages i ncl ude:

md: dnum Unknown cl ose type

md: dnum Unknown open type
Met adevi ce is being opened/closed with an unknown
type (OTYP).

open

nmd: State database problem
Fai | ed net adevi ce state database commit or
been re-tried the default 100 ti nes.

del ete has

FI LES

/ dev/ nd/ dsk/ dn bl ock device (where n is the
devi ce nunber)
/ dev/ nd/ rdsk/ dn raw device (where n is the
devi ce nunber)
/ dev/ nd/ set nane/ dsk/ dn bl ock device (where setnane is
the nane of the diskset and n
is the device nunber)
/ dev/ nd/ set nanme/ rdsk/ dn raw device (where setname is
the nane of the diskset and n
is the device nunber)
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[ dev/ nmd/ adm n

[ kernel /drv/ nd

[ kernel / drv/ md. conf
/kernel/m sc/ nmd_stripe
/kernel/m sc/nmd_mrror

/ kernel / m sc/ nd_hot spar es

adm ni strative device
driver nodul e

driver configuration file
stripe driver msc nodule
mrror driver msc nodul e

hot spares driver m sc nodul e



[ kernel /m sc/md_trans nmetatrans driver for UFS | og-

gi ng
[kernel /msc/nd _raid RAI D5 driver m sc nodul e
SEE ALSO
nmet acl ear (1M, nmet adb( 1M, net adet ach( 1M, nmet ahs( 1M,
metainit(1M, nmetaof fline(1M, net aonl i ne( 1M,

nmet aparan( 1M, netareplace(1M, netaroot (1M, netastat(1lM,
met async(1M, nmetattach(1M, dkio(71), nd.tab(4), nd.cf(4),
nddb. cf (4)
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