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1. Introduction 

Th is document is the spec ification of the Sun-2 Architecture. It is intended as a reference for Sun-2 
software, hardware, and systems implementors. 

The ma in part of this document is independent of a particular implementations of the Sun-2 
architecture. Implementat ion specific data, as well as timing information, is described in an appendix 
for each implementatio n. _, 

An important goal of this document is correctness. Please report any errors, omissions, or 
overs ights immediately so they can be corrected in future revis ions. 
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2. Layers 

The Sun-2 architecture is divided into three layers: The CPU, the MMU, and the Device Layer. Each 
of these layers is independent of the others. The following sections give an overview of these three 
layers. 

2 .1 .  C PU L ay er 

The CPU layer of the Sun-2 architecture is based on the Motorola 68010 instruction-set-processor. 
The processor is extended with a number of external devices: a bus error register, a system enable 
register, a diagnostic register, and an 10-PROM. 

The 10-PROM contains a unique serial number and configuration data for a particular 
implementation of the architecture, describing the actual configuration of the MMU and the 1/0 layer. 

2 .2 .  M MU L ay er 

The MMU layer of the Sun-2 architecture defines how the CPU accesses and manages system 
resources and provides the function of multiple virtual and physical address spaces, address 
translation, protection, and sharing. 

2 .3 .  D evi c e L ay er 

The Device layer of the Sun-2 architecture defines what devices are supported under the 
architecture and how these devices communicate with the system. These devices include main 
memory, the system bus, 110 devices, and others. 
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3. Definitions 

In the subsequent descri ption of the Sun-2 architecture the following terms are used: 

DVMA: Direct Virtual Memory Access· 

CPU: Central Processing Unit 

MMU: Memory Management Unit 

PMEG: Page Ma p Entry Group 

RES: Reserved 

POR: Power-On- Reset 
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4. CPU Layer 

The CPU layer of the Sun-2 architect ure is based on the 68010 instruction-set-processor. The 
processor is extended with an external bus error register, an external system enable register, a 
diagnostic register, and an 10-PROM. 

4 .1 .  A c c e s s  to D evi c e s  i n  C PU l ayer 

The devices of the CPU layer are accessed in a separate address space decoded with the reserved 
function code "3" as the source or destination function of a 68010 MOVS instruction. This retains the 
full virtual address space for supervisor and user processes. A similar mechanism is used to access 
the MMU layer. 

· 

Individ ual devices are selected by the low-order address bits as follows: 

A10 .. A4 A3 A2 A1 

0 1 0 0 
0 1 0 1 
0 1 1 0 
0 1 1 1 

4.2 . I D  P R OM 

DEVICE 

ID PROM 
DIAGNOSTIC REGISTER 
BUS ERROR REGISTER 
SYSTEM ENABLE REGISTER 

The p urpose of the I D  PROM is to provide basic information on the machine type and a unique 
serial number for software licensing, distrib ution, and access. In addition, the I D  PROM stores the 
Ethernet address, the date of manufacturing, and a checksum. 

The I D  PROM is implemented as a 32-byte PROM, mounted in a socket, so it can be swapped into 
replacement boards. The 32 bytes are mapped to consecutive pages as follows: 

REGISTER 

ID PROM 0 
ID PROM 1 
ID PROM 2 

ID PROM 31 

ADDRESS SIZE 

Ox0008 BYTE 
Ox0808 BYTE 
Ox1008 BYTE 

Oxf808 BYTE 

TYPE 

READ-ONLY 
READ-ONLY 
READ-ONLY 

READ-ONLY 

The content of the I D  PROM is as follows: 

Entry Fiel d 

( 1) Format 
(2) Machine Type 
( 3 ) Ethernet Address 
( 4 ) Date 
(5) Serial Number 
(6) Checksum 
(7) Reserved 

1 Byte 
1 Byte 
6 Byte 
4 Byte 
3 Byte 
1 Byte 
16 Byte -

------------------------------------------------------------

-. 
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In detail: 

(1) Format. The format of the ID PROM. 1 for now. 

(2) Machine Type. A n umber specifying an implementation of the architect ure. 

(3) Ethernet Address. This is the unique 48-bit Ethernet address assigned by S un to this machine. 

(4) Date. The date the ID PROM was generated. It is in the form of a 32-bit long word which 
contains the n umber of seconds since Jan uary 1, 1970. 

- -

(5) Serial Number. This is a 3-byte serial n umber. 

{6) Checksum. The checks um is defined such that the longitudinal XOR of the first 16 bytes of the 
PROM including the c.hecks um yields 0. 

{7) Reserved. This is reserved for f ut ure expansion. 

4 .3 .  Dia g nos ti c Re gist er 

The diagnostic register drives an 8-bit LED display for displaying error messages. A "0" bit written 
will ca use the corresponding LED to light up, a "1" bit to be dark. Upon power-on-reset, the 
diagnostic register is initialized to 0 ca using all LEOs to light up. The no-fault state is defined to be all 
ones, with no LEOs light up. 

Initial ization: none 

REGISTER ADDRESS DATA TYPE 

DIAGNOSTIC LED OxA BYTE WRITE-ONLY 
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4.4. Bu s Error Re g i ster 

When a bus error occurs, the bus error register latches its cause to allow software to identify the 
source of the bus error. The bus error register is a read-only register, and its content is not initialized 
or cleared upon reset. 

Interrupt: none 
Initial ization: software read of register 
-------------- ----------------------------

REGISTER ADDRESS DATA TYPE 
------------------------------------------

BUS ERROR axe WORD READ-ONLY 

The fields of the bus error registers are defined as follows: 
BIT NAME 

DO PARERRL 
D1 PARERRU 
D2 TIMEOUT 
D3 PROTERR 
D4 (reserved) 
D5 (reserved) 
D6 (r-eserved-) 
D7 PAGEVALID 
08 (reserved) 

• •  015 (reserved) 

MEANING 

Parity Error Low Byte 
Parity Error Upper Byte 
Timeout Error 
Protection Error 

1 =>Val id Page, 0 => inval id page 

In more detail, the bus error condit ions are as follows: 

• Page invalid (PAGEVALID = 0) means that the page referenced did not have a valid bit 
set. 

• Protect ion error (PROTERA) means that the page protection bits or the PAGEVALID bit 
did not allow the kind of operation attempted. 

• Parity errors (PARERRL and PAAERAU) can occur only on read cycles from on-board 
memory (page type 0). S ince parity errors are detected too late in the cycle to abort the 
current cycle, they abort the following cycle instead. If the following cycle does not 
recognize bus errors (see below) then the parity error will abort the next cycle that does 
recognize bus errors. In any event, the address in which the 68010 receives the bus error 
is unrelated to the address of the parity error, which is not available. 

• Timeout results from a non-completed reference. This can occur when accessing non­
existant devices on cycles that utilize a positive handshaking mechanism. The bus error 
address can be used to determine which device did not respond. 

No bus error can occur during CPU accesses to the_ MMU, during interrupt acknowledge cycles, 
and during supervisor program accesses in boot state. 
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4.5. System E nabl e Re g i ster 

The System Enable Register enables system facilities, provides soft interrupts, and controls 
booting. The System Enable Register can be read and written under software control and is cleared 
on power up (hardware reset) and watchdog reset, but not upon 68010 reset. Bits are assigned as 
follows: 

Interrupt: level 1 ,  2, and 3 
Initial ization: cl eared on power-up-reset 

REGISTER ADDRESS DATA TYPE 

SYSTEM ENABLE OxE WORD READ/WRITE 

The fields of the system enable register are as follows: 
SYSTEM ENABLE REGISTER FIELDS 

DO 
D1 
D2 
03 
D4 
D5 
D6 
07 
DB • •  D15 

EN.PAR 
EN. INT1 
EN. INT2 
EN.INT3 
EN.PARERR 
EN.DVMA 
EN. INT 
BOOT* 
Reserved 

Enabl e Parity Generation 
Cause Interrupt on Level 1 
Cause Interrupt on Level 2 
Cause Interrupt on Level 3 
Enabl e Parity Error Checking 
Enabl e Direct Virtual Memory Access 
Enabl e al l Interrupts 
Boot State {0 => boot, 1 => normal) 

When cleared after power-up or watchdog reset, all bits are initialized to 0. In this state, boot state 
is active, parity generation and checking is disabled, DVMA, soft interrupts and all other interrupts are 
disabled. 
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4.6. Pro c essor O p eration 

Th is sect ion gives details of the CPU operat ion in the Sun-2 architecture. 

4.6.1. R e s et 

Three types of reset need to 'be dist inguished: Power-On Reset, Watchdog Reset, and 68010 
Reset. 

-- · ---

Power-On Reset. Power-On Reset (POR) is active for 100 m ill iseconds after the power supply 
voltage reaches 4.5 V . . POR resets the 68010 and clears the System Enable reg ister forcing boot state, 
and it resets the d iagnost ic reg ister, lighting all the LEOs. 

Watchdog Reset. The Sun-2 architecture prov ides a watchdog c ircu it which generates a signal 
equ ivalent to power-on reset (POR) whenever the 68010 halts with a double bus fault. The result of a 
watchdog reset is ident ical to a POR, as far as the 68010 CPU is concerned. 

68070 Reset. When the 68010 executes a reset instruction, it resets all on-board and off-board 1/0 
devices that offer an external reset function. No other devices are affected. Dev ices of the CPU layer 
such as the system enable register and the d iagnost ic register are not affected by 6801 0 Reset. 

4.6.2. Booti n g  

Upon Power-on Reset or Watchdog Reset, the system enable reg ister is cleared, forcing boot state 
active and d isabling all interrupts and· par ity errors. Boot state forces all supervisor program fetches 
to access the onboard PROM device independent of the setting of the memory management. All 
other types of references are unaffected and w ill be mapped as dur ing normal operation of the 
processor. 

4.6.3. In t erru pt s 

Interrupts are handled by the 6801 0 in autovector mode. Interrupts can be caused by various on­
board and off-board devices, includ ing the system enable reg ister. The interrupt levels on which a 
device interrupts are described under each device. 
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5. Memory Management Unit 

5.1. Su m m ary 

page size: 
segment size: 
process size: 
# of contexts: 
# of segments/context: 
# of pages/segment: 
# of pmegs: 
#of pages total : 
#of segments total: 

5 . 1 . 1 . V i  r t  u a I Add re s s 

23 15 

(9) (4) 

segment # page # 

5.1.2. Co n tex t Re gi s ter 

15 8 7 

2 KBytes 
32 KBytes 
16 MBytes 
8 
5 1 2  
16 
256 ' 
4096 
4096 

1 1  

(10) 

word # 

0 

I (res) I (3) I (res) I (3) · I 

System Context User Context 

5.1.3. Se g me n t M ap 

7 0 

(8) 

pmeg # 

5.1.4. P a ge M ap 

31 30 .\·. ;: �25 / .. 22 ' 20/\19 12 

1 0 

I < 1 > I 

byte # 

(res): reserved 

0 
----------------------��-�--------- ------------------------------

111 (6 > (3) 11111 (20) 
--------------------------------- ----- ---------------------------

- ! l v protection type a m 
(rwxrwx) 

v: valid bit 
a: accessed bit 
m: modified bit 

page # 

-. 

9 
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5.2. Acc e s s  to MMU lay er 

Entries in the MMU are accessed with the same address they normally would translate, but in the 
address space decoded by the reserved function code "3" as the source or destination function of a 
Movs instruction. The low-order address bits select which element of the MMU is modified. For 
accesses to the page map and segment map, the content of the user context register determines 
which context's map will be modified. Byte, word and long-word accesses to_ the maps are supported. 

Thus, for user virtual address V, the map entries are accessed at location: 

MAP ADDRESS SIZE RELEVANT BITS 

PAGE MAP 0 + V LONG V & OxFFF800 
SEGMENT MAP 4 + V -WOOD- V & 0-.x-f-� �f <i> 0 Q (J 
CONTEXT REG. 6 + V -woru> · ·- V & OxOOOOOO 

5.3. MMU Ov erv i ew 

The Sun-2 Memory Management Unit provides address translation, protection, sharing, and 
memory allocation for multiple processes executing on the 68010 CPU. All CPU accesses to memory, 
on-board 1/0, and to the system bus (P1-Bus) are translated and protected in an identical fashion. In 
addition, DVMA accesses by 1/0 channels also pass through the virtual memory management and 
thus operate in a fully protected environment. 

The memory management consists of a context register, a segment map, and a page map. Virtual 
addresses from the processor are translated into intermediate addresses by the segment map and 
then into physical addresses by the page map. 

The most important numbers for the memory management are a page size of 2048 bytes and a 
segment size of 32K bytes (giving 16 pages per segment). Up to 8 contexts can be mapped 
concurrently. The maximum virtual address space for each context is 16M bytes. 

5.4. Co n t exts 

The Sun-2 MMU is  divided into 8 distinct address spaces or "contexts". The current context is 
selected by means of a 3-bit context register. To allow different address spaces for the supervisor 
and user, two alternate context values are provided. The MMU automatically uses the system context 
register whenever the 68010 issues a supervisor function code. The supervisor can address the user 
context via the 68010 MOVS instruction using a non-supervisor function code, by mapping the pages 
of interest into its own system context, or by sharing address space with the user by setting the two 
context .values equal. The two context registers can be accessed as a word or separately accessed. 
as the odd or even byte within a word. When read, the reserved bits are not defined. 

5.5. S e gm e nt M a p  

The segment map has 4096 entries. It is indexed by the 9 most significant bits of the virtual address 
and 3 bits of the current context register. Thus, the segment map is divided into 8 sections of 512 
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entries each, with one section per context. Segment map entries are 8 bits wide, pointing to a page 
map entry group (pmeg). 

5.6. P ag e  Ma p 

• • 0 

The page map contains 4096 page entries each mapping a 2K byte page. Page map entries are 
composed of a valid bit, protection field, type field, accessed and modified bits, and a page number. 

The page map is divided into 256 sections of 16 entries each. Each section is pointed to by a 
segment map entry and is called a page map entry group, or pmeg. 

5.6.1. V al id B it 

The valid bit determines whether a page map entry is valid or not. A valid bit of 1 means that the 
page map entry is valid and that the other fields of the page map entry determine how the reference is 
to be translated and protected. A valid bit of 0 means that an access to this page will be aborted, 
while the rest of the page map entry is ignored. In this case, the remaining bits of the page map entry 
may contain arbitrary information. 

5.6.2. Pro tect io n  F i eld 

Access to pages can be controlled via the 6-bit protection field. From left (MSB) to right (LSB), the 
six bits correspond to "supervisor-read-write-execute" and "user-read-write-execute" privileges. 
This provides all 64 combinations of supervisor and user "rwxrwx". A " 1" entry enables the 
corresponding capability, a "0" bit means that the respective capability is disabled. 

5.6.3. Sta t i st ic s  B it s: Acc e s s ed a nd Mod if ied 

The accessed and modified bits are set, as the name implies, whenever a page is accessed or 
modified (written into). The statistics bits will not be updated when the page is invalid or when the 
protection code does not allow the attempted operation. In addition, these bits will not be updated in 
a cycle that aborts due to a parity error in the previous cycle. However, the statistics bits will be 
updated on all other cycles, including cycles that terminate due to timeout or cycles that cause parity 
errors. 

5.6.4. Ph y s ic a l  Addr ess 

The page map contains a 20-bit page number field. In conjunction with the 1 1-bit byte number, the 
page map thus can generate addresses up to 31-bit physical address bits. The architecture does not 
define, however, how many physical address bits are actually stored in the map, or how many physical 
address bits are implemented on the physical devices addressed. This specification depends on the 
implementation and is described in the implem�ntation section. 

-. 
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5.6.5. P a geTy pe 

The page type field provides for multiple physical address spaces, each starting at a physical 
address of 0. At the same time, the page type field decodes what busses and bus synchronization are 
used for a particular physical address space. The assignment of the page type field is described in 
the implementation section . 
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6. Device Layer 

The device layers contains those elements of the system that are accessed through the memory 
management. This allows all devices to be protected, shared , and managed effectively in a 
multiprocess environment. 

In the following, all th e devices will be described. Each device listed has a brief d escription of its 
initialization, interru pts, reference, interrupts, access time, and register mapping. 

REGISTER: 
ADDRESS: 
SIZE: 
TYPE: 

The assignment of devices to particular physical addresses and to particular page types is 
implementation dependent and is described in the implementation section for each machine type. 

6.1. M ai n  M e mory 

The main memory is the primary system storage. It has a size of u p  to 8 M Bytes in increments of at 
least 512K Bytes. Main Memory is allocated consecutively starting from 0. 

Interrupt: none 
Initial ization: Parity needs to be initial ized in software 
Reference: none 

REGISTER ADDRESS DATA TYPE 

WORD OxOOOOOO OxOOOOO WORD/BYTE 

WORD Ox07FFFE Ox7FFFE WORD/BYTE 

READ-WRITE 

READ-WRITE 

Parity is initialized by setting th e "parity generation" bit in th e system enable registe r  and writing all 
of memory. 

6.2. Mo noc hro m e  V id eo M e mory 

Th e monoch rome video memory is a dual-p orted memory that provides vide o  refresh and 
processor access on alternate cycles. 

REGISTER ADDRESS DATA TYPE 

WORD 0 0 WORD/BYTE READ-WRITE 

WORD Ox1FFFE OxlFFFE WORD/BYTE READ-WRITE 

This memory is mapped to the display screen as follows: 

Data bit 15 of Word 0 is the first visible pixel in the u pper left corner of the display. Consecutive 
words are displayed along the horizontal scan line. After <display-width> number of pixels h ave been 
displayed, the next word is displayed at the beginning of the next horizontal line, up to <display­
height> number of lines. <display-width> and <display-height> are implementation constants. 
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N = <displ ay-width> I 16 
M = <display-height> 

15  0 15 

I WORD 0 I WORD 1 

Device Layer 

0 15 0 15 0 

I WORD N-1 

I WORD N I WORD N+1 I WORD 2•N-1 I 
-----------------------------------------------------------------

1 WORD 2*N I WORD 2*N+1 I WORD 2•N-1 I 

I WORD (M-1)*N I WORD (M-l)*N-11 

14 

The frame buffer can be updated in two ways. First, i t  can be read and written directly like m emory. 
As such, it is visible as a 128 KByte block of 16-bit words. S econd , the frame buffer can be written in 
copy mode as a side-effect of writing into main memory. This is ach ieved by selecting a bas e  add ress 
and setting the copy enable bit in the video control register. The base address selects a 128K region 
of main memory. Date._ written into this selected region is also written into the fram e  buffer at the same 
offset within the 128K region . 

6.3. Video Co ntro l Re gi ster 

The video control register determines the operation of the video m emory. It has the following fields: 
Initial ization: cl eared on reset 
Interrupt: level 4 

REGISTER ADDRESS DATA 

VIDEO CONTROL REGISTER 0 WORD/BYTE 

BIT NAME MEANING 

DO Reserved 

TYPE 

READ-WRITE 

D1 .. 7 
DB • •  10 
D11 
012 
013 
014 
015 

RES 
BASE 
RES 
AUDIO 
INT 
INTEN 
COPYEN 
OISPEN 

Copy memory base address A17 • •  A23 
, :: '· . "'' . ·' � 

Reserved 
· 

Audio Enable . 
Interrupt Pending (

,
read

;
-only) 

Interrupt Enable 
Copy Enable 
Displ ay Enable 

Base selects the base address for the copy update mode. T h e  seven bits of the bas e  address 
correspond to physical address bits A 17 through A23. If the value of base matches the corresponding 
physical address bits during a write operation and copy enable is active, then a copy of the write data 
is stored in the frame buffer at the physical address mod ulo 128 KByte. 

Audio Enable enables the sound generator. 

Interrupt Pending indicates that a video interrupt has occured. When enabled, it interrupts the CPU 
on level 4. Vide o  interrupt is set at the beginning of vertical retrace, that is, when the scanning of a 
display field j ust completed. The interrupt is cleared by mom entarily turning off the interrupt  enable 
bit. 

Interrupt Enable allows video interru pts as described above.  
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Copy Enable enables the copy update mode to the frame buffer memory. 

Display Enable turns on th e video signal to the video monitor. 

6 .4 .  EP R OM 

15 

Device EPROM is a pair of 28-pin sockets for 64K, 128K, or 256K EPROMs. Since th e EPROMs are 
larger than a single 2K page, they are addressed directly with the low-order bits of the non -translated 
or virtual addresses from th e CPU, even th ough they are enabled through a sequence of pages in the 
page map. Th us a grou p  of pages with the EPROM page map entry will map to different sections of 
the EPROM. 

Reference: none 
Interrupt: none 
Initial ization: none 

REGISTER ADDRESS DATA 

WORD 0 0 WORD 
WORD 1 2 WORD 

WORD 819 2 16384 WORD 
WORD 16384 32768 WORD 
WORD 32768 65536 WORD 

TYPE 

READ-ONLY 
READ-ONLY 

READ-ONLY (2764s) 
READ-ONLY (27128s) 
READ-ONLY (27256s) 

-------------------------------------------------------

The EPROM device also contains th e boot code. In boot state, all supervisor program fetches are 
forced to fetch from the EPROM device, independent of the setting of the memory management. 

6 .5 .  P ar allel Port 

The parallel port is a non-latching 16-bit input port. Since the input data is non-latched, the data 
may change in the moment of being read. For best results, the data should be reread until stable data 
is obtained. 

Interrupt: none 
Initialization: none 
Reference: none 

REGISTER ADDRESS DATA 

INPUT PORT 0 WORD 

6 . 6 .  S e r i a  I Po r t  

TYPE 

READ-OtlLY 

Serial ports are implemented with the Zilog 8530 SCC (serial communication controller). The SCC 
features two high-speed, fully symmetrical and highly programmable serial channels with built-in 
baud-rate generators. The clock input to the SCC is a 4.9152 MHz clock, independent of the CPU 
clock. 

Th e SCC is mapped as follows: 
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Interrupt: Level 6 

Device Layer 

Initial ization: Needs to be initialized in software -
Reference: Zil og 8530 SCC data sheet 
Recovery Time: 1.6 microseconds 

REGISTER 

CH B CDrHROL 
CH B DATA 
CH A CONTROL 
CH A DATA 

ADDRESS DATA 

0 
2 
4 
6 

BYTE 
BYTE 
BYTE 
BYTE 

TYPE 

READ/\�RITE 
READ/WRITE 
READ/WRITE 
READ/WRITE 

6 .7.  K e ybo ard/Mou s e  U A RT 

16 

These serial ports are implemented with the Zilog 8530 SCC (serial communication controller). T h e  
sec features two high-speed, ful ly symmetrical and highly programmable serial channels with built-in 
baud-rate generators. The cl ock input  to the SCCs is a 4.9152 MHz clock, independent of the CPU 
clock. Control lines are not used. 

Th e SCC is mapped as fol lows: 
Interrupt: Level 6 
Initial ization: Needs to be initial ized in software 
Reference: Zil og 8530 SCC data sheet 
Recovery Time: 1.6 microseconds 

REGISTER 

CH B CONTROL 
CH B DATA 
CH A CONTROL 
CH A DATA 

9. 8 .  Ti m er 

ADDRESS DATA 

0 
2 
4 
6 

BYTE 
BYTE 
BYTE 
BYTE 

TYPE 

READ/WRITE 
READ/WRITE 
READ/\�RITE 
READ/WRITE 

An AMD 9513 timer chip with five 16-bit timers is provided. The clock input to the 9513 is a 4.9152 
MHz clock, independent of the CPU clock. Gate inputs 4 and 5 are driven by superviso r  state. Gate 
input 1 is wired to FOUT. The timer is mapped as fol lows: 

Interrupt: Level 7 for Timer 1, Level 5 for Timer 2 through 5. 
Initial ization: Internal Reset whenever power suppl y drops bel ow 3.0V. 
Reference: AMD 9513 programming book 

· 

REGISTER ADDRESS DATA 

TIMER DATA 0 
TIMER COMMAND 2 

WORD 
WORD 

TYPE 

READ/WRITE 
READ/WRITE 

Note the synchronization requirements of the 9513 timer. Before writing into a counter, the 
counter's clock source must be disabled first. 

Initialization of the 9513 timer is special in that the chip has an on-chip power-on reset that 
initializes the chip whenever the power supply voltage is less than 3V. The chip is n ot affected by 
power-on resets, watchdog resets, or 6801 0 resets. 

Sun Microsystems Inc CONFIDENTIAL 15 December 1983 



Sun-2 Architecture Manual Device Layer 17 

6.9 . R a s t er O p  Proc essor 

The RasterOp Processor is a device that performs bitblts or rasterops on main memory. 
Interrupt: none 
Initial ization: none 
Reference: SUN RasterOp Processor data sheet 

REGISTER 

REGISTER 

ADDRESS DATA 

0 .. 30 WORD 

TYPE 

READ/WRITE 

The RasterOp processor is only active in user state and when the RasterOp bit is set, which is done 
by writing data bit 15 at address 30 i n  th e RasterOp Processor register set. The RasterOp processor 
is automatically disabled in system state, independent of th e settin g  of th e RasterOp bit. · 

When active, the RasterOp processor converts CPU write-cycles to memory into read-mod ify-write 
cycles consisting of three steps. In the first step, the CPU write d ata is loaded into the source register 
of the RasterOp processor. In the second step, the old data fro m  th e memory being written into is 
loaded i nto th e RasterOp processor destination register. In the th ird step, the data from th e RasterOp 
function unit is written into the memory, replacing the old data previously present. 

6 .1 0. E ncr y ption Proc e s sor 

The Encryption processor is an AMD 9518/8068 data cipherin g  processor providing h igh-speed 
NBS DES encrypti on. To access an internal register in the 9518/8068,  the address register m ust be 
written first. Once th e address register is setup, the selected register can be accessed repeatedly. 

Initial ization: none 
Interrupts: none 
Reference: AMD 9518/8068 data sheet. 
Recovery Time: 1.6 microseconds 

REGISTER ADDRESS DATA 

DATA REGISTER 0 
ADDRESS REG. 2 

BYTE 
BYTE 

6 .11 . R ea l  Tim e  C lo ck 

TYPE 

READ/WRITE 
WRITE-ONLY 

The Real-Time Clock maintains tim e  of day and a calendar. A battery powers the clock when the 
main power is off. The real-time clock is based on the Nati onal 58167 chip which is addressed as 32 
byte locations. 

Initial ization: none 
Interrupts: none 
Reference: National Semiconductor 58167 data sheet. 

REGISTER 

REGISTER 0 
REGISTER 1 

REGISTER 31 

Sun Microsystems Inc 

ADDRESS DATA 

0 
2 

62 

BYTE 
BYTE 

BYTE 

TYPE 

READ/WRITE 
READ/WRITE 

READ/WRITE 
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' �nd Ge nerator . 

The sound generator is based on the Texas Instruments 76489. It is addressed as a single re · � ..__ 
and is write-only. The audio output is enabled by th e audio enable bit i n  the video contr 1--f 

Initial ization: none
'
� 

Interrupts: none _ _ � 
Reference: Texas Instruments 76489 data 
Recovery Time: 8 microseconds -������ 

""-
� 

�����-����------�-- -----------����==���� � 
The sound rater requires a write recovery time of 8 m icroseconds. That "lnean._� that it can only �e wri� m 8

1 

t;;;;� Wri��i;; �8� icrosec�nd period are ig nCJ� 
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6 .  1 3. Et h e  r n  et I n terfa c e  

The Ethernet Interface is based on the I ntel 82586 ch ip. Config ured i n  maximum mode, the 82586 
can directly add ress 24-bits of virtual memory. When the 82586 becomes active, it performs data 
read-write operations in supervisor mode. 

The 82586 is con nected to the system in a permanent byte-reversed mode, i.e. 82586 bits 0 th rough 
7 are con nected to 68000 bits 8 through 15 and vice versa. Th is causes Eth ernet data to b e  stored in 
memory in 680 1 0 byte order, whereas 82586 control blocks in memory are byte swapped. 

Overall operation of the Eth ernet Interface is controlled by th e Ethernet control register that can b e  
read or written in th e Ethern et pag e. 

Initial ization: cl eared on al l resets 
Interrupts: Level 3 
Reference: Intel 82586 data sheet. 

REGISTER ADDRESS DATA TYPE 

CONTROL REG. 0 BYTE READ/WRITE 

The fields of the Ethernet control register are assigned as follows: 

ETHERNET CONTROL REGISTER FIELDS 

DO INT 
D1 ERR 
D2 RES 
D3 RES 
D4 INTEN 
D5 CA 
D6 LOOPB* 
D7 RESET* 

Interrupt Pending ( Read-Onl y ) 
Error Pending ( Read-Onl y ) 
Reserved 
Reserved 
Interrupt Enabl e 
Channel Attention 
0 => Loopback, 1 => Normal Operation 
0 => Ethernet Reset, 1 => Normal Operation 

/NT signals I nterrupt from the 82586. ERR indicates that a Bus Error occured d uring an 82586 
channel operation, inhibiting further channel activity. To reset t h e  ERR condition, the RESET bit in t h e  
Eth ernet control register must b e  activated. JNTEN enables 82586 interrupts to the CPU. CA signals 
channel attention to the 82586. LOOPB• controls whether the front-end encoder/decoder is 
config ured in loopback mod e  (LOOPS* = 0) or connected to the transceiver cable (LOOPS* = 1). 
RESET in itializes the 82586 when active (RESET* = 0) and allows normal operation when inactive 
(RESET* = 1). I t  also clears the ERR condition whe n  active. 
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7. DVMA: Direct Virtual Memory Acce.ss 

Implementations of the Sun-2 may provide DVMA (Direct Virtual Memory Access) capability. DVMA 
allows P1 -B us masters to directly access on board memory with a virtual address. . Direct virtual 
memory access avoids the dual mapping problems of DMA (direct memory access) in a virtual 
mem ory environ ment. DVMA translates and protects all accesses withi n the system in an identical 
fashion. DVMA can be enabled or disabled under software control via the DVMA enable bit in the 
system register. 

DVMA is im plemented according to the following specification: 

Protection. Protection applies to DVMA the same way as to th e 680 1 0. DVMA cycles use the 
"su pervisor data" function code. Thus the supervisor read or write capability in the page map has to 
be enabled to allow the correspondin g  typ e  of access. If the respective capability is' not set, the 
attempted DVMA cycle is aborted. 

Parity Errors. DVMA read cycles that cause a parity error are aborted. 

Statistic Bits. The update and modify bits are set on DVMA cycles that execute sucessfully the sam e  
way as o n  6801 0 cycles. Cycles aborted d u e  t o  protection error d o  not change these bits. 

Error Handling. DVMA cycles can fail because of two reasons: protection error and parity error. An 
error is signalled to the controlling P1 -Bus master in two ways. First, by asserting the bus error line, if 
such a mechanism exists, and second, by in hibiting the P1 -Bus data transfer acknowledge (DT ACK). 
The latter is interpreted by the P1 -Bus master as an access to a nonexistent device and will cause a 
timeout exception .  To allow the second type of error handling, DVMA masters must sup port a timeout 
mechanism. It is recommended that the tim eout period be as short as possible because on-board 
operation cannot  proceed until the DVMA m aster ends the b us cycle. In order to guarantee real-tim e  
response, DVMA masters should provide tim eout periods i n  t h e  range o f  tens of microseconds. 

Selfreference. Two types of self-reference are possible. First, accesses from the main processor to 
the DVMA space on the P1 -Bus. This type of access will not com plete and tim eout, unless another 
device exists at that address. Second, accesses from the P1 -Bus throug h the memory management 
back to the P1 -Bus. The result of  this transfer is  implementation dependent, but i t  will not p erform a 
valid data transfer. 

Deadlock. Sinc e  P1 -Bus mastership  is arbitrated independently from the 680 1 0 bus mastership, the 
possibility exists that the 6801 0 is attem pti n g  to access the P1 -Bus while the P1 -Bus is attem pting to 
access the on-board bus. If this condition occurs, deadlock is avoided by suspending the 68010 bus 
cycle and yield i n g  the on-board bus to the P1 -Bus DVM A  cycle. The 680 1 0 cycle will resume when t he 
P1 -Bus DVM A  cycle is completed. 
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8. Implementation Information for i\r1achine Type 1 

Machine Type 1 is th e M ulti bus or IEEE-796 Bus implementation of the architecture. 

8 .1 .  MMU I m p le me n t atio n  

The Version-1 Architecture implements a page n umber field that stores 1 2  bits. It thu s  su pports a 
physical address of 23 bits, capable of addressing 8 MBytes. Th e other physical address bits in the 
pag e  map are n ot implemented . When read, the not implemented bits are n ot defined. 

8.2 . P h y s ic a l  Addre ss A s s ig n me nts 

Th e decoding of the page type field i s  described i n  the table below, togeth er with the number of 
address bits t h e  page types use or decode. 

Type 

0 

1 

2 

3 

Address 

23-bit 

[OxOOOOOO] 
[Ox700000] 
[Ox780000] ·�": 

-· . [Ox780800] 
[Ox781800] 

14-bit 

[OxOOOOOO] 
[Ox000800] 
[OxOO 1000] 2. 
[Ox001800] 3 
[Ox002000] 1--f 
[Ox002800] 5 
[Ox003000] � 
[Ox003800] 7 

20-bit 

[OxOOOOOO] 

[OxOOOOOO] 

Device Wait States 

On-Board RAM 

Physical Memory 1 .. 4 MBytes 0 
BW-Frame Buffer 0 (Write), 4 .. 8 (Read) 
Keyboard/Mouse UART 0 (Write), 4 . .  8 (Read) 

---·Sound Generator . - --·--------- · 0 ·(Wr-ite)-
Video Control Register 0 (Write), 4 • .  8 (Read) 

On-board I/0 

EPROM 1 
RESERVED 1 
ENCRYPTION PROCESSOR 1. .5 
PARALLEL PORT 1 
SERIAL PORT 1 
TIMER 1 
RASTEROP PROCESSOR 1 
REAL-TIME CLOCK 4 • •  a 

P1-Bus Memory 

0 .. 1 MByte 796-Bus Memory Space 2 +device access time. 

P1-Bus 1/0 

0 .. 1-MByte 796-Bus .Memory Space 2 +device access time 

8 .3 .  I n terrupt A s si g nme nts 

The following table summarizes t h e  interrupt level assign ments for the devices that h ave b een 
described in this man ual. In addition, th e P1 -Bus can cause interru p ts on all levels. 
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7 TIMER! 
6 Serial Port 
5 THlER2 • •  5 
4 VIDEO 
3 System enabl e register EN.INT3 
2 System enabl e register EN.INT2 
1 System enabl e register EN.INT1 

8.4. DVM A  I m p l e m e n t atio n  

22 

Mapping. DVMA responds to the low-order 256K Byte memory space on the P 1 -Bus. This space is 
mapped to the low-order 256K Byte�of the top 1 M Byte of the system co ntext virtual address space. 

Pl-Address Virtual Address 

(OxOOOOO . •  Ox3FFF� 
I 

(OxFOOOOO .. OxF3FFF� 

DVMA Cycles proceed in supervisor context and supervisor f u ncti on code. On ly transfers to the 
main memory device are al lowed .  

8 .5 .  C PU Ti m i n g  

This basic timing of the CPU i n  this implementation is as fol lows: 

CPU clock cycl e: 
CPU basic cycl e: 
Timeout period: 

80 nanoseconds (12.5 MHz) 
320 nanoseconds 
5 microseconds 

8 . 6 .  P 1 -Bu s  Acc e s s  Tim e s 

This section describes the access tim es of the P1 -Bus. P 1-Bu s  1/0 devices are ide ntically to P1-
Bus Memory except that they are located in a separate address space. 

The timing of P 1 -Bus accesses depends on two factors: the access time of th e P1 -Bus device and 
the cost of P1 -Bus aquisition if the S un-2 Processor currently d oes n ot own P1 -Bus masters hip. In 

addition,  some P 1 -Bus devices might have slower cyc l e  times than access times which will increase 
effective access tim e  in cycle-tim e  limited transfers. 

The total number of wait states for a P 1 -Bus access can be computed by the following formula: 

2 WS (overhead) + 3 WS (if board is currently not P 1 -Bus master) + access t ime of P1-Bus device 
divided by the clock period of th e CPU rounded up to the nearest integer n umber. 

8 .7 .  D VM A  Acc e s s  Ti m e  

DVMA ·cycles from the Pl-Bus are serviced after the current CPU cycle completes and after 
pending memory refresh cycles are executed. Thus DVMA cycles exhibit a variable access time that 
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ranges from 0.7 microseconds in the best case to 1 .5 micros�conds worst_ case with an average of 
abo ut 1 .0 microseconds. 

After a DVMA cycle has executed, a CPU cycle will start before another DVMA cycle is granted. 
This means that the cycl e  tim e  for DVMA is one DVMA cycle plus at least one CPU cycle. Thus the 
DVMA cycle tim e  wil l  be in a range of 1 .1 to 1 .9 microseconds with an average of 1.4 microseconds, 
as long as th e DVMA master can generat� transfers at this rate. 

8.8. P1-Bus R es et 

P1 -Bus Reset is the reset to the system bus. Power-On Reset, Watchdog Reset, and 680 1 0 R eset 
will al l  assert P 1 -Bus Reset. Oth er P1 -Bus devices may also assert P 1 -Bus Reset, but this will have no 
effect on the Sun-2 B oard. 

8.9. Vid eo M emory 

Video Memory is implemented as follows: 

<display-width> 1152 pixels 
<display-height>900 lines 
<display-depth> 1 pixel 

Write accesses to the video memory are buffered. Thus a single write will complete without wait 
states. A subsequent operation, whether read or write, wil l  have to wait until  the frame buffer has 
completed the requested operation. Write accesses to the video memory via the copy mode will 
cause the sam e  behavior as direct write accesses. R ead accesses to the video memory are n.ot 
buffered and m ust wait until the cycle completes. 
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2. User·Guide 

2.1. Pro gra mmin g 

The 2050 Board implements the Sun-2 Architecture, Machine Type 2. The full architecture is 
documented in the Sun-2 Architecture Manual and no attempt is made to repeat this information here. 
However, this section does describe the features specific to this imp lementation of the architecture. 

2.1 .1 . l\11 rv1 U I m pi em entation 

The MMU of this machine type implements a page num ber field of 1 2  bits. It thus supports a 
physical address of 23 bits, capable of addressing 8 MBytes. The other physical address bits in the 
page map are not implemented . On a read cycle, the not im plemented bits read back as 0. 

2.1.2 .. Physic a l  Address Assi gnments 

Type 

0 

1 

2 

Address 

23-b it 

[OxOOOOOO] 

23-bit 

[OxOOO�O] 
[OxOktfOOO] 

�· ---y_ 

Device 

Memory Bus 

Physical Memory 1 . . 8 MBytes 

I/0 Bus 

BW-Frame Buffer 
Video Control Register 

Wait States 

0 

2 (Write), 4 .. 8 (Read) 
2 

[Ox 7FOOOO] EPROM • 2 
2 AJOO. /',./ [Ox7F0800] Ethernet Interface �v 

[Ox7F1000] Encryption Processor 2 .. 8 
[Ox7F1800] Keyboard/Mouse Interface 2 
[Ox7F2000] Serial Port 2 
[Ox7F2800]. Timer 2 

'"'...._[Ox.7F300_0 J-,- ·-... ·Ras tero-p-·· Proces·sar-"···--- -�--2--
[0x7F3800] · Reserved 2 

23-bit 

[OxOOOOOO] 

P1-Bus or Sys tern Bus .. -
0 • .  8 MByte VME 24-bit address 1 +device access time 

,I. 
3 23-bit P1-Bus or System Bus �o.t" ,·�· · . 

,JSl<./ . _ . , ��.t:<-' -v · [OxOOOOOO] 
[Ox7FOOOO] 

Sun Microsystetns Inc 

8 ... .1'Q.. MByte VME 24-bit address 1 +device access time � /,.,.-, 
64 KByte VME 16-bit address 1 + device access time � 

Accesses to the VME Bus incur an additional 2 wait states 
access time if the 2050 board is not currentl y bus master. 
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9 .  I m p l e m e n t at i o n  l n 'f o rm at i o n  _fa r M a c h i n e Ty p e  2 

Machine Type 2 is the VME-Bus/Eurocard implementation of the architecture. 

9 .1 .  M M U  Im p l em e nt at i o n  

The MMU of this machine type i mplements a page number field of 1 2  bits. It thus s upports a 
physical address of 23 bits, capable of addressing 8 MBytes. The oth er physical address bits in the 
page map are not implemented. When read, the not implemented bits are not defined. 

9 .2 .  P h ys i c a l  Addr ess Ass i g n m e nts 

Type Address Device Wait States 

0 23-bit Memor y  Bus 

(OxOOOOOO] Physical Memory 1 . •  8 MBytes 0 

1 23 -bit I /0 Bus 

( Ox-yi'OOOO] EPROM 
(0�0800] Eth e r n et I nt e r fac e 
( ox C:Ot o oo] Encryption Pro cesso r  
[ o£Q6t8oo J Keyb o a rd/Mo use I nt e r face 
[oxW2000] Serial Port  
[ Ox1)f1"2 800] Time r a; . .  
( Oxll:£}3000] Rese r ved 
( Oxllf13800] Rese r v ed 

[ 0 xilO 0 0 0 0] 
[ 0 x[.!_ 0 0 0 0 ] 

BW-F rame B u f fer  
Video Control Register 

1 (Write ) .  4 . . 1 0  ( R ead) 
1 ( Write ) ,  4 • .  10 ( Read)  

2 . . . ' .  'd �··t J! :t�t.l 
2 3 - bit P l-Bus or System Bus 

� . [OxOOOOOO] 0 • •  8 MByte VME Bus Space 1 device ac cess t i me 
- - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - -

3 23-bit Pl-�u s  o r  System Bu�  • 

� ..... :��� < 2.!/l,;i; t-,{.t . :� C) 
[ OxOOOOOO] 8 . . 16 MByte VME Bus Space 1 + device ac cess t i me ... ...-:�t.. r"'f � ,,., .·- (J ':' '  .: J . l'*- , .,  

_ _ _ _ _ _ _ _ _  ,:L.;:::;,...,._,...,-- - - - - - - �- - -.:::- -.�-- .J�- ... -'--..,--- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -�, • · · •  . , J  � '- ._  ·- r ·: ,....4" �· · ·· •• 

9 .3 .  I nt erru pt Ass ig nm e nts 

The fol lowing table summarizes the interrupt level assignments for the devices that have been 
described in this manual. Al l  these interrupts are autovectored. 

7 TIMERl  
6 S e rial P o r t  
5 TIMER2 • •  5 
4 VIDEO 
3 Eth e r net o r  system e nable r egi�te r EN . I NTJ 
2 System enable r egiste r EN . I N T2 
1 System e nable r egiste r E N . I N T t ·· 
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In addition ,  the VME-Bus can cause vectored interru pts
. 

on al l levels. ln�ividual VM E-Bus interrupt 
levels can be disabled with jumpers. 

· 

9 .4. DV M A  I m p l em e ntat io n , 

Mapping. DVMA responds to the mosf significant 1 MByte of the VME-B us physical address space.  
This space is  mapped to the most-significant 1 M Bytes of  the system context virtual address space. 

P l-Address Virtual Address 
- - - � - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
[ O xF O O O O O  . .  OxF F F F Ffj [ OxF O O O O O  • .  OxF F F F Ff] 

9.5. V id eo M e mory 

Video Memory is implemented as fol lows: 

<displ ay-wi dth> 1 1 5 2  p i xel s 
<displ ay-he i ght>900 l ines 
<display-depth> 1 pixel 

Read accesses are unbuffered and wil l  cause 4 to 8 wait states. Write accesses to the video 
memory are buffered. However, subsequent read or write accesses wil l  have to wait u ntil th e video 
memory has completed the requested operation. Write accesses to the video memory via the copy 
mode wil l  cause the same behavior as direct write accesses. 

9 . 6 .  C P U  Ti m i n g 

This basic timing of the CPU in this implementatio n  is as fol lows: 

CPU cl o c k  cycl e :  
CPU basic cycle : 
Timeout period : 

80 nanoseconds ( 1 2 . 5  MHz )  
320 nan oseconds 
5 mic r oseconds 

9 .  7 .  P 1 - Bus A c c ess Ti m e s  

This sectio n  describes the access times of the P 1 -Bus. P1 -Bus 1/0 d evices are identically to P 1 -
Bus Memory except that they are located in a separate address space. 

The timing of P 1 - B us accesses is comprised of three elements: one, overh ead; two ,  the cost of P 1 -
Bus aquisitio n  in case the Sun-2 Processor is n ot currently P 1 -Bus master, and three, the actual 
access time of the P 1 -Bus device. 

The total number of wait states for a P 1 -Bus access can be computed by the foll owing form u la: 

1 WS (overh ead) + 2 WS (bus aq uisition time if bus is idle) + access tim e  of P 1�Bus device divided 
· by the clock period of the CPU rounded up to the nearest integer number. 
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9 . 8 .  D V M A A c c e s s  Ti m e · 

DVMA cycles from the P 1 -Bus are serviced after the current CPU cycle completes and after 
pend ing memory refresh cycles are executed . Thus DVMA cycles exhibit a vari able access time that 
ranges from 0.7 microseconds in the best case to 1 .5 microseconds worst case with an average of 
about 1 .0 microseconds. 

After a DVMA cycle has executed , a CPU cycle will start before another DVMA cycle is granted. 
This means th at the cycle tim e for DVMA is one DVMA cycl e  plus at least one CPU cycle. Thus the 
DVMA cycle tim e  wi l l  be in a range of 1 . 1 to 1 .9 microseconds with an average of 1 .4 microseconds, 
as long as the DVMA master can generate transfers at this rate. 

9 . 9 .  P1 - Bus R e s et 

P 1 -Bus Reset is the reset to th e system bus. Power-On R eset, Watchdog Reset, and 680 1 0 Reset 
wil l  al l assert P 1 -Bus Reset. Other P1 - Bus devices may also assert P 1 - Bus Reset, but this wil l  h ave no 
effect on the Sun-2 Board .  
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