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Introduction

1.1 Overview

This guide explains how to use the XENIX Software Development system to
create and maintain C and assembly language programs. The system provides
a broad spectrum of programs and commands to help you design and develop
applications and system software. These programs and commands let you
create C and assembly language programsfor execution on the XENIX system.
Theyalsolet you debugthese programs, automate their creation, and maintain
versionsof the programs you develop.

The following sections introduce the programs and commands of the XENIX
Software Development System and explain the steps you can take to develop
programsfor the XENIX system. Most of the programs and commands in these
introductory sections are fully explained later in this guide. Some commands
mentioned here are part of the XENIX Timesharing System and are explained in
the XENIX User’s Guide and XENIX Operations Guide.

1.2 Creating C Language Programs

All C language programs start as a collection of C program statements on files.
The XENIX system provides a number of text editors that let you create source
files easily and efficiently. The most convenient editor is the screen-oriented
editor vs. Vi provides many editing commands that let you easily insert,
replace, move, and search for text. All commands can be invoked from
command keys or from a command line. The program has also hasa variety of
options thatlet you modify itsoperation.

Once a C language program has been written to asource file, you can createan
executable program using the cc command. The cc command invokes the
XENIX C compiler which compiles the source file. This command also invokes
other XENIX programsto prepare the compiled program forexecution.

You can debug an executable C program with the XENIX debugger adb. Adb
provides a direct interface to the machine instructions that make up an
executable program.

If you wish to check a program before compilation, you can use lint, the XENIX
C program checker. Lint checks the content and construction of C language
programs for syntactical and logical errors. It also enforces a strict set of
guidelines for proper C programming style. Lintis normally used in the early
stagesof program development to check forillegal and improper usageof the C
language.

‘1.3 Creating Other Programs

The C programming language can meet the needs of most programming
projects. In cases where finer control of execution is required, you m:ay create

1-1



XENIX Programmers Guide

assembly language programs using the XENIX assembler as. Ae assembles
source files and produces relocatable object files that can be linked to your C
language programs with !d. The !d program is the XENIX linker. It links
relocatable object files created by the C compiler or assembler and produces
executable programs. Note that the cc command automatically invokes the
linker and the assembler souse of either isoptional.

You can create source files for lexical analyzers and parsers using the program
generators lez and yacc. The lez program is the XENIX lexical analyzer
generator. It generates lexical analyzers, written in C program statements,
from given specification files. Lexical analyzers are used in programs to pick
patterns out of complex input and convert these patterns into meaningful
values or tokens. The yece program is the XENIX parser generator. It
generates parsers, written in C program statements, from given specification
files. Parsers are used in programs to convert meaningful sequences of tokens
and valuesinto actions. Lezand yacc areoften used together to make complete
programs.

You can preprocess C and assembly language source files, or even lez and yace
source files using the m4 macro processor. The m4 program performs several
preprocessing functions, such as converting macros to their defined values and
including the contents of filesinto a source file.

1.4 Creating and Maintaining Libraries

You can create libraries of useful C and assembly language functions and
programs using the ar and renlib programs. Ar, the XENIX archiver, can be
used to create libraries of relocatable object files. Ranlib, the XENIX random
library generator, converts archive libraries to random libraries and places a
table of contentsat the front of each library.

The lorder command finds the ordering relation in an object library. The
tsort command topologically sorts name lists so that forward dependenciesare

apparent.

1.6 Maintaining Program Source Files

You can automate the creation of executable programs from C and assembly
language source files and maintain your source files using the make program
and the SCCS commands.

The make program is the XENIX program maintainer. It automates the steps
required to create executable programs and provides a mechanism for ensuring
up to date programs. It is used with small, large, and medium-scale
programming projects.

The Source Code Control (SCCS) commands let you maintain different versions
of asingle program. The commands compress all versions of a source file into a

1-2
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single file containing a list of differences. These commands also restore
compressed files to their original size and content.

Many XENIX commands let you carefully examine a program’ssource files. The
ctags command creates a tags file so that C functions can be quickly found in a
set of related C source files. The mkstr command creates an error message file
by examining a C source file.

Other commandslet you examine object and executable binary files. The nm
command prints the list of symbol names in a program. The hd command
performs a hexadecimal dump of given files, printing files in a variety of
formats, one of which is hexadecimal. The od command performs an octal
dump of given files. adb (see chapter 6), allows disassembly of your program.
The size command reports the size of an object file. The strings command
finds and prints readable text {strings) in an object or other binary file. The
strip command removessymbolsand relocation bitsfrom executable files. The
sum command computes check sum for a file and counts blocks. It is used in
looking for bad spots in a file and for verifying transmission of data between
systems. The xstr command extracts strings from C programs to implement
shared strings.

1.8 Creating Programs With Shell Commands

In some cases, it is easier to write a program as a series of XENIX shell
commands than itis to create a C language program. Shell commands provide
much of the same control capability as the C language and give direct access to
all the commands and programs normally available to the XENIX user.

The csh command invokes the C-shell, a XENIX command interpreter. The C-
shell interprets and executes commands taken from the keyboard or from a
command file. It has a C-like syntax which makes programming in this
command language easy. It also has an aliasing facility, and a command history
mechanism.

1.7 Using This Guide

This guide is intended for programmers who are familiar with the C
programming language and with the XENIX system.

C language programmersshould read Chapters 2, 3, and 6for an explanation of
how tocompile and debug Clanguage programs.

Assembly language programmers should read Chapter 7 for an explanation of
the XENIX assembler and Chapter 6 for an explanation of how to debug
programs.

Programmerswho wish to automate the compilation process of their programs
should read Chapter 4 for an explanation of the make program. Programmers
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who wish to organize and maintain multiple versions of their programs should
read Chapter 5 for an explanation of the Source Code Control System (SCCS)
commands.

Special project programmers who need a convenient way to produce lexical
analyzers and parsers should read Chapters 8 and 9 for explanations of the lez
and yace program generators.

Chapter 1 introduces the XENIX software development programs provided
with this package.

Chapter 2 explains how to compile C language programs using the cc
command.

Chapter 3 explains how to check C language programs for syntactic and
semantic correctness using the C program checker lint.

Chapter 4 explains how to automate the development of a program or other
projectusing the make program.

Chapter 5 explains how to control and maintain all versions of a project’s
source files using the SCCS commands.

Chapter 6 explains how to debug C and assembly language programs using the
XENIX debugger adb .

Chapter 7 explains how to assemble assembly language programs using the
XENIX assembler as.

Chapter 8 explains how to create lexical analyzersusing the program generator
lez.

Chapter 9 explainshow to create parsers using the program generator yace.

Appendix A explains how to write C langugae programs that can be compiled
on other XENIX systems.

Appendix B explains how to use to create and process macros using the m4
Macro processor.
1.8 Notational Conventions

This guide uses a number of special symbols to describe the syntax of XENIX
commands. The followingisa list of these symbols and their meaning.

[] Bracketsindicate anoptional command argument.

Ellipses (three dots) indicate that the preceding
argument may be repeated one or more times.

1-4
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bold

stalice
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Small capitalsindicate a key to be pressed.
Boldfacecharactersindicate a command name.

Italic charactersindicate a placeholder for a command
argument. When typing a command, a placeholder
must be replaced with an appropriate filename,
number, or option.
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Cc: A C Compiler

2.1 Introduction

This chapter explains how to use the cc command to create executable
programs from C language source files. The command compiles C source files
by invoking the XENIX C compiler, the C preprocessor, and in some cases the C
optimizer. It then invokes other programs, such as the XENIX assembler a# and
linker Id, to complete the creation of the executable program.

The cc command accepts as C source files any file containing a complete C
program or one or more complete C functions. The command processes the
source files in five phases: preprocessing, assembly source generation,
optimization (if necessary), machine code generation, and linking.

In the preprocessing phase, the cc command invokesthe C preprocessor, which
searches the source file for C directives. The preprocessor replaces each
directive with a corresponding value or meaning. For example, it replaceseach
occurrence of a macro name with its defined value and each include directive
with the contents of its corresponding include file. It then copies the expanded
version of the source file to a temporary file. The preprocessor also allows
conditional compilation.

In the assembly source generation phase, the cc command invokes the C
compiler which translates the C program statementsin the temporary file into
equivalent assembly language instructions. These instructions form a
complete assembly language source file that performs the same tasks as the
statements in the C source file. The compiler copies the assembly instructions
toatemporary file.

In the optional optimization phase, the cc-O command invokes the C optimizer
which modifies the temporary assembly language file, making it smaller and
faster without altering the tasks its performs. Programs of all sizes benefit
from optimization.

In the machine code generation phase, the command invokes the XENIX
assembler as which assembles the temporary assembly language file. The
assembler creates an “object file’ containing relocatable machine instructions
that can be prepared for execution. If more than one source file is processed, a
permanent object file is created for each source file.

In the linking phase, the command invokes the XENiX linker {d, which resolves
all unresolved references to variables and functions in the object file. If
necessary, {d searches the appropriate program libraries to link the contents of
other object files to the given file. The linker then writes the linked instructions
to a file. This file, called an "executable binary” file, contains the program’s
machine instructions in executable binary form. The file z.out is used by
default.

This chapter assumes that you are familiar with the C programming language
and that you can create C program source files using a XENIX text editor.

2-1
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2.2 Invoking the C Compiler

You can invoke the C compiler with the cc command. The command hasthe
form

cc [ option ] ... filename ...

where option is a command option, and filename is the name of a C language

*source file, an assembly language source file, or an object file. You may give
more than one option or filename, if desired, but you must separate each item
with one or more whitespace characters.

The cc command options let you control and modify command operation. For
example, you can direct the command to skip the optimization phase or create a
permanent copy of the file created during the assembly source generation
phase. The options also let you specify additional information about the
compilation, such as which program libraries to examine and what the name of
the executable file should be. The options are described in detail in the
followingsections.

The cc command lets you name three different kinds of files: C source, assembly
language source, and object files. A file's contentsare identified by the filename
extension. C source files have the extension .c. Assembly language source files
have the extension .s. Object files have the extension .o. The command delays
processing of each type of file until the appropriate phase. Thus C source files
are processed immediately, assembly language files -are processed in the
machine code generation phase, and object files are processed in the linking
phase. An assembly language source file may be created by hand using a XENIX
text editor, or created using the cc command’s assembly source generation
phase (see the —S option later in this chapter). An object file must be the output
of the XENIX assembler or the cc command’s machine code generation phase
(see the —c option).

2.3 Compiling a Source File

You can compile a source file containing a complete C program by giving the
name of the file when you invoke the cc command. The command reads and
compiles the statements in the file, links the compiled program with the
standard Clibrary,thencopiesthe program tothe default outputfile z.out

To compile a source program, type:

cc filename
where filename is the name of the file containing the program. The program
must be complete, that is, it must contain a main program function. It may
contain calls to functions explicitly defined by the program or by the standard
Clibrary. For example, assume the the following program is stored in the file
named matn.c.

-
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##include <stdio.h>
main ()
int x,y;

scanf("%d + %d”, &x, &y);
printf(” %d\n”, x+y);

To compile this program, type
cc main.c

The command first invokes the C preprocessor which adds the statements in
the file /usr/include/stdio.h to the beginning of the program. It then compiles
these statements and the rest of the program statements. Next, the command
links the program with the standard C library which contains the binary code
for the ecanf and printf functions. Finally, it copies the program to the file
z.out.

You can execute the new program by typing the command
x.out

The program waits until you enter a sum, then prints the value of that sum.
For example, if you type*“3 + 5 the program displays “8”.

Note that when the command creates the z.out file, it gives the file the
permissions defined by your current file creation mask.

2.4 Compiling Several Source Files

Large source programs are often split into several files to make it easier to
update and edit. You can compilesuch aprogramby givingthe namesof all the
files belonging to the program when you invoke the c¢c command. The
command reads and compiles each file in turn, then links all object files together
and copies the new program to the file z.out.

To compile several source files, type

cc filename ...
where each filename is separated from the next by whitespace. One of these
files (and no more than one) must contain a program function named " main”.

The others may contain functions that are called by this main function or by
other functionsin the program.
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For example, suppose the following main program function isstored in the file
main.

#include <stdio.h>
extern int add();

main ()

{

int x,y,z;

scanf (" %d + %d"1 &xy &Y];
2 = add (x, y);
printf ("%d \n”, z);

}

Assume that the following function is stored in the file add.c:

add (a, b)
int a, b;

return (a + b);

}

You can compile these filesand create an executable program by typing
cc main.c add.c

The command compiles the statements in masn.c, then compiles the
statementsin add.c. Finally, itlinksthe two together (along with the standard
C library) and copies the program to z.out. This program, like the program in
the previoussection, waits for a sum, then printsthe value of the sum.

Compiling several source files at a time causes the command to create object
filesto hold the binary code generatedfor each source file. Theseobjectfilesare
then used in the linking phase to create an executable program. The object files
have the same basename as the source file, but are given the .o file extension.
For example, when you compile the two source files above, the compiler
produces the object files main.o and add.o. These filesare permanent files, i.e.,
the command does not delete them after completing its operation. The
command deletestheobjectfileonlyif you compile a singlesource file.

2.5 Using Object Files

.You can use an object file created by the cc command in any later invocation of
the command. When you specify an object file, the command does nothing with
it until the linking phase, that is, the command does not compile or assemble
the file.

2-4
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Source files containing functions do not need to be recompiled each time they
are linked to a new program. The generated object files can be used instead,
saving the programmer the time it takes to compile each source file. This is
another reason large programs are often split into several modules.

To create a program from both source files and object files, give the object
filenames along with the source filenames in the command invocation. Make
sure the filenames are separated by whitespace characters. For example,
assume that the following main program function isstored in the file mult.c:

#include <stdio.h>

main ()

{

int x,y,z,i;

scanf("%d * %d”, &x, &y);
for (i==0; i<y; i++)
z = add (z,x) ;
printf("%d \n”, z);
}

This program uses the add function compiled in the previous section. Since the
object file containing this function is named add.o, you can compile this
program and link the object file to it by typing

cc mult.c add.o
The compiler compiles the statements in mult.c and producesan object file for
it, then the compiler links the add. o file to the new file and stores the executable

program in z.out. This program waits for you to enter the values to be
multiplied, multiplies the values, then displays the result.

2.8 Naming the Output File

You can change the name of the executable program file from z.out to any valid
filename by using the —o (for “output’’) option. The option hasthe form:

-0 filename
where filenameis a valid filename or a full pathname. If a filename is given, the
program file is stored in the current directory. If a full pathname is given, the
file is stored in the givendirectory. If a file with that name already exists, the
compiler removes the old filebefore creating the new one.

For example, the command

cc main.c add.o -0 addem
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causesthe compiler to create an executable program file addem from the source

file main.c and object file add.o. You canexecute thisprogramby typing
addem

The permissions defined by the file creation mask apply to this file just as they
do to z.0ut.

Note that the —o option does not affect the z.out file. This means that the cc
command does not change the current contents of this file if the —o option has
been given.

2.7 Compiling Without Linking

You can compile asource file without linking it by using the —c (for *compile’)
option. This option is useful if you wish to have an object file available for later
programs but have no current program that usesit. The option has the form:

—c filename
where filename is the name of the source file. You may give more than one
filename if you wish. Make sure each name is separated from the next by a

space.

For example, to make object files for the source files main.c, add.c, and mult.c,
type

cc -¢ main.c add.c mult.c
The command compiles each file in turn and copies the compiled source to the
files main.o, add.o, and mult.o.
2.8 Linking to Library Functions
Alibrary is a file that contains useful functions in object file fofmat. You can
link a source file to these functions by linking it to the library with the -1 (for
“library”) option. The option, used by the linker during the linking phase,
causes the linker to search the given library for the functions called in the
source file. If the functions are found, thelinker linksthem to thesource file.
The option hasthe form

cc -lname

where name is a shortened version of the library’s actual filename. The actual
filename has the form

2-6
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libname.a

Spaces between the name and option are not permitted. Thelinker builds the
library’s filename from the given name, then searches the /i16 directory for the
library. If not found, it searches the /usr/lib directory.

For example, the command
cc main.c -lcurses
links the library lsbcurses. a to the source file main.c.

A library is a convenient way to store a large collection of object files. The
XENIXsystem provides several libraries. The most common is the standard C
library. This library is automatically linked to your program whenever you
invoke the compiler. Other libraries, such as libcurses.a, must be explicitly
linked using the —1<libname> option. Without the -1 flag, cc and 1d would
identify a library by inspecting its first byte. The XENIX libraries and their
functionsare described in detailin the XENIX Programmer’s Reference Guide.

Note that you can create your own libraries with the XENIX ar and renlib
programs. These commands let you copy object files to a library file and then
prepare the library for searching by the linker. These commands are described
inthe XENIX Reference Manual.

In general, the linker does not search a library until the -l option is
encountered, so the placement of the option is important. The option must
. follow the names of source files containing calls to functions in the givenlibrary.
2.9 Optimizing a Source File

You can optimize a source file, that is, make its corresponding assembly source
file more eflicient, by using the —O (for *‘optimize’’) option. For example, the
command

cc —O main.c

optimizes the source file main.c.

Optimization only applies to compiled files; the compiler cannot optimize
assembly source or object files. Furthermore, the —O option must appear
before the names of the files you wish to optimize. Files preceding the option
are not optimized. For example, the command

cc add.c -O main.c

optimizes main.c but not add.c.



XENIX Programmer's Guide
You may cornbine the —O and —c options to compile and optimize source files
without linking theresultingobject files. For example, the command

cc -0 ~c main.c add.c
creates optimizedobjectfilesfrom the source files main.cand add.c.
Although optimization is very useful for large programs, it takes more time
than regular compilation. In general, it should be used in the last stage of
program development, alter the program has been debugged.
2.10 Producing an Assembly Source File
You can direct the compiler to save a copy of the temporary assembly source
file by using the —S (for ““source”) option. The option causes the command to
copy the temporary assembly source file to a permanent file. This permanent
file has the same basename as the source file, but is given the file extension .s.
For example, the command

cc -S add.c

compiles the source file add.c and creates an assembly language instruction file
add.s.

The —S option applies to source files only; the compiler cannot create a source
file from an existing object file. Furthermore, the option must appear before
the names of the files for which the assembly source is to be saved.

2.11 Stripping the Symbol Table
You can reduce the size of a program by using the —s, option. This option
causes the cc command to strip the symbol table. The symbol table contains
*information about code relocation and program symbols and is used by the
XENIX debugger adb to allow symbolic references to variables and functions
when debugging. The information in this table is not required for normal
execution and can be stripped when the program has been completely
debugged.
The —s option strips the entire table, leaving machine instructions only.
For example, the command

cc -s main.c add.c

creates aexecutable program that contains no symbol table. It also creates the
object files main. 0 and add.o which contain no symbol tables.
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The —s option may be combined with the —O option to create an optimized and
stripped program. An optimized and stripped program has the smallest size
possible.

Note that you can also strip a program with the XENIX command strip. See
the XENIX Reference Manualfor details.

2.12 Profiling a Program

You can examine the flow of execution of a program by adding “profiling’’ code
to the program with the —p option. The profiling code automatically keeps a
record of the number of times program functions.are called during execution of
the program. This record is written to the mon.out file and can be examined
with the prof command.

For example, the command
¢c —p main.c

adds profiling code to the program created from the source file main.c. The
profiling code automatically calls the monitor function which creates the
mon.out file at normal termination of the program. The prof command and
monitor function are described in detail in prof(CP) and monitor(S) in the
XENIX Reference Manual.

2.13 Saving a Preprocessed Source File

You can save a copy of the temporary file created by the C preprocessor by
using the —P (for ‘“‘preprocessing’’) option. The temporary file is identical to
the source file exce pt that all macro names have been expanded and all include
directives have been replaced by the specified files. The command copies this
temporary file to a permanent file which has the same basename asthe source
file and the filename extension.s.

For example, the command
cc =P main.c
. creates apre processed file for the source file masn.c.
You may also display a copy of the preprocessed source file by using the -E

option. This option invokes the C preprocessor only and directs the
preprocessor tosend the preprocessed filetothestandard output.
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2.14 Defining a Macro

You can define the value or meaning of a macroused in a source file by using the
-D (for “define’”) option. The option lets you assign a value to a macro when
you invoke the compiler and is useful if you have used if directives in your
sourece files.

The option hasthe form

~Dname=def

where name is the name of the macro and def is its value or meaning. For
example, the command

cc -DNEED=2 main.c
sets the macro “NEED"” to the value ““2”. The command compiles the source
file main.c, replacing every occurrence of “NEED” with “2”". If a nameisgiven
but nodefinition, the compiler assignsthe value 1by default.
You can also remove the initial definition of a macro by using the -U (for
““‘undefine”) option. Removing the initial definition is required if you wish to
use the-D option twice in the same command line. The option hasthe form

cc -Uname
where nameisthe macro name. For example, in the command

cc -DNEED=2 main.c -UNEED -DNEED=3 add.c
the -U options removes the previous definition of “NEED” and allows a new
one.
2.15 Defining the Include Directories
You can explicitly define the directories containing include files by using the—I
(for ““include’’) option. This option adds the given directory to the list of
directories containing include files. These directories are automatically
searched whenever you give an include directive in which the filename is
enclosed in angle brackets. The opticn hasthe form

—Idirectoryname

where directoryname is a valid pathname to a directory containing include
files. For example, the command

cc ~Imyinclude main.c
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causes the compiler to search the directory myinclude for include fiies
requested by the source file main.c.

The directories are searched in the order they are given and only until thegiven
include file is found. The / usr/include directory isthedefaultinclude directory
andisalwayssearched first.

2.18 Error Messages

The cc command itself produces error messages. It also lets the XENIX C
compiler, C preprocessor, C optimizer, assembler, and linker programs detect
and announce any errors found in the source files or command options. The
error messages are usually preceded by the name of the program which
detected the error. If theerrorissevere, the cc command terminatesand leaves
all files unchanged. Otherwise, it proceeds with the compilation and linking of
the given source filesif youhavegiventhe appropriate commands.

Most error messages are generated by the C compiler. This displays messages
about errors found during compilation such as incorrect syntax, undefined
variables, and illegal use of operators. Error messages from the compiler begin
with the name of the source file and list the number of the line containing the
error.

The XENIX linker also generates many error messages. It displays messages
about errors found during linking such as undefined symbols and misnamed
libraries. The preprocessor, optimizer, and assembler also display messages if
errorsare found. For example, the preprocessor displaysan error message if it
cannot find an include file.

For convenience, you should use the XENIX C program checker lint before
compiling your C source files. Lint perforins detailed error checking on a source
file and provide a list of actual errors and possible problems which may affect
execution of the program. See Chapter 3, “‘Lint: A C Program Checker” for a
descriptionof lint.
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Lint: A C Program Checker

3.1 Introduction
This chapter explains how to use the C program checker lint. The program
examines C source filesand warnsoferrors or misconstructions that may cause
errorsduring com pilationof the file or during execution of the com piled file.
In particular, lintchecksfor:
Unused functions and variables
Unknown values in local variables
Unreachable statements and infinite loops
Unused and misused return values
Inconsistent types and type casts
Mismatched types in assignments
Nonportable and old fashioned syntax
Strange constructions
Inconsistent pointer alignment and expression evaluation order
The lint program and the C compiler are generally used together to check and
compile C language programs. Although the C compiler compiles C languzge
source files, it does not perform the sophisticated type and error checking
required by many programs, though syntax is gone over. The lint program,
providesadditional checking of source files without com piling.
3.2 Invoking lint
You caninvoke lintprogram by typing
" lint [ option] ... filename ... lib ...
where optionisa command option that defines how the checker should operate,
filename is the name of the C language source file to be checked, and Iib is the
name of alibrary to check. You can give more than one option, filename, or
library name in the command. If you give two or more filenames, lint assumes
that the files belong to the same program and checks the files accordingly. For
example, the command

lint main.c add.c

treats main.c and add.c astwo partsof a complete program.
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If lint discovers errors or inconsistencies in a source file, it produces messages
describing the problem. The message hasthe form

filename ( num ): description

where filename is the name of the source file containingthe problem, numisthe
number of the line in the source containing the problem, and description is a
description of the problem. For example, the message

main.c (3): warning: x unused in function main

shows that the variable "x", defined in line three of the source file masn.c, isnot
used anywhere in the file.

3.3 Checking for Unused Variables and Functions

The lint program checks for unused variables and functions by seeing if each
declared variable and function is used in at least once in the source file. The
program considers a variable or function used if the name appears in at least
one statement. It is not considered used if it only appears on the left side of on
assignment. Forexample, in the following program fragment

main ()
int x,y,z;

x=1; y=2; z=x+y;

thevariables “x’’ and *‘y’’ are considered used, but variable “z” isnot.

Unused variables and functions often occur during the development of large
programs. It is not uncommon for a programmer to remove all references to a
variable or function from a source file but forget to remove its declaration.
Such unused variables and functionsrarely cause working programsto fail, but
do make programs larger, harder to understand and change. Checking for
unused variables and functions can also help you find variables or functions
that you intended to used but accidentally have left out of the program.

Note that the lint program does not report a variable or function unused if it is
explicitly declared with the extern storage class. Such a variable or function is
assumed to be used in another source file.

You can direct lint to ignore all the external declarations in a source file by
usingthe —x (for “‘external’’) option. The option causesthe program checker to
skip any declarationthatbegins with the extern storage class.

The option is typically used tosave time when checking a program, especially if
all external declarations are known to be valid.
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Some programming styles require functions that perform closely related tasks
to have the same number and type of arguments regardless of whether or not
these arguments are used. Under normal operation, lint re ports any argument
not used as an unused variable, but you can direct lint to ignore unused
arguments by using the —v option. The —v option causes lirt to ignore all
unused function arguments except for those declared with register storage
class. The program considers unused arguments of this class to be a
preventable waste of the register resources of the computer.

You candirect lint to ignore all unused variablesand functions by using the —u
(for “unused”) option. This option preventslintfrom reporting variables and
functions it considersunused.

This option is typically used when checking a source file that contains just a
portion of a large program. Such source files usually contain declarations of
variables and functions that are intended to be used in other source files and are
not explicitly used within the file. Since lint can only check the given file, it
assumes that such variables or functionsare unused and reports them assuch.

3.4 Checking Local Variables

The lint program checks all local variables to see that they are set to a value
before being used. Since local variables have either automatic or register
storage Class, their values at the start of the program or function cannot be
.known. Usingsuch a variable before assigninga value toitisanerror.

The program checks thelocal variables by searchingfor the first assignment in
which the variable receives a value and the first statement or expression in
which the variable is used. If the first assignment appears later than the first
use, lint considers the variable inappropriately used. For example, in the
program fragment

char ¢;

if( c!= EOT)
¢ = getchar();

[P ]
c

lint warns that the the variable isused before it is assigned.

If the variable is used in the same statement in which it is assigned for the first
time, lint determines the order of evaluation of the statement and displays an
appropriate message. For example, in the program fragment

int i,total;

scanf("%d", &i);
total = total + i;

lintwarnsthat the variable “total” is used before itisset sinceitappearsonthe
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rightsideof the same statement that assigns itsfirst value.

3.5 Checking for Unreachable Statements

The lint program checks for unreachable statements, that is, for unlabeled
statements that immediately follow a goto, break, continue, or return
statement. During execution of a program, the unreachable statements never
receive execution control and are therefore considered wasteful. For example,
in the program fragment

int x,y;

return (x+y);
exit (1);

the function call ezit after the returnstatementisunreachable.

Unreachable statements are common when developing programs containing
large case constructionsor loops containing break and continue statements.

During normal operation, lint reports all unreachable break statements.
Unreachable break statements are relatively common (some programs created
by the yacc and lez programs contain hundreds), so it may be desirable to
suppress these reports. You can direct lintto suppress the reportsby using the
—boption.

Note that lint assumes that all functions eventually return control, so it does
not report as unreachable any statement that follows a function that takes

. control and never returnsit. For example:

exit (1);
return;

the call to ezit causes the return statement to become an unreachable
statement, but lint does not reportit assuch.

3.8 Checking for Infinite Loops

The lint program checks for infinite loops and for loops which are never
executed. For example, the statement

while (1) { }

and

for ;) {}

are both considered infinite loops. While the statements
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while (0) { }
or

for (0;0;) { }
arenever executed.

It is relatively common for valid programs to have such loops, but they are
generally considered errors.

3.7 Checking Function Return Values
The lint program checks that a function returns a meaningful value if
necessary. Some functions return values which are never used; some programs
incorrectly use function values that have never been returned. Lintaddresses
these problems in a number of ways.

. Within a function definition, the appearance of both

return (expr);

and

return ;

statements is cause for alarm. In this case, lint produces the following error
message:

function name contains return(e) and return
It is difficult to detect when a function return is implied by the flow of control

reaching the end of the given function. This is demonstrated with a simple
example:

f(a)
if (a)
& ();

return (3);

}

Notethat if the variable ““a” testsfalse, then f will call the function gand then
return with no defined return value. This will trigger a report from lsnt. If g,
like ezit, never returns, the message will stillbe produced wheninfact nothing
is wrong. In practice, potentially serious bugs can be discovered with this
feature. It also accounts for asome of the noise messages produced by lint.
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3.8 Checking for Unused Return Values

The lint program checks for cases where a function returns a value, but the
value is usually ignored. Lint considers functionsthat return unused values to
be inefficient, and functions that return rarely used values to be a result of bad
programmingstyle.

Lint also checks for cases where a function does not return a value but the value
is used anyway. Thisis considered a seriouserror.

I3.9 Checking Types

Lint enforces the type checking rules of C more strictly than the C compiler.
The additional checkingoccursin four major areas:

1. Acrosscertain binary operators and implied assignments
2.  Atthestructureselection operators

3. Between the definition and uses of functions

4.  Intheuseofenumerations

There are a number of operatorsthat have an implied balancing between types
of operands. The assignment, conditional, and relational operators have this
property. The argument of a return statement, and expressions used in
initialization also suffer similar conversions. In these operations, char, short,
int, long, unsigned, float, and double types may be freely intermixed. The
types of pointers must agreeexactly, except that arraysof x’scan be intermixed
with pointersto x’s.

The type checking rules also require that, in structure references, the left
operand of a pointer arrow symbol (~>) be a pointer to a structure, the left
operand of a period (. ) be a structure, and the right operand of these operators
be a member of the structure implied by the left operand. Similar checking is
done for references to unions.

Strict rules apply to function argument and return value matching. The types
float and double may be freely matched, as may the types char, short, int,
and unsigned. Pointers can also bematched with the associated arrays. Aside
from these relaxations in type checking, all actual arguments must agree in
type with their declared counterparts.

For enumerations, checks are made that enumeration variables or members
are not mixed with other types or other enumerations, and that the only
operations applied are assignment (=), initialization, equals (==); and not-
equals(!=). Enumerationsmay also be function arguments and return values.
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3.10 Checking Type Casts

The type cast feature in C was introduced largely as an aid to producing more
portable programs. Consider the assignment

p=1;

where “p” is a character pointer. Lint reports this assuspect. But consider the
assignment

p = (char )1 ;

in which a cast has been used to convert the integer to a character pointer. The
programmer obviously had a strong motivation for doing this, and has clearly
signaled his intentions. On the other hand, if this code is moved to another
machine, it should be looked at carefully. The —c option controls the printing
of comments about casts. When —c is in eflect, casts are not checked and all
legal casts are passed without comment, no matter how strange the type mixing
seems to be.

3.11 Checking for Nonportable Character Use

Lint flags certain comparisons and assignments as illegal or nonportable. For
example, the fragment

char ¢;

lf( (c = getchar()) < 0) ...

works on some machines, but fails on machines where characters always take
[1P%2)

on positive values. The solution is to declare *c’ an integer, since getchar is
actually returning integer values. In any case, i1ntissues the message:

nonportable character comparison
A similar issue arises with bitfields. When assignments of constant values are
made to bitfields, the field may be too small to hold the value. Thisisespecially
true where on some machines bitfields are considered as signed quantities.
While it may seem counter-intuitive to consider that a 2-bit field declared of
type int cannot hold the value 3, the problem disappears if the bitfield is
declared tohave type unsigned.

3.12 Checking for Assignment of longs to ints

Bugs may arise from the assignment of a long to an int, because of aloss in
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accuracy in the process. This may happen in programs that have been
incompletely converted by changing type definitions with typedef. When a
typedef variable is changed from int to long, the program can stop working
because some intermediate results may be assigned to integer values, losing
accuracy. Since there are a number of legitimate reasons for assigninglongsto
integers, you may wish tosuppress detection of these assignments by usingthe
—aoption.
3.13 Checking for Strange Constructions
Several perfectly legal, but somewhat strange, constructions are flagged by
tint. The generated messages encourage better code quality, clearer style, and
mayevenpointout bugs. Forexample,inthestatement

*p++;
the star (*) doesnothing and lint prints:

null effect

The program fragment

unsigned x ;
if (x <0)...

isalso strange sincethe test willnever succeed. Similarly, the test
if (x > 0)...

isequivalentto
if(x!=0)

which may not be the intended action. In these cases, lint prints the message:
degenerate unsigned comparison

Ifyou use
if(1!=0)..

then lintreports
constant in conditional context

since the comparison of 1 with 0 gives a constant result.

Another construction detected by lintinvolves operator precedence. Bugs that
arise from misunderstandings about the precedence of operators can be
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accentuated by spacing and formatting, making such bugsextremely hard to
find. For example, the statements

if( x&077 == 0) ...
or
x<<2 + 40

probably do not do what isintended. The best solution is to parenthesize such
expressions. Lintencourages thisby printing anappropriate message.

Finally, lint checks variables that are redeclared in inner blocks in a way that
conflicts with their use in outer blocks. Thisislegal, but is considered bad style,
usually unnecessary, and frequently a bug.

If youdo not wish these heuristic checks, you can suppressthem by using the =h
option.

3.14 Checking for Use of Older C Syntax

Lint checks for older C constructions. These fall into two classes: assignment
operatorsand initialization.

The older forms of assignment operators (e.g., =+, =-, ... ) can cause
ambiguous expressions, such as

a=-1;

which could be taken aseither

or

The situation is especially perplexing if this kind of ambiguity arises as the
result of a macro substitution. The newer, and preferred operators (e.g., +=,
-=) have no such ambiguities. To encourage the abandonment of the older
forms, lintchecks for occurrences of these old-fashioned operators.

A similar issue arises with initialization. The older language allowed

int x 1;

toinitialize “‘x” to 1. This causes syntactic difficulties. For example
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int x (-1);
looks somewhat like the beginning of a function declaration

int x (y){ ...

and the compiler must read past “x’’ to determine what the declaration really
is. The problem is even more per plexing when the initializer involves a macro.
The current C syntax places an equal sign between the variable and the
initializer:

int x = -1;

Thisform is free of any possible syntactic ambiguity.

3.15 Checking Pointer Alignment

Certain pointer assignments may be reasonable on some machines, and illegal
on others, due to alignment restrictions. For example, on some machines it is
reasonable to assign integer pointersto double pointers, since double precision
values may begin on any integer boundary. On other machines, however,
double precision values must begin on even word boundaries; thus, not all such
assignments make sense. Linttries to detect cases where pointers are assigned
to other pointers, and such alignment problems might arise. The message

possible pointer alignment problem

resultsfromthissituation.

3.18 Checking Expression Evaluation Order

In complicated expressions, the best order in which to evaluate subexpressions
may be highly machine-dependent. For example, on machines in which the
stack runs up, function arguments will probably be best evaluated from right
to left; on machines with a stack running down, left to right is probably best.
Function calls embedded as arguments of other functions may or may not be
treated in the same way asordinary arguments. Similar issues arise with other
operators that have side effects, such as the assignment operators and the
increment and decrement operators.

In order that the efficiency of C on a particular machine not be unduly
compromised, the C language leaves the order of evaluation of complicated
expressions up to the compiler, and various C compilers have considerable
differences in the order in which they will evaluate complicated expressions. In
particular, if any variable is changed by a side effect, and also used elsewhere in
thesame expression, the resultisexplicitly undefined.
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Lint checks for the important special case where a simple scalar variable is
affected. Forexample, the statement

a[i] - b[l++] H
will draw the comment:

warning: i evaluation order undefined

3.17 Embedding Directives

There are occasions when the programmer is smarter than lint. There may be
valid reasons for illegal type casts, functions with a variable number of
arguments, and other constructions that lint flags. Moreover, as specified in
the above sections, the flow of control information produced by lint often has
blind spots, causing occasional spurious messages about perfectly reasonable
programs. Some way of communicating with lint, typically to turn off its
output, isdesirable. Therefore, 2 number of words are recognized by lint when
they are embedded in comments in a C source file. These words are called
directives. Lintdirectivesare invisible to the compiler.

The first directive discussed concerns flow of control information. If a
particular place in the program cannot be reached, this can be asserted at the
appropriate spot in the program with the directive:

/* NOTREACHED #/

Similarly, if you desire to turn off strict type checking for the next expression,
use the directive:

/+ NOSTRICT +/

The situation reverts to the previous default after the next expression. The —v
option can be turned on forone function with the directive:

/+ ARGSUSED +/

Comments about a variable number of arguments in calls to a function can be
turned off by preceding the function definition with the directive:

/* VARARGS +/
In some cases, it is desirable to check the first several arguments, and leave the
later arguments unchecked. Do this by following the VARARGS keyword

immediately with a digit giving the number of arguments that should be
checked. Thus:
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/* VARARGS? s/
causesonly the first twoargumentsto be checked. Finally, the directive
/* LINTLIBRARY #/

at the head of a file identifies this file as a library declaration file, discussed in
the next section.

3.18 Checking For Library Compatibility
Lint accepts certain library directives, such as

-ly

and tests the source files for compatibility with these libraries. This testing is
done by accessing library description filec whose names are constructed from
the library directives. These files all begin with the directive

/+ LINTLIBRARY s/

which is followed by a series of dummy function definitions. The critical parts
of these definitions are the declaration of the function return type, whether the
dummy function returns a value, and the number 2nd types of arguments to
the function. The “VARARGS” and “ARGSUSED” directives can be used to
specify featuresof the library functions.

Lintlibrary files are processed like ordinary source files. The only diflerence is
that functions that are defined in a library file, but are not used in a source file,
draw no comments. Lintdoes notsimulate afulllibrary search algorithm, and
checks tosee if the source files contain redefinitionsof library routines.

By default, lint checks the programs it is given against a standard library file,
which contains descriptions of the programs that are normally loaded whena C
program is run. When the —p option is in effect, the portable library file is
checked containing descriptions of the standard I/O library routines which are
expected to be portable across various machines. The ~n option can be used to
suppress all library checking.

Lint library files are named " /usr/lib/lls". The programmer may wish to
examine the lint libraries directly to see what lint thinks a function should
passed and return. Printed out, lint libraries also make satisfactory skeleton
quick-reference cards.
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Make: A Program Maintainer

4.1 Introduction

The make program provides an easy way to automate the creation of large
programs. Make reads commands from a user-defined “makefile” that lists
the filesto be created, the commandsthat create them, and the files from which
they are created. When you direct make to create a program, it verifies that
each file on which the program dependsis up to date, then creates the program
by executing the given commands. If a file is not up to date, make updates it
before creating the program. Make updates a program by executing explicitly
given commands, or one of the many built-in commands.

This chapter explains how to use make to automate medium-sized
programming projects. It explains how to create makefilesforeach project, and
how to invoke make for creating programs and updating files. For more
detailsabout the program, see make (CP)in the XENIX Reference Manual.

4.2 Creating a Makefile

A makefile contains one or more lines of text called dependency lines. A
dependency line shows how a given file depends on other files and what
commands are required to bring a file up to date. A dependency line has the
form

target ... : [ dependent ..] [ ; command... ]

where targetis the filename of the file to be updated, dependent is the filename
of the file on which the target depends, and command is the XENIX command
needed to create the target file. Each dependency line must have at least one
command associated with it, evenif it is only the null command (;).

Youmay give more thanone target filename or dependent filename if desired.
Each filename must be separated from the next by at least one space. The
target filenames must be separated fromthe dependent filenames by a colon (:).
Filenames must be spelled as defined by the XENIX system. Shell
metacharacters, such asstar (*) and question mark (?), can also be used.

You may give a sequence of commands on the same line as the target and
dependent filenames, if you precede each command with a semicolon (;). You
can give additional commands on following lines by beginning each line with a
tab character. Commands must be given exactly as they would appear on a
shell command line. The at sign (@) may be placed in front of a command to
prevent make from displaying the command before executing it. Shell
commands, such as ¢d(C), must appear on single lines; they must not contain
the backslash (\) and newline character combination.

Youmay add a comment to a makefile by starting the comment with a number

sign (#) and ending it with a newline character. All characters after the
number sign are ignored. Comments may be place at the end of a dependency
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line if desired. If a command contains a number sign, it must be enclosed in
double quotation marks (").

If a dependency line is too long, you can continue it by typing a backslash (\)
and a newline character.

The makefile should be kept in the same directory asthegivensourcefiles. For
convenience, the filenames makefile, Makefile, s. makefile, and e.Makefile
are provided as default filenames. These names are used by make if no explicit
name is given at invocation. Youmay use one of these namesfor your makefile,
or choose one of your own. If the filename begins with the s. prefix, make
assumes that it is an SCCS file and invokes the appropriate SCCS command to
retrieve thelastestversionof the file.

To illustrate dependency lines, consider the following example. A program
named prog is made by linking three object files, 2.0, y.0, and z.0. These object
files are created by compiling the C language source files z.c, y.¢, and z.c.
Furthermore, the files z.c and y.c contain the line

#include "defs”

This means that prog depends on the three object files, the object files depend
on the C source files, and two of the source files depend on the include file defs.
You can represent these relationshipsin a makefile with the following lines.

prog: x.0 y.o z.0
¢ X.0 y.0 2.0 —O prog
x.0: x.c defs

cc -¢ x.c
y.0: y.c defs

cc -c y.c
z.0: z.c

cc -c z.c

In the first dependency line, progis the target file and 2.0, y.0, and z.0are its
dependents. The command sequence

CC X.0 y.0 2.0 =0 prog

on the next line tells how to create progif it is out of date. The program isoutof
date if any one ofitsdependents hasbeen modified since prog waslast created.

The second, third, and fourth dependency lines have the same form, with the
2.0, y.0, and z.0 files as targets and z.¢, y.¢, z.¢, and defe files as dependents.
Each dependency line has one command sequence which defines how to update
thegiventarget file.
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4.3 Invoking Make

Once you have a makefile and wish to update and modify one or more target
files in the file, you can invoke make by typing its name and optional
arguments. Theinvocation hasthe form

make [ option | ... [ macdef] ... [ target]...

where option is a program option used to modify program operation, macdefis
a macro definition used to give a macro a value or meaning, and target is the
filename of the file to be updated. It must correspond toone of the target names
in the makefile. All arguments are optional. If you give more than one
argument, you must separate them with spaces.

You can direct make to update the first target file in the makefile by typing
just the program name. In this case, make searches for the files makefile,
Makefile, s.makefile, and s.Makefile in the current directory, and uses the
firstoneit findsas the makefile. For example, assumethatthe current makefile
contains the dependency linesgivenin the last section. Thenthe command

make

compares the current date of the prog program with the current date each of
the object files z.0, y.0, and z.0. It recreates prog if any changes have been
made to any object file since prog waslast created. It alsocomparesthe current
dates of the object files with the dates of the four source files z.c, y.¢, z.¢, or
defes, and recreates the object files if the source fileshave changed. It does this
before recreating prog so that the recreated object files can be used torecreate
prog. If none of the source or object files have been altered since the last time
progwas created, makeannouncesthisfact andstops. No files are changed.

You can direct make to update a given target file by giving the filename of the
target. For example,

make x.0

causes make to recompile the z.0 file, if the z.c or defsfileshave changed since
the object file waslast created. Similarly, the command

make x.0 2.0
causes make to recompile 2.0 and z.0 if the corresponding dependents have

been modified. Make processes target names from the command line in aleft to
rightorder.

4-3



XENIX Programmer’s Guide
Youcanspecify the name of the makefile you wish make touse by giving the —f
option intheinvocation. Theoption has the form

~f filename

where filename is the name of the makefile. Y ou must supply afullpathnameif
the fileisnot in the current directory. For example, the command

make -f makeprog
reads the dependency lines of the makefile named makeprog found in the
current directory. You can direct make to read dependency lines from the
standard input by giving ‘=" asthe filename. Make reads the standard input

until theend-of-file character is encountered.

You may use the program options to modify the operation of the ma.ke
program. The following list describessome of the options.

-p Prints the complete set of macro definitions and dependency lines
in a makefile.

- Ignores errors returned by XENIX commands.

-k Abandons work on the current entry, but continues on other
branchesthat donot depend on that entry.

-s Executes commands without displaying them.
-r Ignoresthe built-in rules.
-n Displays commands but does not execute them. Make even

displayslines beginning with the at sign (@).

- Ignores any macro definitions that attempt to assign new values to
the shell’s environment variables.

-t Changes the modification date of each target file without recreating
the files.

Note that make executes each command in the makefile by passing it to a
separate invocation of a shell. Because of this, care must be taken with certain
commands (e.g., ¢d and shell control commands) that have meaning only
within a single shell process; the results are forgotten before the next line is
executed. Ifan error occurs, make normally stops the command.

4.4 Using Pseudo-Target Names

It is of ten useful to include dependency lines that have pseudo-target names,
i.e., names for which no files actually exist or are produced. Pseudo-target
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namesallow make to perform tasksnot directly connected with the creation of
a program, such as deleting old files or printing copies of source files. For
example, the following dependency line removesold copies of the given object
files when the pseudo-target name ‘‘cleanup” is given in the invocation of
make.

cleanup :
rm X.0 y.0 2.0

Since no file exists for a given pseudo-target name, the target is always assumed
to be out of date. Thus the associated command isalwaysexecuted.

Make also has built-in pseudo-target names that modify its operation. The
pseudo-target name ‘.IGNORE” causes make to ignore errors during
execution of commands, allowing make to continue after an error. Thisis the
same as the —i option. (Make also ignores errors for a given command if the
command string beginswith a hyphen (-).)

The pseudo-target name “.DEFAULT" defines the commands to be executed
either when no built-in rule or user-defined dependency line existsfor the given
target. You may give any number of commands with this name. If
“.DEFAULT” is not used and an undefined ta.rget. is given, make prints a
message and stops.

The pseudo-target name “.PRECIOUS” prevents dependents of the current
target from being deleted when make is terminated using the INTERRUPT or
QUIT key, and the pseudo-target name *.SILENT" hasthesameeflect as the —s
option.

4.5 Using Macros

An important feature of a makefile is that it can contain macros. A macroisa
short name that represents a filename or command option. The macros can be
defined when you invoke make, or in the makefile itself.

A macro definition is a line containing a name, an equal sign (=), and a value.
The equal sign must not be preceded by a colon or a tab. The name (string of
letters and digits) to the left of the equal sign {trailing blanks and tabs are
stripped) is assigned the string of characters following the equal sign (leading
blanksandtabsarestripped.) The following are valid macro definitions:

2 = xyz
abe = -1l -ly
LIBES =

The last definition assigns “LIBES” the null string. A macro that is never
explicitly defined has the null string asits value.
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A macro is invoked by preceding the macro name with a dollar sign; macro
names longer than one character must be placed in parentheses. The name of
the macro is either the single character after the dollar sign or a name inside
parentheses. The following are valid macro invocations.

$(CFLAGS)

$2

$(xy)

$Z

$(2)
Thelasttwoinvocationsareidentical.

Macros are typically used as placeholders for valuesthat may change from time
to time. For example, the following makefile uses a macro for the names of
object files to be link and one for the namesof the library.

OBJECTS = x.0 y.0 3.0
LIBES = -lIn
prog: $(OBJECTS)
cc $(OBJECTS) $(LIBES) —o prog

If this makefile isinvoked with the command
make

it will load the three object files with the lez library specified with the —lln
option.

Youmay include a macro definition in a command line. A macro definitionina
command line has the same form as a macro definition in a makefile. If spaces
are to be used in the definition, double quotation marks must be used toenclose
the definition. Macros in a command line override corresponding definitions
found in the makefile. For example, the command

make "LIBES=-Illn -Im”
loads assigns the library options—1lin and —Im to “LIBES"".
You can modify all or part of the value generated from a macro invocation
without changing the macro itself by using the ‘“‘substitution sequence”. The
sequence has the form

name : st] =[ st2)
where name is the name of the macro whose value is to be modified, st1is the
character or characters to be modified, and st2is the character or charactersto

replace the modified characters. If st2is not given, et is replaced by a null
character.
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The substitution sequence is typically used to allow user-defined
metacharacters in a makefile. For example, suppose that “.x” is to be used asa
metacharacter for a prefix and suppose that a makefile contains the definition

FILES = progl.x prog2.x prog3.x
Thenthe macroinvocation

$(FILES : .x=.0)
generates the value

progl.o prog2.o prog3.0
The actual value of “FILES" remains unchanged.

Make has five built-in macrosthat can be used when writing dependency lines.
The following is a list of these macros.

$s Contains the name of the current target with the suffix removed.
Thus if the current target is prog.o, $* contains prog. It may be
used independency linesthat redefine the built-inrules.

$@ Contains the full pathname of the current target. It may be used in
dependency lines with user-defined target names.

$< Contains the filename of the dependent thatis more recent than the
given target. It may be used in dependency lines with built-in target
names or the DEF AULT pseudo-target name.

$? Contains the filenames of the dependents that are more recent than
the given target. It may be used in dependency lines with user-
defined target names.

$% Contains the filename of a library member. It may be used with
target library names (see the section “Using Libraries” later in this
chapter ). In this case, $@ contains the name of the library and $%
contains the name of the library member.

You can change the meaning of a built-in macro by appending the D or F
descriptor to its name. A built-in macro with the D descriptor contains the
name of the directory containing the given file. If the file is in the current
directory, the macro contains‘‘.”. A macro with the F descriptor containsthe
name of the given file with the directory name part removed. The D and F
descriptor must not be used with the $? macro.
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4.8 Using Shell Environment Variables

Make provides access to current values of the shell's environment variables
such as *“HOME", “PATH", and “LOGIN”. Make automatically assigns the
value of each shell variable in your environment to a macro of the same name.
You can access a variable’s value in the same way that you access the value of
explicitly defined macros. For example, in the following dependency line,
“$(HOME)" hasthe same value as the user’s“HOME" variable.

pre cc $(HOME)/x.0 $(HOME)/y.o /usr/pub/z.0

Make assigns the shell variable values after it assigns values to the built-in
macros, but before it assigns values to user-specified macros. Thus, you can
override the value of a shell variable by explicitly assigning a value to the
corresponding macro. For example, the following macro definition causes
make to ignore the current value of the “HOME’’ variable and use /uer/pub
instead.

HOME = /usr/pub

If a makefile contains macro definitionsthat override the current values of the
shell variables, you can direct make to ignore these definitions by using the —e
option.

Make has two shell variables, “MAKE" and “MAKEFLAGS”, that

correspond to twospecial-purpose macros.

The “MAKE" macro provides a way to override the —n option and execute
selected commandsin a makefile. When “MAKE" is used in a command, make
will always execute that command, even if —n has been given in the invocation.
The variable may be set to any value or command sequence.

The “MAKEFLAGS" macro contains one or more make options, and can be
used in invocations of make from within a makefile. You may assign any
make options to “MAKEFLAGS” except —f, ~p, and —d. If you do not assigna
value to the macro, make automatically assigns the current options to it, i.e.,
the options given in the current invocation.

The “MAKE"” and “MAKEFLAGS" variables, together with the —n option,
are typically used to debug makefiles that generate entire software systems.
For example, in the following makefile, setting ‘‘MAKE"” to “make’” and
invoking this file with the —n options displays all the commands used to
generate the programs progl, prog2, and prog$ without actually executing
them.

4-8
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system : progl prog2 prog3
@echo System complete.

progl : progl.c
$(MAKE) $( MAKEFLAGS) progl

prog2 : prog2.c
$(MAKE) $§MAKEFLAGS) prog2

prog3 : prog3.c
$(MAKE) $ MAKEFLAGS) prog3

4.7 Using the Built-In Rules

Make provides a set of built-in dependency lines, called built-in rules, that
automatically check the targets and dependents given in a makefile, and create
up-to-date versions of these filesif necessary. The built-in rules are identical to
user-defined dependency lines except that they use the suffix of the filename as
the target or dependent instead of the filename itself. For example, make
automatically assumes that allfiles with the suffix .o have dependent files with
the suffixes.cand .s.

When no explicit dependency line for a given file isgivenin a makefile, make
automatically checks the default dependents of the file. It then forms the name
of the dependents by removing the suffix of the given file and appending the
predefined dependent suffixes. If the given file is out of date with respect to
these default dependents, make searches for a built-in rule that defines how to
create an up-to-date version of the file, then executesit. There are built-in rules
for the following files.

Object file
C source file
Ratfor source file
Fortran source file
Assembler source file
Yacc-C source grammar

r Yacc-Ratfor source grammar
Lex source grammar

ek alihs

For example, if the file z.0 is needed and there is an z.c in the description or
directory, it is compiled. If there is also an 2./, that grammar would be run
through lezbefore compiling the result.

The built-in rules are designed to reduce the size of your makefiles. They
provide the rules for creating common files from typical dependents.
Reconsider the example given in the section “Creating a Makefile’’. In this
example, the program prog depended on three object files z.0, .0, and z.o0.
These files in turz depended on the C language source files z.c, y.¢, and z.c.
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The files z.c and y.c also depended on the include file defe. In the original
example each dependency and corresponding command sequence wasexplicitly
given. Many of these dependency lines were unnecessary, since the built-in
rules could have been used instead. The following is all that is needed to show
the relationships between these files.

prog: x.0 y.o 2.0
cC X.0 y.0 2.0 -0 prog

x.0 y.o: defs

In this makefile, prog depends on three object files, and an explicit command is
given showing how to update prog. However, the second line merely shows that
two objects files depend on the include file defs. No explicit command sequence
is given on how to update these files if necessary. Instead, make uses the built-
in rules to locate the desired C source files, compile these files, and create the
necessary object files.

4.8 Changing the Built-in Rules

You can change the built-in rules by redefining the macros used in these lines or
by redefining the commands associated with the rules. You can display a
complete list of the built-in rules and the macros used in the rulesby typing

make -fp - 2> /dev/null </dev/null
The rulesand macrosare displayed at the standard output.

The macros of the built-in dependency lines define the names and optionsof the
compilers, program generators, and other programs invoked by the built-in
commands. Make automatically assigns a default value to these macros when
you start the program. You can change the values by redefining the macro in
your makefile. For example, the following built-in rule contains three macros,
“CC",*“CFLAGS", and “LOADLIBES”.

.C:
$(CC) $(CFLAGS) $< $(LOADLIBES) -0 $@

You can redefine any of these macros by placing the appropriate macro
iefinition at the beginning of the makefile.

You can redefine the action of a built-in rule by giving a new rule in your
nakefile. A built-in rule hasthe form

suffiz-rule :
command

vhere suffiz-rule is a combination of suffixes showing the relationship of the
mplied target and dependent, and command is the XENIX command required
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to carry out the rule. If more than one command isneeded, they are given on
separatelines.

The new rule must begin with an appropriate suffiz-rule. The available suffiz-
rules are

. .
.sh .sh
.c.0 .c.0
.c.c .5.0
.5.0 .y-o
.y.o Jo
J.o .y
y.c de
.c.a .c.a
.s.a .hh

A tilde () indicates an SCCS file. A single suffix indicates a rulethat makesan
executable file from the given file. For example, the suffix rule *.c” isfor the
built-in rule that creates an executable file from a C source file. A pair of
suffixes indicates a rule that makesone file from the other. Forexample, “.c.0”
isfortherulethat creates an object file (. o) file from a corresponding C source
file(.c).

Any commandsin the rule may use the built-in macrosprovidedby make. For
example, the followingdependencylineredefinestheactionof the .c.orule.

.C.0 :
cc68 $< —c $+.0

If necessary, you canalso create new suffiz-rulesby adding alist of new suffixes
to a makefile with *“.SUFFIXES”. This pseudo-target name defines the suffixes
that may be used to make suffiz-rulee for the built-in rules. The line has the
form

SUFFIXES: suffiz ...

where suffizisusually a lowercase letter preceded bya dot (.). If more thanone
suffix isgiven, you must usespacesto separate them.

The order of the suffixes is signifi cant. Each suffix isa dependent of the suffixes
preceding it. For example, the suffix list

SUFFIXES: .0 .c .y .l.s

causes prog.c to be a dependent of prog.o, and prog.y to be a dependent of
prog.c.

You can create new suffiz-rules by combining dependent suffixes with the suffix
of the intended target. The dependent suffix must appear first.
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f a “.SUFFIXES” list appears more than once in a makefile, the suffixes are
ombined into a single list. If a “.SUFFIXES" is given that has no list, all
uffixesareignored.

L. Using Libraries

fou can direct make to use a file contained in an archive library asa target or
lependent. To do this you must explicitly name the file you wish to access by
ising a library name. A library name has the form

lib(member-name)

there lsb is the name of the library containingthe file, and member-nameis the
ameof the file. For example, thelibrary name

libtemp.a(print.o)
efers to the object file print. oin the archivelibrary libtemp.a.

"ou can create your own built-in rules for archive libraries by adding the .a
uffix to the suffix list, and creating new suffix combinations. For example, the
ombination “.c.a’ may be used for a rule that defines how to create a library
1ember from a C source file. Note that the dependent suffix in the new
smbination must be different than the suffix of the ultimate file. For example,
1e combination “.c.a” canbeusedforarulethat creates.ofiles, but notfor one
nat creates.c files.

'he most common use of the library naming convention is to create a makefile
1at automatically maintains an archive library. For example, the following
ependency lines define the commands required to create a library, named {56,
>ntaining up to date versionsof the files file1.0, file2.0,and fileS.o.

lib:
lib(filel.o) lib(file2.0) lib(file3.0)
@echo lib is now up to date
.c.a
$(CC) - $(CFLAGS) $<
ar rv $@ $+.0
rm -f $*.0

he .c.aruleshows how toredefinea built-in rule for a library. In the following
:ample, the built-in rule is disabled, allowing the first dependency to create
ie library.
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lib:
lib(filel.o) lib(file2.0) lib(file3.0)
$(CC) -c §(CFLAGS) $(?:.0=.c)
arrv lib §?
rm §?
@echo lib is now up to date
.c.a;

In this example, a substitution sequence is used to change the value of the *$?”
macro from the names of the object files “‘filel.o”, ““file2.0”, and “file3.0” to
“filel.c”, “file2.c”’, and “file3.c”’.

4.10 Troubleshooting

Most difficulties in using make arise from make’s specific meaning of
dependency. Ifthefile z.chastheline

#include " defs”
then the object file 2.0 depends on defs; the source file z.c does not. (If defs is
changed, it is not necessary to do anything to the file z.c, while it is necessary to

recreate z.0.)

To determine which commands make will execute, without actually executing
them, use the —n option. For example, the command

make -n

prints out the commands make would normally execute without actually
executing them.

The debuggingoption —d causes make to print out a very detailed description
of what it is doing, including the file times. The output is verbose, and
recommended only as a last resort.

If a change to a file is absolutely certain to be benign (e.g., adding a new
definition to an include file), the —t (touch) option can save alot of time. Instead
of issuing a large number of superfluous recompilations, make updates the
modification times on the affected file. Thus, the command

make -ts

which stands for touch silently, causes the relevant files to appear up to date.

4.11 Using Make: An Example

As an example of the use of make, examine the mak -iiie, given in Figure 4-1,
used tomaintain the make itself. The code for mak- isspread over a number
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of Csourcefilesand a yacegrammar.

Make usually printsout each command beforeissuing it. The following output
resultsfrom typing the simple command

make
in a directory containing only the source and makefile:

cc —c vers.c
cc —c main.c

cc -c doname.c

cc —c misc.c

cc —c files.c

cc —c dosys.c

yacc gram.y

mv y.tab.c gram.c

cc -c gram.c

cc vers.o main.o ... dosys.o gram.o —-o make
13188+3348+3044 = 19580b = 046174b

Although none of the source files or grammars were mentioned by name in the
makefile, make found them by using its suffix rules and issued the needed
commands. Thestring of digitsresults from the size make command.

The last few targets in the makefile are useful maintenance sequences. The
print target prints only the files that have been changed since the last make
print command. A zero-length file, print, is maintained to keep track of the
time of the printing; the $7 macro in the command line then picks up only the
names of the files changed since print was touched. The printed output can be
sentto adifferent printerorto afile by changingthedefinition of the P macro.
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Figure 4-1. Makefile Contents

# Description file for the make command

# Macro definitions below

P=lpr

FILES = Makefile vers.c defs main.c doname.c misc.c files.c dosys.c\
gram.y lex.c

OBJECTS = vers.o main.o ... dosys.o gram.o

LIBES=
LINT = lint -p
CFLAGS = -0

#targets: dependents
#<TAB>actions

make: $(OBJECTS)
cc $(CFLAGS) $(OBJECTS) $(LIBES) —o make

size make

$(OBJECTS): defs
gram.o: lex.c

cleanup:
-rm %.0 gram.c
~du

install:
@size make [usr/bin/make
cp make fusr/bin/make ; rm make

print: $(FILES) # print recently changed files
pr$? | $P
touch print

test:
make —dp | grep-v TIME >lzap
fJusr/bin/make ~dp | grep -v TIME >2zap
diff 1zap 2zap
rm l2ap 2zap

lint : dosys.c doname.c files.c main.c misc.c vers.c gram.c
$(LINT) dosys.c doname.c files.c main.c misc.c vers.c gram.c

rm gram.c

arch:
ar uv /sys/source/s2/make.a $(FILES)
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SCCS: A Source Code Control System

6.1 Introduction

The Source Code Control System (SCCS) is a collection of XENIX commands
that create, maintain, and control special files called SCCS files. The SCCS
commands let you create and store multiple versionsof a programor document
in a single file, instead of one file for each version. The commands let you
retrieve any version you wish at any time, make changes to this version, and
save the changesas a new version of the file in the SCCS file.

The SCCS system is useful wherever you require a compact way to store
multiple versions of the same file. The SCCS system provides an easy way to
update any given version of a file and explicitly record the changes made. The
commands are typically used to control changes to multiple versions of source
programs, but may also be used to control multiple versions of manuals,
specifications, and other documentation.

This chapter explains how to make SCCSfiles, how to update the filescontained
in SCCS files, and how to maintain the SCCS files once they are created. The
following sections describe the basic information you need to start using the
SCCS commands. Later sectionsdescribe the commandsin detail.

5.2 Basic Information

This section provides some basic information about the SCCS system. In
particular, it describes ’

—  Filesand directories

—  Deltasand SIDs

—  SCCSworking files

—  SCCScommand arguments

—  File administration

5.2.1 Files and Directories

Allsccs files (also called s-files) are originally created from text files containing
documentsor programs created by a user. The text files must have been created
using aXENIX text editor such as vi. Special charactersin the files are allowed
only if they are also allowed by the given editor. '

To simplify s-file storage, all logically related files (e.g., files belonging to the
same project) should be kept in the same directory. Such directories should
contain s-files only, and should have read and examine permission for everyone,
and write permission fur the user only.
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Note that you must not use the XENIX link command to create multiple copies
of an s-file.

5.2.2 Deltas and SIDs

Unlike an ordinary text file, an SCCS file (or sfile for short) contains nothing
more than lists of changes. Each list corresponds to the changes needed to
construct exactly one version of the file. The lists can then be combined to
create the desired versionfromtheoriginal.

Each list of changes s called a “‘delta”. Each delta has an identification string
called an “SID". The SID is a string of at least two, and at most four, numbers
separated by periods. The numbers name the version and define how it is
related to other versions. For example, the first delta is usually numbered 1.1
andthesecond 1.2.

The first number in any SID is called the “release number’’, Therelease number
usually indicates a group of versions that are similar and generally compatible.
The second number in the SID is the “level number”. It indicates major
differences between files in the same release.

An SID may also have two optional numbers. The “branch number”, the
optional third number, indicates changes at a particular level, and the
“sequence number”, the fourth number, indicates changes at a particular
branch. For example, the SIDs 1.1.1.1 and 1.1.1.2 indicate two new versions
that contain slight changes to the original delta 1.1,

An s-file may at any time contain several different releases, levels, branches,
and sequences of the same file. In general, the maximum number of releases an
s-file may contain is 9999, that is, release numbers may range from 1 to 9999.
Thesame limitapplies to level, branch,andsequence numbers.

When you create a new version, the SCCS system usually creates a new SID by
incrementing the level number of the original version. If you wish to createa
new release, you must explicitly instruct the system to do so. A change to a
release number indicates a major new version of the file. How to create a new
version of a file and change release numbers is described later.

The SCCSsystem creates a branch and sequence number for the SID of a new
version, if the next higher level number already exists. For example, if you
change version 1.3 to create a version 1.4 and then change 1.3 again, the SCCS
system createsa new version named 1.3.1.1.

Version numbers can become quite complicated. In general, it is wise to keep
the numbers as simple as possible by carefully planning the creation of each
new version. '

;
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5.2.3 SCCS Working Files

The SCCS system uses several different kinds of files to complete its tasks. In
general, these files contain either actual text, or information about the
commandsin progress. For convenience, the SCCSsystem names these files by
placing a prefix before the name of the original file from which all versions were
made. Thefollowing isalist of the working files.

s-file

x-file

g-file

p-file

2-file

1-file

A permanent file that contains all versions of the given text file.
The versions are stored as deltas, that is, lists of changes to be
applied to the original file to create the givenversion. The name of
an s-file isformed by placing the file prefix s. at the beginningof the
originalfilename.

A temporary copy of the s-file. It is created by SCCS commands
which change the s-file. It is usedinstead of the s-file to carry out the
changes. When all changesare complete, the SCCSsystem removes
the original s-file and gives the x-file the name of the original s-file.
The name of the x-file is formed by placing the prefix 2. at the
beginning of the original file.

An ordinary text file created by applying the deltasin a given s-file
to the original file. The g-filerepresents a copy of the given version
of the original file, and as such receives the same filename as the
original. When created, a g-file is placed in the current working
directory of the user who requested the file.

A special file containing information about the versions of an s-file
currently being edited. The p-file is created when a g-file is
retrieved from the s-file. The p-file exists until all currently
retrieved files have been saved in the s-file; it is then deleted. The
p-file contains one or more entries describing the SID of the
retrieved g-file, the proposed SID of the new, edited g-file, and the
login name of the user who retrieved the g-file. The p-file name is
formed by placing the prefix p. at the beginning of the original
filename.

A lock file used by SCCS commands to prevent two users from
updating a single SCCS file at the same time. Before a command
modifes an SCCS file, it createsa z-file and copies its own process ID
to it. Any other command which attempts to access the file while
the z-file is present displays an error message and stops. When the
original command has finished its tasks, it deletes the z-file before
stopping. The z-file name is formed by placing the prefix z. at the
beginningof the original filename.

A special file containing alist of the deltas required to create a given

version of a file. The l-file name is formed by placing the prefix [. at
the beginning of the original filename.
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d-file A temporary copy of the g-file used to generate a new delta.

q-file A temporary file used by the delta command when updating the p-
file. Thefile isnot directly accessible.

In general, a user never directly accesses x-files, z-files, d-files, or g-files. If a
system crash or similar situation abnormally terminates a command, the user
may wish delete these files to ensure proper operation of subsequent SCCS
commands.

5.2.4 SCCS Command Arguments

Almost all SCCS commands accept two types of arguments: options and
filenames. These appear in the SCCS command line immediately after the
command name.

An option indicates a special action to be taken by the given SCCS command.
An option is usually a lowercase letter preceded by a minus sign (). Some
optionsrequire an additionalname or value.

A filename indicates the file to be acted on. Thesyntaxfor SCCSfilenamesislike
other XENIX filename syntax. Appropriate pathnames must be given if
required. Some commands also allow directory names. In this case, all files in
the directory are acted on. If the directory contains non-SCCS and unreadable
files, these are ignored. A filename must not begin with a minus sign (-).

The special symbol — may be used to cause the given command to read a list of
filenames from the standard input. These filenames are then used as names for
the files to be processed. The list must terminate with anend-of-file character.

Any options given with a command apply to all files, The SCCS commands
process the options before any filenames, so the options may appear anywhere
on the command line.

Filenames are processed left to right. If a commandencountersa fatal error, it
stops processing the current file and, if any other files have been given, begins
processing the next.

5.2.5 File Administrator

Every SCCS file requires an administrator to maintain and keep the file in
order. The administrator is usually the user who created the file and therefore
owns it. Before other users can access the file, the administrator must ensure
that they have adequate access. Several SCCS commands let the administrator
define who has access to the versions in a given s-file. These are described later.
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5.3 Creating and Using S-files

The s-file is the key element in the SCCS system. It provides compact storage
for all versions of a given file and automatic maintenance of the relationships
between the versions.

This section explains how to use the admin, get, and delta commands to
create and use s-files. In particular, it deseribes how to create the first version
of a file, how to retrieve versionsfor reading and editing, and how to save new
versions.

5.3.1 Creating an S-file

You can create an s-file from an existing text file using the —i (for “initialize’)
optionof the admin command. The command hastheform

admin -ifilename eo.filename
where -ifilename gives the name of the text file from which the s-file is to be
created, and . filename isthe name of the new s-file. The name must begin with
8. and must be unique; no other s-file in the same directory may have the same
name. For example, suppose the file named demo.c contains the short C
language program

#include <stdio.h>

main ()

printf(" This is version 1.1 \n");

To create an s-file, type
admin -idemo.c s.demo.c

Thiscommand createsthe s-file s.demo.c, and copies the first delta describing
the contentsof demo.c to thisnew file. The first deltaisnumbered1.1.

After creating an s-file, the original text file should be removed usingtherm
command, since it is no longer needed. If you wish toview the text fileor make
changes to it, you canretrieve the file using the get command described in the
next section.

When first creating an s-file, the admin command may display the warning
message

No id keywords (cm7)
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In general, this message can be ignored unless you have specifically included
keywordsin your file (see the section, “Using IdentificationKeywords” later in
this chapter).

Note that only a user with write permission in the directory containingthe s-file
may use the admin command on that file. This protects the file from
administration by unauthorized users.

5.3.2 Retrieving a File for Reading

Youcanretrieve a file for reading from a given s-fileby using the get command.
The command has the form

get e.filename ...

where e.filename is the name of the s-file containing the text file. The command
retrieves thelastest version of the text file and copiesit toaregularfile. The file
has the same name as the s-file but with the s. removed. It also has read-only
file permissions. For example, suppose the s-file s.demo.c contains the first
version of the short C program shown in the previous section. To retrieve this
program, type

get s.demo.c

The command retrieves the program and copies it to the file named demo.c.
You may then display the file just as you d o any other text file.

The command also displays a message which describes the SID of the retrieved
file and itssize in lines. For example, after retrieving the short C program from
e.demo.c,the command displays the message

1.
6 lines

You may also retrieve more than one file at a time by giving multiple s-file
names in the command line. For example, the command

get s.demo.c s.def.h

retrievesthe contents of the s-files s.demo.c and e.def.h and copies them to the
text files demo.c and def.A. When giving multiple s-file names in a command,
you must separate each with at least one space. When the get command
displaysinformation about the files, it places the corresponding filename before
the relevent information.
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5.3.3 Retrieving a File for Editing

You can retrieve a file for editing from a given s-file by using the —e (for
“editing"”) option of the get command. The command has the form

get —e o.filename ...

where e.filename isthenameof thes-file containing the text file. You may give
more than one filename if you wish. If you do, you must separate each name
witha space.

The command retrieves the lastest version of the text file and copies it to an
ordinary text file. The file has the same name as the s-file but with the e.
removed. It hasread and write file permissions. For example, suppose the s-file
s.demo.c contains the first version of a C program. To retrieve this program,

type
get —e s.demo.c

The command retrieves the program and copies it to the file named demo.c.
Youmay edit the file just as you do any other text file.

If you give more than one filename, the command creates files for each
corresponding s-file. Since the —e option applies to all the files, you may edit
eachone.

After retrieving a text file, the command displays a message giving the SID of
the file and itssize inlines. The message also displays a proposed SID, that is,
the SID for the new version after editing. For example, after retrieving the six-
line Cprogramin s.demo.c, the command displays the message

1.1
new delta 1.2
6 lines

The proposed SID is 1.2. If more than one file is retrieved, the corresponding
lename precedes the relevantinformation.

Note that any changes made to the text file are not immediately copied to the
corresponding s-file. To save these changes you must use the delta command
described in the next section. To help keep track of the current fileversion, the
get command creates another file, called a p-file, that contains information
about the text file. This file is used by a subsequent delta command when
saving the new version. The p-file has the same name as the s-file but begins
witha p.. The user must not access the p-file directly.
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5.3.4 Saving a New Version of a File

You can save a new version of a text file by using the delta command. The
command hasthe form

delta e.filename

where ¢.filename is the name of the s-file from which the modified text file was
retrieved. Forexample, tosavechangesmadetoaC programinthe file demo.c
(whichwasretrieved from the file s.demo.c ), type

delta s.demo.c

Before saving the new version, the delta command asks for comments
explaining the nature of the changes, It displays the prompt

comments?

You may type any text you think appropriate, up to 512 characters. The
comment must end with a newline character. If necessary, you can start a new
line by typing a backslash (\) followed by a newline character. If you do not
wish to include a comment, just type a newline character.

Once you have given a comment, the command uses the information in the
corresponding p-file to compare the original version with the new version. A
list of all the changes is copied to the s-file. Thisisthe new delta.

After a command has copied the new delta to the s-file, it displays a message
showing the new SID and the number of lines inserted, deleted, or left

unchanged in the new version. For example, if the C program has been changed
to

#tinclude <stdio.h>
main ()
inti= 2

printf(" This is version 1.%d 0, i);

the command displays the message
1.2
3 inserted
1 deleted
5 unchanged

Once a new version issaved, the next get command retrieves the new version.

5-8



SCCS: A Source Code Control System

The command ignores previous versions. If you wish to retrieve a previous
version, you must use the —r option of the get command as described in the
next section.

5.3.5 Retrieving a Specific Version

You can retrieve any version you wish from an s-file by using the —r (for
“retrieve”’) of the get command. The command hastheform

get [—e | -rSID e.filename ...
where —e isthe edit option, ~rSID gives the SID of the version to be retrieved,
and e.filename is the name of the s-file containing the file to be retrieved. You
may give morethan one filename. The namesmust be separated withspaces.
The command retrieves the given version and copies it to the file having the
same name as s-file but withthe s. removed. The file hasread-only permission
unless you also give the —e option. If multiple filenames are given, one text file
of the givenversionisretrieved from each. For example, the command

get -rl.1 s.demo.c
retrievesversion 1.1 fromthes-file e.de mo.c, but the command

get —e —rl.1 s.demo.c s.def.h
retrieves for editing a version 1.1 from both e.demo.c and e.def.A. If you give
the number of a version that does not exist, the command displays an error
message.
You may omit the level number of a version number if you wish, that is, just
give a release number. If you do, the command automatically retrieves the
most recent version having the same release number. For example, if the most
recent version in the file s.demo.c is numbered 1.4, the command

get —rl s.demo.c
retrievesthe version 1.4. If there is no version with the given release number,
thecommandretrievesthemostrecent version in the previous release.
5.3.86 Changing the Release Number of a File
You can direct the delta command to change the release number of a new
version of a file by using the —r option of the get command. In thiscase,the get

command has the form

get ~e -rrel-num . filename ...
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where —e isthe required edit option, -rrel-num gives the new release numberof
the file, and s.filename gives the name of the s-file containing the file to be
retrieved. The newrelease number must be anentirely newnumber, thatis, no
existing versionmayhavethisnumber. Youmaygive more than onefilename.

The command retrieves the most recent versionfrom the s-file, then copies the
new release number to the p-file. On the subsequent delta command, the new
versionissaved using the new release number and levelnumber 1. For example,
if the most recent version in the s-file s.demo.c is 1.4, the command

get —e -r2 s.demo.c

causes thesubsequent delta to save a new version 2.1, not 1.5. The new release
number applies to the new version only; the release numbers of previous
versions are not affected. Therefore, if you edit version 1.4 (from which 2.1 was
derived) and save the changes, you create a new version 1.5. Similarly, if you
edit version 2.1, you create a new version2.2.

As before, the get command also displays a message showing the current
version number, the proposed version number, and the size of the file in lines.
Similarly, the subsequent delta command displays the new version number
and the number of linesinserted, deleted, and unchanged in the new file.
5.3.7 Creating a Branch Version
You can create a branch version of a file by editing a version that has been
previously edited. A branch version is simply a version whose SID contains a
branch and sequence number.
Forexample, if version 1.4 already exists, the command

get —e -r1.3 s.demo.c
retrievesversion 1.3 for editing and gives 1.3.1.1 asthe proposed SID.
In general, whenever get discovers that you wish to edit a version that already
has a succeeding version, it uses the first available branch and sequence
numbers for the proposed SID. For example, if you edit version 1.3 a third time,
get gives 1.3.2.1 as the proposed SID.
You can save a branch version just like any other version by using the delta
tommand.

5.3.8 Retrieving a Branch Version

You can retrieve a branch version of a file by using the —r option of the get
:ommand. For example, the command
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get -rl.3.1.1 s.demo.c
retrievesbranchversion1.3.1.1.
Youmay retrieve a branch version for editing by using the —e option of the get
command. When retrieving for editing, get creates the proposed SID by
incrementing the sequence number by one. For example, if you retrieve
branch version 1.3.1.1for editing, get gives 1.3.1.2 as the proposed SID.

As always, the command displays the version number and file size. If the given
branch version does not exist, the command displays an error message.

You may omit the sequence number if you wish. In this case, the command
retrieves the most recent branch version with the given branch number. For
example, if the most recent branch version in the s-file s.def.k is 1.3.1.4, the
command

get -rl1.3.1 s.def.h

retrievesversion 1.3.1.4.

5.3.9 Retrieving the Most Recent Version

You can alwaysretrieve the most recent version of a file by using the —t option
with the get command. For example, the command

get -t s.demo.c
retrievesthe mostrecent version fromthefile s.demo.c. Youmaycombinethe
~rand -toptionstoretrievethe most recent version of a givenrelease number.
For example, if the most recent version with release number 3 is 3.5, then the
command

get -r3 -t s.demo.c
retrieves version 3.5. If a branch version exists that ismore recent than version
3.5 (e.g., 3.2.1.5), then the above command retrieves the branch version and
ignores version 3.5.

5.3.10 Displaying a Version

You can display the contents of a version at the standard output by using the
—poptionof the get command. Forexample, the command

get —p s.demo.c

displays the most recent version in the s-file 8.demo.¢ at the standard output.
Similarly, the command
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get -p -r2.1 s.demo.c
displaysversion 2.1at the standard output.
The —p option is useful for creating g-files with user-supplied names. This
option also directs all output normally sent to the standard output, such as the
SID of the retrieved file, to the standard error file. Thus, the resulting file
containsonly the contents of the given version. For example, the command

get -p s.demo.c Dversion.c
copies the most recent version in the s-file s.demo.c to the file version.c. The
SID of the file and itssize is copied to the standard error file.
5.3.11 Saving a Copy of a New Version
The delta command normally removes the edited file after savingit in the
s-file. You can save a copy of this file by using the —n option of the delta
command. For example, the command

delta -n s.demo.c
first saves a new version in the s-file e.demo.c, thensavesa copy of this version
in the file demo.c. You may display the file as desired, but you cannot edit the
file.
5.3.12 Displaying Helpful Information

An SCCS command displays an error message whenever it encounters an error
in afile. Anerror message hasthe form

ERROR | filename |: meseage ( code )

where filename is the name of the file being processed, meseage is a short
descriptionof the error, and code isthe error code.

You may use the error code as an argument to the help command to display
additional information about the error. The command hasthe form

help code
where code istheerror code given in an error message. The command displays
one or more lines of text that explain the error and suggest a possible remedy.
For example, the command

help col

displaysthe message
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col:

"not an SCCS file”

A file that you think is an SCCS file
does not begin with the characters "s.”.

The help command can be used at any time.

6.4 Using Identification Keywords

The SCCS system provides several special symbols, called identification
keywords, which may be usedin the text of a program or document to represent
a predefined value. Keywords represent a wide range of values, from the
creation date and time of a given file, to the name of the module containing the
keyword. When a user retrieves the file for reading, the SCCS system
automatically replaces any keywords it finds in a given version of a filz with the
keyword’s value.

This section explains how keywords are treated by the various SCCS
commands, and how you may use the keywords in your own files. Only a few
keywords are described in this section. For a complete list of the keywords, see
the section get(CP) in the XENIX Reference Manual.

5.4.1 Inserting a Keyword into a File

Youmay insert a keyword into any text file. A keyword issimply an uppercase
letter enclosed in percent signs (%). No special characters are required. For
example, “%I1%" is the keyword representing the SID of the current version,
and*““%H%" is the keyword representing the current date.

When the program is retrieved for reading using the get command, the
keywords are replaced by their current values. For example, if the “%M%”,
“%I19%", and “%H" keywords are used in place of the module name, the SID,
and the current datain a program statement

char header(100) = {" %M% %1% %H% "};
then these keywordsareexpandedintheretrieved version of the program

char header(100) = {" MODNAME 2.3 07/07/77"};
The get command does not replace keywords when retrieving a version for

editing. The system assumes that you wish keep the keywords (and not their
values) when you save the new version of the file.

To indicate that a file has no keywords, the get, delta, and admin commands
display the message
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No id keywords (cm7)

This message is normally treated as a warning, letting you know that no
keywords are present. However, you may change the operation of the system to
make thisa fatal error, asexplained later in this chapter.

5.4.2 Assigning Values to Keywords

The values of most keywords are predefined by the system, but some, such as
the value for the “%M%" keyword can be explicitly defined by the user. To
assign a value to a keyword, you must set the corresponding s-file flag to the
desired value. You can do thisby using the —f option ofthe admin command.

For example, to set the 26N %% keyword to “cdemo”, you must set the m flag as
in the command

admin -fmcdemo s.demo.c

This command records “cdemo’’ as the current value of the %M % keyword.
Note that if you do not set the m flag, the SCCS system uses the name of the
originaltext file for M % by default.

The t and q flags are also associated with keywords. A description of these flags
and the corresponding keywords can be found in the section get(CP) in the
XENIX Reference Manual. Youcan change keyword valuesat any time.

5.4.3 Forcing Keywords

If a version is found to contain no keywords, you can force a fatal error by
setting the i flag in the given s-file. The flag causes the delta and admin
commandsto stop processing of thegiven version and report anerror. Theflag
isusefulfor ensuring that keywordsare used properly in agivenfile.

To set the i flag, you must use the —f option of the admin command. For
example, the command

admin -fi s.demo.c
sets the i flag in the s-file s.demo.c. If the given version does not contain
keywords, subsequent delta or admin commands that access this file print an
error message.
Note that if you attempt toset the i flag at the same time as you create an s-file,

and if theinitialtext file containsno keywords,the admin commanddisplaysa
fatal error message and stops without creating the s-file.
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5.6 Using S-file Flags

An sfile flag is a special value that defines how a given SCCS command will
operate on the corresponding s-file. The s-file flags are stored in the s-file and
are read by each SCCS command before it operates on the file. S-file flags affect
operations such as keyword checking, keyword replacement values, and
default values for commands.

Thissection explains how to set and use s-file flags. It also describes the action
of commonly-used flags. For a complete description of all flags, see the section
admin(CP)in theXENIX Reference Manual.

5.5.1 Setting S-file Flags

You can set the flags in a given s-file by using the —f option of the admin
command. Thecommandhastheform

admin -fflag e.filename

where -fflaggives the flagto be set, and s. filename givesthenameof thes-file in
which the flagis to be set. Forexample, the command

admin -fi s.demo.c
setstheiflaginthes-file s.demo.c.
Note that some s-file flags take values when they are set. For example, the m
flag requires that a module name be given. When a value is required, it must
immediately follow the flag name, as in the command

admin ~fmdmod s.demo.c

which sets the m flag to the module name ““dmod™’.

5.5.2 Using thei Flag

Theiflag causesthe admin and delta commandsto print a fatalerror message
and stop, if no keywords are found in the given text file. The flag is used to
prevent a version of a file, which contains expanded keywords, from being
saved as a new version. (Saving an expanded version destroys the keywords for
all subsequent versions).

When the i flag is set, each new version of a file must contain at least one
keyword. Otherwise, the version cannot besaved.
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5.5.3 Using the d Flag

The d flag gives the default SID for versions retrieved by the get command.
The flagtakes anSID asits value. For example, the command

admin -fd1.1 s.demo.c
sets the default SID to 1.1. A subsequent get command which doesnot use the
—r option willretrieve version 1.1.
5.5.4 Using the v Flag
The v flag allows you to include modification requests in an s-file. Modification
requests are names or numbers that may be used as a shorthand means of
indicating the reason for each new version.
When the v flag is set, the delta command asks for the modification requests
just before asking for comments. The v flag also allows the —m option to be
used in the deltaand admin commands.

5.5.5 Removing an S-file Flag

You can remove an s-file flag from an s-file by using the —d option of the admin
command. The command has the form

admin -dflag e.filename
where -dflag gives the name of the flag to be removed and e.filename is the
name of the s-file from which the flag is to be removed. For example, the
command

admin -di s.demo.c

removes the i flag from thes-file s. demo.c. When removing a flag whichtakesa
value, only the flag name isrequired. For example, the command

admin -dm s.demo.c
removesthe mflagfromthes-file.

The —d and -i options must not be used at the same time.

5.8 Modifying S-file Information

Every s-file contains information about the deltasit contains. Normally, this
information is maintained by the SCCS commands and is not directly accessible
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by the user. Some information, however, is specific to the user who createsthe
s-file, and may be changed as desired to meet the user’s requirements. This
information iskept in two special partsof the s-file called the “delta table”

and the “description field”.

The delta table contains information about each delta,such asthe SID and the
date and time of creation. It also contains user-supplied information, such as
comments and modification requests. The description field contains a user-
supplied description of the s-file and its contents. Both parts can be changed or
deleted at any time to reflect changes to the s-file contents.

5.6.1 Adding Comments

You can add comments to an s-file by using the —y option of the delta and
admin commands. Thisoption causesthe giventextto be copied tothes-fileas
the comment for the new version. The comment may be any combination of
letters, digits, and punctuation symbols. No embedded newline characters are
allowed. If spaces are used, the comment must be enclosed in double quotes.
The complete command must fit on one line. For example, the command

delta ~y” George Wheeler” s.demo.c
savesthe comment “George Wheeler” in the s-file s.demo.c.
The ~y option is typically used in shell procedures as part of an automated
approach to maintaining files. When the option is used, the delta command
does not print the corresponding comment prompt, so no interaction is

required. If more than one s-file is given in the command line, the given
comment applies to them all.

5.6.2 Changing Comments

You can change the comments in a given s-file by using the cdc command. The
commandhasthe form

cde -rSID e.filename
where -rSID gives the SID of the version whose comment is to be changed, and
s.filename is the name of the s-file containing the version. The command asks
for a new comment by displaying the prompt

comments?
You may type any sequence of characters up to 512 characters long. The
sequence may contain embedded newline characters if they are preceded by a

backslash (\). The sequence must be terminated with a newline character. For
example, the command
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cdc -r3.4 s.demo.c
prompts for a new comment for version 3.4.

Although the command doesnot delete the old comment, it isno longer directly
accessible by the user. The new comment contains the login name of the user
who invoked the cdc command and the time the comment was changed.

5.6.3 Adding Modification Requests

You can add modification requests to an s-file, when the v flag is set, by using
the ~m option of the delta and ad min commands. A modification request isa
shorthand method of describing the reason for a particular version.
Modification requests are usually names or numbers which the user has chosen
to represent aspecific request.

The ~m option causes the given command to save the requests following the

option. A request may be any combination of letters, digits, and punctuation

symbols. If you give more than one request, you must separate them with

spaces and enclose the request in double quotes. For example, the command
delta -m”error35 optimizel0” s.demo.c

copies the requests ‘‘error35" and *‘optimize10” to s.demo.c, while saving the
new version.

The ~m option, when used with the admin command, must be combined with
the ~i option. Furthermore, the v flag must be explicitly set with the —foption.
For example, the command

admin -idef.h -m”"error0” -fv s.def.h
inserts the modification request ‘‘error0” in the new file s. def.A.
The delta command does not prompt for modification requestsif you use the
—m option.
5.6.4 Changing Modification Requests
You can change modification requests, when the v flag is set, by using the cdc
command. The command asks for a list of modification requests by displaying
the prompt

MRs?
You may type any number of requests. Each request may have any

combination of letters, digits, or punctuation symbols. No more than 512
charactersare allowed, and the last request must be terminated with a newline
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character. If you wish to remove a request, you must precede the request with
anexclamationmark (!). For example, the command

cdc -r1.4 s.demo.c
asksfor changestothe modification requests. The response
MRs? error36 lerror35

adds the request *‘error36"’ andremoves “‘error35”.

5.6.5 Adding Descriptive Text

You can add descriptive text to an s-file by using the —t option of the admin
command. Descriptive textis any text that describes the purpose and reason
for the given s-file. Descriptive text is independent of the contents of the s-file
and canonly be displayed using the prs command.

The —t option directs the admin to copy the contents of a given file into the
description field of thes-file. The command hasthe form

admin -tfilename e.filename
where -t filename givesthe name of the file containing the descriptivetext, and
e.filename is the name of the s-file to receive the descriptive text. The file to be
insertedmay containany amount of text. Forexample, the command

admin -tcdemo s.demo.c

inserts the contents of the file ¢demo into the description field of the s-file
s.demo.c.

The —t option may also be used t oinitialize the description field when creating
the s-file. For example, the command

admin -idemo.c ~tcdemo s.demo.c

inserts the contents of the file cdemointo the new s-file s.demo.c. If -t is not
used, the description field of the new s-file isleft empty.

You can remove the current descriptive text in an s-file by using the —t option
without a filename. For example, the command

admin -t s.demo.c

removesthe descriptive text from thes-file s.demo.c.
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5.7 Printing from an S-file

This section explains how to use the prs command to display information
contained in an s-file. The prs command hasa variety of options which control
the display format and content.

5.7.1 Using a Data Specification

You can explicitly define the information to be printed from an s-file by using
the —d option of the prs command. The command copies user-specified
information to the standard output. The command has the form

prs ~dspec e.filename

where —dspec is the data specification, and s.filename is the name of the s-file
from which the information isto be taken.

The data specification is a string of data keywordsand text. A data keyword s
an uppercase letter, enclosed in colons (:). It representsa value contained in the
given s-file. For example, the keyword :I: represents the SID of a given version,
:F: represent the filename of the given s-file, :C: represents the comment line
associated with a given version. Data keywords are replaced by these values
when the information is printed.
For example, the command

prs -d” version: :I: filename: :F:" s.demo.c
may produce the line

version: 2.1 filename: s.demo.c
A complete list of the data keywords is given in the section prs(CP) in the
XENIX Reference Manual.

5.7.2 Printing a Specific Version

You can print information about a specific version in a given s-file by using the
—r option of the prs command. The command has the form

prs -rSID e.filename

where —rSID gives the SID of the desired version, and s.filename is the name of
the s-file containing the version. For example, the command

prs -r2.1 s.demo.c
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printsinformationabout version 2.1 in the s-file s.demo.c.

If the —r option is not specified, the command prints information about the
mostrecently created delta.

5.7.3 Printing Later and Earlier Versions

You can print information about a group of versions by using the -1 and —e
options of the prs command. The -1 option causes the command to print
information about all versionsimmediately succeeding the givenversion. The
—e option causes the command to print information about all versions
immediately preceding the given version. For example, the command

prs -rl.4 -e s.demo.c

prints all information about versions which precede version 14 {e.g., 1.3, 1.2,
and1.1). The command

prs -rl.4 -] s.abe

prints information about versions which succeed version 1.4 (e.g., 1.5, 1.6, and
2.1).

If both options are given, information about all versionsis printed.

5.8 Editing by Several Users

The SCCS system allows any number users to access and edit versions of agiven
s-file. Since users are likely to access different versions of the s-file at the same
time, the system is designed to allow cencurrent editing of different versions.
Normally, the system allowsonly one user at a time to edit a given version, but
you can allow concurrent editing of the same versicn by setting the j flag in the
givens-file.

The following sections explain how to perform concurrent editing and how to
save edited versions when you have retrieved more than one version for editing.

5.8.1 Editing Different Versions

The SCCS system allows several different versions of a file to be edited at the
same time. This means a user can edit version 2.1 while another user edit
version 1.1. There is no limit to the number of versions which may be edited at
any given time.

When several users edits different versions concurrently, each user must begin

work in his own directory. If users attempt to share a directory and work on
versions from the same s-file at the same time, the get command will refuse to
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retrieve aversion.

5.8.2 Editing a Single Version

You can let a single version of a file be edited by more than one user by setting
the j flag in the given s-file. The flag causes the get command to check the p-file
and create a new proposed SID if the given version is already being edited.

You can set the flag by using the —f option of the admin command. For
example, the command

admin -fj s.demo.c
setstheflagforthes-files.demo.c.

When the flagis set, the get command uses the next available branch SID for
each new proposed SID. For example, suppose a user retrieves for editing
version 1.4 in the file s.demo.c, and that the proposed version is 1.5. If another
user retrieves version 1.4 for editing before the first user has saved his changes,
the the proposed version for the new user will be 1.4.1.1, since version 1.5 is
already proposed and likely to be taken. Inno case will a version edited by two
separate usersresult in asingle new version.

5.8.3 Saving a Specific Version
When editing two or more versions of a file, you can direct the del ta command
to save a specific version by using the —r option t.o give the SID of that version.
The command has the form
delta -rSID s.filename
- where -rSI/Dgivesthe SID of the version being saved, and e.fileneameisthename
of the s-file to receive the new version. The SID may be the SID of the version
you have just edited, or the proposed SID for the new version. For example, if
you have retrieved version 1.4 for editing (and no version 1.5 exists), both
commands
delta -r1.5 s.demo.c
and

delta -r1.4 s.demo.c

saveversion 1.5.
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5.9 Protecting S-files

The SCCS system usesthe normal XENIX system file permissions to protect
s-files from changes by unauthorized users. In addition to the XENIX system
protections, the SCCS system provides two ways to protect the s-files: the ‘““user
list” and the “protection flags”. The user list is a list of login names and group
IDs of users who are allowed to access the s-file and create new versions of the
file. The protection flags are three special s-file flags that define which versions
are currently accessible to otherwise authorized users. The following sections
explain how to set and use the user list and protection flags.

5.9.1 Adding a User to the User List

You can add a user or a group of users to the user list of a given s-file by using
the —a option of the ad min command. The option causes the given name to be
added to the user list. The user list defines who may access and edit the versions
in the s-file. The command has the form

admin —~aname e.filename
where —aname gives the login name of the user or the group name of agroup of
userstobe added to thelist,and s.filename givesthename of the s-file to receive
.the newusers. For example, the command

admin -ajohnd -asuex —amarketing s.demo.c

adds the users ‘‘johnd” and “suex’’ and the group “marketing”’ to the user list
of the s-file s.demo.c.

Ifyou create an s-file without giving the —a option, the user list is left empty,
and allusersmay access and edit the files. When youexplicitly givea user name
or names,onlythoseuserscanaccess thefiles.
5.9.2 Removing a User from a User List
You can remove a user or a group of users from the user list of a given s-file by
using the —e option of the admin command. The option is similar to the —a
option but performs the opposite operation. The command has the form

admin -ename e.filename
where —ename gives the login name of a user or the group name of a group of
users to be removed fromthelist, and s.filename is the name of the s-file from

which the names are to be removed. For example, the command

admin -ejohnd —emarketing s.demo.c
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removes the user “johnd” and the group *marketing’ from the user list of the
s-file s.demo.c.
5.9.3 Setting the Floor Flag
The floor flag, f, definestherelease number of the lowest version a user may edit
in a given s-file. You can set the flag by using the —f option of the admin
command. For example, the command
admin -f2 s.demo.c
setsthe floor torelease number 2. If you attempt toretrieve any versionswitha
release number less than 2, an error will result.
5.9.4 Setting the Ceiling Flag
"The ceiling flag, c, defines the release number of the highest version a user may
edit in a given s-file. You can set the flag by using the —f option of the admin
command. For example, the command
admin -f¢5 s.demo.c
setsthe ceilingto release number 5. If you attempt toretrieveany versions with
arelease number greater than 5, an error will result.
5.9.5 Locking a Version
The lock flag, |, lists by release number all versions in a given s-file which are
locked against further editing. You can set the flag by using the —f flag of the
admin command. The flag must be followed by one or more release numbers.
Multiple release numbers must be separated by commas (,). For example, the
command
admin -3 s.demo.c
locksall versions withrelease number 3 against further editing. The command
admin -14,5,9 s.def.h

locks all versions with release numbers 4,5, and 9.

Note that the special symbol “a™ may be used to specify all release numbers.
The command

admin -fla s.demo.c

locksall versionsin the file s.de mo. c.
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65.10 Repairing SCCS Files

The SCCS system carefully maintains all SCCS files, making damage to the files
very rare. However, damage can result from hardware malfunctions, which
cause incorrect information to be copied to the file. The following sections
explain how to check for damage to SCCS files, and how to repair the damage or
regenerate the file.

5.10.1 Checking an S-file

You can check afile for damage by using the —h option of the admin command.
This option causes the checksum of the given s-file to be computed and
compared with the existing sum. An s-file's checksum is an internal value
computed from the sum of all bytes in the file. If the new and existing
checksumsare not equal, the command displays the message

corrupted file (co6)
indicating damage to the file. For example, the command
admin -h s.demo.c

checksthe s-file s.demo.c for damage by generating a new checksum for thefile,
and comparing the new sum with the existing sum.

Youmay give more than one filename. If you do, the command checkseach file
inturn. Youmayalsogivethenameofadirectory, in which case, the command
checksallfilesin the directory.

Since failure to repair a damaged s-file can destroy the file’s contents or make
the file inaccessible, it is a good idea to regularly check all s-filesfor damage.

5.10.2 Editing an S-file

When an s-file is discovered to be damaged, it is a good idea to restore a backup
copy of the file from a backup disk rather than attempting to repair the file.
(Restoring a backup copy of a file is described in the XENIX Operatione Guide.)
Ifthisisnot possible, the filemay be edited using a XENIX text editor.

To repair a damaged s-file, use the description of an s-file given in the section
eccefile (F) in the XENIX Reference Manual, to locate the part of the file which
is damaged. Use extreme care when making changes; small errors can cause
unwanted results.
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5.10.3 Changing an S-file's Checksum

. After repairing a damaged s-file, you must change the file’s checksum by using
the —z option of the admin command. For example, to restore the checksum of
therepairedfile s.demo.c, type

admin -z s.demo.c

The commandcomputesand saves the new checksum, replacing the old sum.

5.10.4 Regenerating a G-file for Editing

Youcan create a g-fileforediting without affecting the current contents of the
p-file by using the —k option of the get command. The option has the same
affect as the —e option, except that the current contents of the p-file remain
unchanged. The option is typically used to regenerate a g-file that has been
accidentally removed or destroyed before it has been saved vsing the delta
command.

5.10.5 Restoring a Damaged P-file

The ~-g option of the get commandmay be used to generate anew copyofa
p-file that hasbeen accidentally removed. For example, the command

get —e —g s.demo.c

creates a new p-file entry for the most recent version in s.demo.c. If the file
demo.c already exists, it will not be changed by this command.

5.11 Using Other Command Options

Many of the SCCS commands provide options that control their operztion in
useful ways. Thissectiondescribestheseoptionsand explainshow youmay use
them to perform useful work.

5.11.1 Getting Help With SCCS Commands

You can display helpful information about an SCCS command by giving the
name of the command as an argument to the help command. The help
command displays a short explanation of the command and command syntax.
For example, the command

help rmdel

displays the message
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rmdel:
rmdel -rSID name ...
5.11.2 Creating a File With the Standard Input

Youcandirect admin touse the standardinput asthe source for a news-fileby
using the i option without a filename. For example, the command

admin -i s.demo.c <demo.c

causes admin to create a new s-file named s.demo.c which uses the text file
demo.c asitsfirst version.

This method of creating a new s-file is typically used to connect admin to a
pipe. Forexample, the command

cat modl.c mod2.c | admin -i s.mod.c
creates a new s-file &.mod.c which contains the first version of the concatenated
files mod1.cand mod2.c.
5.11.3 Starting At a Specific Release
The admin command normally starts numbering versions with release
number 1. You can direct the command to start with any given release number
by usingthe —r option. The command hasthe form

admin ~rrel-num s.filename

where —rrel-num gives the value of the starting release number, and o.filename
isthenameofthes-file to be created. For example, the command

admin -idemo.c -r3 s.demo.c

startswithreleasenumber 3. The first versionis3.1.

5.11.4 Adding a Comment to the First Version

You can add a comment to the first version of file by using the —y option of the
admin command when creatingthe s-file. For example, the command

admin -idemo.c —y” George Wheeler” s.demo.c

.inserts the comment “George Wheeler” in the new s-file s.demo.c.
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The comment may be any combination of letters, digits, and punctuation
symbols. If spaces are used, the comment must be enclosed in double quotes.
The complete command must fit on one line.

If the —y optionis not used when creating an s-file, a comment of the form

date and time created YY/MMW/DD HHMMSS by logname

isautomatically inserted.

5.11.5 Suppressing Normal Output

Youcan suppress the normal display of messages created by theget command
by using the -8 option. The option prevents information, such as the SID of the
retrieved file, from being copied to the standard output. The option does not
Suppress error messages.

The —s option is often used with the —p option to pipe the output of the get
command to other commands. For example, the command

get -p -s s.demo.c |lpr
copiesthe most recent versionin thes-file s.demo.c tothelineprinter.
Youcanalsosuppress the normal output of the delta command by usingthe —s
option. This option suppresses all output normally directed to the standard
output, except for the normal comment prompt.
5.11.8 Including and Excluding Deltas
You can explicitly define which deltas you wish to include and which you wish
to exclude when creating a g-file, by using the —i and —x options of the get
command.
The —i option causes the command to apply the given deltas when constructing

*a version. The —x option causes the command to ignore the given deltas when

constructing a version. Both options must be followed by one or more SIDs. If
multiple SIDs are given they must be separated by commas (,). A range of SIDs
may be given by separating two SIDs with a hyphen (). For example, the
command

get ~i1.2,1.3 s.demo.c
causes deltas 1.2 and 1.3 to be used to construct the g-file. The command

get -x1.2-1.4 s.demo.c

causes deltas 1.2 through 1.4 tobe ignored “7hen constructing the file.
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The —i option is useful if you wish to automatically apply changes to a version
while retrieving it for editing. For example, the command

get —e —i4.1 -r3.3 s.demo.c

retrieves version 3.3 for editing. When the file isretrieved, the changesin delta
4.1 are automatically applied to it, making the g-file the same as if version 3.3
had beenedited by hand using the changes in delta4.1. These changes can be
saved immediately by issuing a delta command. Noeditingisrequired.

The —x option is useful if you wish to remove changes performed on a given
version. Forexample, the command

get —e —x1.5 -r1.6 s.demo.c

retrievesversion 1.6 for editing. When the fileis retrieved, the changesin delta
1.5 are automatically left out of it, making the g-file the same as if version 1.4
had been changed according to delta 1.6 (with no interveningdeltal.5). These
changes can be saved immediately by issuing a delta command. No editing is
required.

When deltas are included or excluded using the —i and —x options, get
comparesthem with the deltasthatare normally used in constructingthegiven
version. If two deltas attempt to change the same line of the retrieved file, the
command displays a warning message. The message shows therangeoflinesin
which the problem may exist. Corrective action, if required, is the
responsibility of the user.

5.11.7 Listing the Deltas of a Version
You can create a table showing the deltas required to create a given version by
using the ~1 option. This option causes the get command to create an l-file

- which contains the SIDsof alldeltasused to create the given version.

The option is typically used to create a history of a given version’s
development. For example, the command

get -1 s.demo.c

creates a file named l.demo.c containing the deltas required to create the most
recent version of demo.c.

You can display the list of deltas required t o create a version by using the —Ip
option. The option performs the same function as the —I options except it
copies thelist to the standard output file. For example, the command

get -lp -r2.3 s.demo.c

copies the list of deltas required to create version 2.3 of demo. ¢ to the standard
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output.

Note that the —1 option may be combined with the —g option to create a list of
deltas without retrieving the actual version.

5.11.8 Mapping Lines to Deltas

Youcan map each line in agiven version to itscorresponding delta by using the
-m option of the get command. Thisoption causes each line in a g-file to be
preceded by the SID of the delta thatcausedthatline to be inserted. The SID is
separated from the beginning of the line by a tab character. The —m optionis
typically used to review the history of each line in a given version.

5.11.9 Naming Lines

You can name each line in a given version with the current module name (i.e.,
shevalue of the %M % keyword) by using the —n option of the get command.
This option causes each line of the retrieved file to be preceded by the value of
he 9%9M% keyword and atab character.

Che —n option is typically used to indicate that a given line isfrom the given
ile. When both the ~m and —n options are specified, each line begins with the
%M% keyword.

1.11.10 Displaying a List of Differences

ou can display a detailed list of the differences between a new version of a file
.nd the previous version by using the —p option of the delta command. This
ption causes the command to display the differences, in a format similar to the
utputofthe XENIX diff command.

.11.11 Displaying File Information

"ou can display information about agiven version by usingthe —g optionof the
et command. This option suppresses the actual retrieval of a version and
auses only the information about the version, such as the SID and size, to be

isplayed.

'he —g option is often used with the —r option to check for the existence of a
iven version. For example, the command

get -g -r4.3 s.demo.c

isplaysinformation about version 4.3 in the s-file s.demo.c. If the version does
>t exist, the command displaysan error message.
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5.11.12 Removing a Delta

You can remove a delta from an s-file by using the rmdel command. The
command has the form

rmdel ~rSID s.filename

where ~rSIDgives the SID of thedeltato beremoved, and s.filenameisthe name
of the s-file from which the delta is to be removed. The delta must be the most
recently created delta in the s-file. Furthermore, the user must have write
permission in the directory containing the s-file, and must either own the s-file
or be the user who created the delta.

For example, the command

rmdel -r2.3 s.demo.c
removes delta2.3fromthes-file s.demo.c.
The rmdel command will refuse to remove a protected delta, that is, a delta
whose release number is below the current floor value,above the current ceiling
value, or equal to a current locked value (see the section ‘‘Protecting S-files"’
given earlier in this chapter). The command will also refuse to remove a delta

which iscurrently being edited.

The rmdel command should be reserved for those cases in which incorrect,
globalchanges were made to ans-file.

Note that rmdel changes the type indicator of the given delta from “D” to
“R". Atype indicator defines the type of delta. Type indicators are described
infullin the section delta(CP) in the XENIX Reference Manual.
5.11.13 Searching for Strings
You can search for strings in files created from an s-file by using the what
command. This command searches for the symbol #(@) (the current value of
the “6Z% keyword)in the given file. It then prints, on the standard output, all
text immediately following the symbol, up to the next double quote (” ), greater
than (>), backslash (\), newline, or (non-printing) NULL character. For
example, ifthe s-file 8.demo.c contains the following line

char id|] = "%Z%%M%:%I%";
and the command

get -r3.4 s.prog.c

.isexecuted, then the command
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what prog.c
displays
prog.c:
prog.c:3.4

You may also use what to search files that have not been created by SCCS
commands.

5.11.14 Comparing SCCS Files
You can compare two versions from a given s-file by using the scesdiff
command. This command prints on the standard output the differences
between twoversionsof thes-file. The command hasthe form

scesdiff -rSID1 -rSID2 e.filename
where -rSID1 and -rS/D2 give the SIDs of the versions to be compared, and
e.filename is the name of the s-file containing the versions. The version SIDs
must be given in the order in which they were created. For example, the
command

scesdiff -r3.4 -r5.6 s.demo.c

displays the differences between versions 3.4 and 5.6. The differences are
displayed in a form similar to the XENIX diff command.
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Adb: A Program Debugger

6.1 Introduction

Adbisan indispensabletool for debuggingprograms or crashed systems. Itallowsyou
to look at core files resulting from aborted programs, print output in a variety of
formats, patch files, and run programs withembedded breakpoints. This chapterisan
introductiontoadb withexamplesofitsuse. Itexplainsthe various formatting options,
techniques for debugging C programs, and gives examples of printing file system
information, and of patching.

6.2 Invecation

Theadbinvocationsyntaxisasfollows:
adb objectfile corefile

where objectfile is an executable XENIX fileand corefile is a core image file. Often this
willlook like:

adb a.out core
ormoresimply:
adb

where the defaults are a.out and core , respectively. The filename minus (—) means
ignorethisargumentasin:

adb - core

Adbhas requests for examining locations in ejther file. A question mark (?) request
examines the contents of objectfile; a slash (/) request examines the corefile. The
general form of theserequestsis:

address ? formar
or
address | format

6.3 The Current Address — Dot

Adb maintains a poirnter to the current address, called dot, similar in functionto the
current pointer inthe editor, ed(C). Whenanaddressis entered, the current address is
settothat location, sothat:

0126%
setsdottooctal 126andprintsthe instruction at thataddress. Therequest

.,lod
prints 10 decimal numbers starting at dot. Dot ends up referring to the address of the
last item printed. When used with the questionmark (?) or slash (/) request, the current
address can be advanced by typing a newline; it can be decremented by typing acaret
0.
Addressesare represented by expressions. Expressionsaremade upofdecimal, octal,

and hexadecimal integers, and symbols from the program undertest. These may be
6—1
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combined with the following operators:
+ Addition

- Subtraction

*

Muttiplication

Integerdivision

L

Bitwise AND
i Bitwiseinclusive OR
# Rounduptothe nextmultiple

- Not

Note that all arithmetic within adb is 32—bit arithmetic. When typing a symbolic
address for a C program, type either ‘‘name’’ or “‘_name’’; adb recognizes both

forms. Because adb will find only one instance of ‘‘name’’ and *‘_name’’ (generally

the first toappear in the source) one will mask the other if they both appear inthe same
source file.

6.4 Formats

To print data, you can specify a collection of letters and characters that describe the
format of the printout. Formats are remembered in the sense that typing a request
without one will cause the new printout to appear in the previous format. The
following are the most commonly used fonmat letters; fora completelist seeadb(CP)

1 byte in octal
c 1 byte as a character
o 1 word in octal
d 1 word in decimal
X 1 word in hexadecimal
D 2 words (1 longword) in decimal
X 2 words (1 longword) in hexadecimal
i machine instruction
s a null terminated character string
a the value of dot
u 1 word in unsigned decimal
n print a newline
r print a blank space
" backup dot

equestis:
address | ,count] command | modifier }

which setsthe current address (dot)toaddress and executesthe command counrtimes.
6-2
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Thefollowingtableillustratessome generaladbcommandmeanings:
Command Meaning

Print contents from a.out file
Print contents from core file
Print value of "dot”
Breakpoint control

) Miscellaneous requests
Request separator

! Escape to shell

. ll'-..q

Adb catches signals, soausercannotuse a quitsignalto exitfromadb. The request $q
or$Q(or <CONTROL~D>)must beusedtoexitfromadb.

6.5 Debugging C Programs

The following subsections describe use of adb in debugging the C programs givenin
the numbered figures attheend of this chapter. Refertothese figuresasyouwork your
waythrough theexamples.

6.5.1 Debugging a Core Image

Considerthe C program inFigure 1. Thisprogramillustrates acommon errormadeby
C programmers. The object of the program is to change the lowercase ‘‘t’’ to
uppercase ‘‘T"’ inthe string pointed toby “‘charp’’ and then write the character string
tothe fileindicated byargument 1. Thebugshownis thatthe character “T’’ is storedin
the pointer ‘‘charp’* instead of the string pointed to by ‘‘charp.’’ Executing the
program produces a core file because of an out—of—bounds memory reference.

(Notethata core filemay notbe produced onall systems. )

Adbisinvokedbytyping:
adb a.out core

Thefirst debuggingrequest
$c

is used to give a C backtrace through the subroutines called. As shown inFigure 2,
only one function, main, was called andthe arguments “‘argc’’ and ‘‘argv’’ have hex
values 0x2 and Ox1fft90 respectively. Both of these values look reasonable; 0x2 =
two arguments, Ox1{ff90 = address on stack of parameter vector. These values may
bedifferent on your system due toadifferentmapping of memory .

Thenextrequest
$r

prints out the registers including the program counter and an interpretation of the
instructionatthatlocation.

Therequest:
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Se
printsoutthe values ofallexternal variables.

Amap existsforeachfile handledby adb. Themap forthe a.outfileisreferencedwith
a question mark (?), whereas the map for the core file is referenced with a slash (/).
Furthermore, a good ruleofthumbistouse questionmarkforinstructionsand slash for
datawhen looking at programs. To print out informationaboutthemaps, type:

$Sm
Thisproducesareportofthe contents of the maps.
Inourexample, itisusefultoseethe contents of the string pointedtoby “‘charp.’’ This
isdonebytyping

*charp/s
which meansuse ‘‘charp’’ as a pointer in the core file and print the information as a
character string. This printout shows that the character buffer was incorrectly
overwritten and helps identify the error. Printing the locations around ‘‘charp’’ shows

that thebufferisunchanged but that the pointer is destroyed. Similarly, we could print
informationaboutthe argumentstoa function. Forexample

OxIfff90,3/X

printsthe hex valuesofthe three consecutive cellspointedtoby *‘argv’’ inthe function
main. Notethatthese valuesaretheaddressesof the argumentstomain. Therefore:

Ox11£ffb6/s

prints the ASCII value of the first argument. Another way to print this value would
havebeen

¥

The quotationmark () meansditto, i.e., thelastaddress typed, in this case ‘ ‘Ox1 ¥
;'* the star (*) instructsadbtousethe address fieldof thecorefileasapointer.

Therequest
=x

prints the current address inhex (and not its contents). This hasbeen settothe address
of the first argument. The current address, dot, isusedbyadbtoremember its curent
location. Dot allows the userto reference locations relative to the current address, for
example:

.—10/d
6.5.2  Multiple Functions

Consider the Cprogram illustrated inFigure 3. Thisprogramcalls functionsf, g ,andA
untilthe stack isexhaustedandacoreimage is produced.

Again, enteradbbytyping
adb

which assumes the names a.out and core for the executable file and core image file,
respectively. Therequest

6—4
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$c

fills a page of backtrace referencestof, g, and k. Figure 4 shows an abbreviated list.

Pressing the INTERRUPT key terminates the output and brings you back to the adb

request level. Additionally, some versions of adb will automatically quit after fifteen
levels unlesstold otherwise with the command:

Jevelcount$c
Therequest
)5$C
printsthe fivemostrecent activations.

Notice that each function(f, g, and A) hasa counter that counts the number of times
each hasbeencalled.

Therequest
fen/D

prints the decimal value of the counter for the function f. Similarly, ‘‘gcnt™ and
“‘hent’” could be printed. Notice that because “‘fent’’, ““gent”’, and “‘hent’” are int
variables, and on the MC68000 int is implemented as long, toprintits value youmust
usetheDtwo—word format.

6.5.3 Setting Breakpoints

Consider the C program in Figure S. This program changestabs into blanks. We will
runthis programunderthecontrol of adb (see Figure 6) by typing:

adb a.out —

Breakpointsareset intheprogramas:
address:d [request]

The requests

settab+8:b

fopen+8:b

tabpos+8:b
set breakpoints at the start of these functions. C does not generate statement labels.
Therefore, it is currently not possible to plant brealspoints at locations other than
function entry points withoutknowledge of thecode generatedby the Ccompiler. The
above addressesareenteredas

symbol +8

sothat they will appear inany C backtrace, because the first two instructions of each
functionare used to set up the local stack frame. Note that some of the functions are
from the Clibrary.

Toprintthe location of breakpoints, type:
$b

The display indicates a countfield. A breakpoint is bypassed count—1 times before
causinga stop. The command fieldindicates the adbrequeststobe executed each time

6~—5
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the breakpoint is encountered. Inourexample nocommandfieldsarepresent.

By displaying the original instructions at the function settab we see that the breakpoint
is set after the tstb instruction, which is the stack probe. We can display the
inswuctions using the adbrequest:

settab,5%ai

This request displays five instructions starting at setzab with the addresses of each
locationdisplayed. Another variation is

settab, 5%
which displaystheinstructions with onlythe starting address.

Notethatweaccessedthe addressesfromthea. out file withthe question(?) command.
in general, when asking for a printout of multiple items adb advances the current
address the number of bytes necessary to satisfy the request. in the above example,
five instructions were displayed and the current address was advanced 18 (decimal)
bytes.
Torunthe programtype:

T
Todelete abreakpoint, for instance the entrytothe functionserrab, type:

settab+8:d
Tocontinue executionoftheprogram from the breakpointtype:

ic
Once the programhas stopped (in this case at the breakpoint for fopen), adb requests
canbeusedtodisplaythe contentsof memory. Forexample

$c
displaysastacktraceor
tabs,6/4X

prints six lines of four locations each from the array called ‘‘tabs’’. By thistime (at
locationfopen) inthe C program, sertab has been called and should have setaonein
every eighthlocationof “‘tabs’’.

The XENIX quit and interrupt signalsactonadb itselfratherthan onthe program being
debugged. If such a signal occurs then the program being debugged is stopped and
control is returned to adb. The signal is saved by adb and is passed on to the test

program if
c
istyped. Thiscanbe useful when testing interrupt handling routines. The signalisnot
passed ontothetest program if
0
istyped.

St
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6.5.4 Other Breakpoint Facilities

Arguments andchanges of standard inputand output are passed toa program as:
ir argl arg2 ...<infile >outfile
Thisrequest kills any existing program under test and starts the a. our afresh.
The programbeing debugged canbe single—steppedby typing:
s
If necessary, this request starts up the program being debugged and stops after
executingthe first instruction.
Adballowsaprogramtobe executedbeginning ataspecificaddressbytyping:
address:t
The count fieldcanbeusedto skipthefirst nbreakpointswith:
Jr
Therequest
Jn:c
may alsobeused for skipping the first nbreakpoints whencontinuing aprogram.
Aprogram canbe continuedatanaddress different fromthebreakpointby typing:
address:c
Theprogrambeing debuggedrunsasaseparateprocessand canbekilledby typing:
k

6.6  Maps

XENIX supports several executable file formats. These are usedto tell the loader how
to load the program file. Nonshared program files are the most common and are
generatedbyaCcompilerinvocationsuch as:

cc pgm.c
Asshared fileis produced by a C compilercommand line of theform

cc —npgm.c
Notethat separateinstruction/datafilesare not supported onthe MC68000.

Adb interpretsthese different file formats and provides accesstothe different segments
through a setof maps. Toprintthemapstype:

$m

In nonshared files, both text (instructions) and data are intermixed. This makes it
impossible for adb to differentiate data from instructions and some of the printed
symbolic addresses look incorrect; for example, printing data addresses as offsets
fromroutines.

Insharedtext, theinswructions are separated fromdataandthe
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accessesthedatapart of thea.ou?file. Thisrequesttellsedbtousethesecondpartofthe
mapinthea.ourfile. Accessingdata inthe core file showsthedataafterit wasmodified
by the execution of the program. Notice also that the data segment may have grown
during program execution. Inshared files the corresponding core file docs not contain
the programtext.

Figure 7 shows the display ofthree maps for the same programlinked as anonshared
andsharedrespectively. The b, e, andffieldsare used by adbtomap addresses into file
addresses. Thef1 field isthe length of theheader at the beginning of the file (0x34 bytes
for an a.out file and 0x800 byztes for a core file). The f2 field is the displacement from
thebeginning of the file to the data. Forunshared files withmixedtextanddatathis is
the same asthe length of the header; for shared files this isthe length of the headerplus
the sizeofthetextportion.

The b and e fields are the starting and ending locations for a segment. Given an
address, A, the locationinthe file (either a.outor core)is calculated as:

bl=<A=el = file address = (A—bl)+£I
b2<A<e2 = file address = (A—b2)+12

Ausercanaccesslocationsbyusingtheadbdefined variables. The
$v
request printsthe variablesinitialized by ad b:

b Base address of data segment
d Length of the data segment

s Length of the stack

t Length of the text

m Execution type

In Figure 7 those variables not present are zero. These variables can be used in
expressions suchas

<b
in the address field. Similarly, the value of the variable can be changed by an
assignmentrequestsuchas

02000>b

which sets *‘b’* to octal 2000. These variables are useful to know if the file under
examinationis anexecutableorcore image file.

Adbreadsthe header of the core image file to find the values for these variables. Ifthe
secondfile specified does notseemtobe acorefile, orifitismissing, thentheheaderof
theexecutablefileisused instead.

6.7  Advanced Usage

With adb it is possible to combine formatting requests to provide elaborate displays.
Below are several examples.
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6.7.1 Formatted Dump

Theline
<b,—1/404"8Cn
prints four octal words followed by their ASCII interpretation from the data space of
thecoreimage file. Brokendown, therequest picces mean:
<b Thebaseaddressofthedatasegment.

<b,—1 Printfromthebaseaddresstotheend—of—file. Anegative countisused
here and elsewhereto loop indefinitely oruntil some error condition (like
end—of—file)isdetected.

The format‘ ‘404°8Cn"’ isinterpreted as follows:
40 Print fouroctallocations.

4 Backup the current address four locations (to the original start of the
field).
8C Print eight consecutive characters using an escape convention; each

characterinthe range octal0t0037isprintedasanat—sign(@) followed
by the comresponding character in the range octal 0140 t0 0177. An at—

signisprintedas“‘@@’".
n Printanewline.
Therequest:
<b,<d/404°8Cn

could have been used instead to allow printing to stop at the end of the data scgment
(<dprovidesthedatasegment sizeinbytes).

The formatting requests can be combined with adb’s ability to read in a script to
producea core imagedumpscript. Adbisinvokedwiththe commandline

adb a.out core < dump
toreadinascriptfilecontaining requestsnameddump. Anexampleofsuchascriptis:
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1205w
4095%s
Sv
=3n

$Sm
=3n"C Stack Backtrace”

$C

=3n"C External Variables”
Se

=3n"Registers”

Sr

08s

=3n"Data Segment”
<b,—1/80na

Therequest
1208w

sets the width of the output to 120 characters (normally, the width is 80 characters).
Adbattemptstoprintaddressesas:

symbol + offset
Therequest
409535

increases the maximum permissible offset to the nearest symbolic address from 255
(defauh)to4095. The equal signrequest (=)canbeusedtoprint literalstrings. Thus,
headingsare provided inthisdump program with requestssuchas:

=3n"C Stack Backuace”

This spacesthreelines and printsthe literal string. Therequest
Sv

printsallnonzeroadbvariables. Therequest
0%s

sets the maximum off'set for symbol matchesto zero, thus suppressing theprinting of
symbolic labels in favor of hexadecimal values. Note that this is only done for the
printing ofthe data segment. Therequest

<b,—1/8ona

prints a dump from the base of the data segment to the end—of—file with an octal
address fieldand eight octalnumber sperline.

Figure9showstheresultsof somefonmattingrequestsonthe C program of Figure 8.

6.7.2 Directory Dump

Figure 10illustrates another setof requests to dum pthe contents of a directory (which
ismadeupofaninteger ‘‘inumber’’ followedby a 14—charactername):

6-10
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adb dir -
=n8t"Inum"8t"Name”
0,—1? u8tl4cn

Inthisexample, ‘‘u’’ prints the inumber as an unsigned decimal integer, ‘“8t*’ means
thatadb will space to the next multiple of 8 on the owtput line, and “14c* prints the
14—character filename.

6.7.3 NistDump

Similarly the contents ofthe ilistof a file system (e.g., /dev/root) canbe dumped with
the following setofrequests:

adb /dev/root —

02000>b

m <b

<b, —1?"flags"8ton"links,uid, gid"8t3bn",size"8tbrdn"addr"8t8un"times"8t2Y2na

Inthis examplethevalue of thebase forthemapwas changedto02000bytyping
m<b

sincethatisthe start of an ilist within a file system. The request ‘‘brd”* above was used
to print the 24—bit size field as a byte, a space, and adecimal integer. The last access
time and last modify time are printed with the ‘‘2Y"’ operator. Figure 10 shows
portionsoftheserequestsasappliedtoadirectory andfilesystem.

6.7.4 Converting Values

Adbmaybeusedto convert valuesfromonerepresentationtoanother. Forexample
072 = odx

prints
072 58 0x3a

which are the octal, decimal and hexadecimal representations of 072 (octal). The
format is remembered so that typing subsequent numbers prints them in the given
formats. Charactervaluescanbeconvertedina similarway; forexample

'a’ = co
prints
a 0141

1tmay alsobeusedto evaluate expressions. However, be forewarned that all binary
operators have the same precedence, a precedence that is lower than that for unary
operators.

6.8  Patching

Patching fileswithadb is accomplished with the write (w or W) request. This is often
used in conjunction with the locate , (# or L)request. Therequest syntax for land w are
similar: 6-11
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N value
Therequestlis usedto match on2 bytes; Lisusedfor4 bytes. Therequest wisusedto
write 2 bytes, whereas W writes 4 bytes. The walue field in either locate or write
requests is an expression. Therefore, decimal and octal numbers, or character strings

are supported.
Inordertomodify afile,adbmustbe called withthe —wswitch:

adb —w filel file2

When called with this option, file! and file2 are created if necessary and opened for
bothreadingand writing.

For example, consider the C program shown in Figure 8. We can change the word
"This" to "The " inthe executable file for this program, ex7, by using the following
requests:

adb —w ex7 —
N T’
"W 'The’
Therequest
n
starts at dot and stops at the first match of ‘“Th’’ having set dot to the address of the
location found. Notethe use of thequestionmark(?)to writetothex.ourfile. The form
'.)*
wouldhavebeenusedfor asharedfile.
Morefrequently therequestistypedas:
21 °Th’; s

This locatesthe first occurrence of “Th’* andprintsthe entire string. Executionofthis
request setsdottothe address ofthe characters ““Th”’.

Asanother example of theutility of the patching facility,, consider a Cprogramthathas
an internal logicflag. The flag could be set by the user through adband the program
run. Forexample:

adb x.out —
:s argl arg2
flag/w 1

c

The :srequest is normally used to single—step through a process or start a process in
single—stepmode. Inthiscase it startsx.our as a subprocess with arguments ‘‘argl”’
and ‘‘arg2"’. Ifthere is a subprocess running, adb writes to it rather than to the file so
the wrequestcauses ‘‘flag2’’ tobe changed inthe memory of the subprocess.

6.9 Notes

Belowisalistof some thingsthatusers should be aware of:
The stack frame i s allocated by teh first two instructions at the beginning of
every C routine. Thus, putting breakpoints at the entry point of routines
meansthatthe function appears notto have beencalled whenthe breakpoint
6-12



Adb: A Program Debugger

occurs. Tryplacing thebreakpointat ‘‘routine’’ + instead.

1.  When printing addresses, ADB uses ither text or data symbols from the
x.out file. This sometimes causes unexpected symbol names to be printed
with data (e.g., ‘‘sawr5+022""). This does not happen if question mark (?)
isusedfo text(instructions)andslash (/) fordata.

2.  Localvariablescannotbeaddressed.

6.10  Figures

Figure 1: C programwith pointerbug

#include <stdio.h>
struct buf'!
int fildes;
int nleft;
char *nextp;
char butf512];
ibb;
struct buf *obuf;

char *charp = "this is a sentence.”;

main(argc,argv)

int a gc;

char **argv;

|

' char cc;
FILE *file;

if(argc < 2) !
printf("Input file missing\n");
exit(8);

t
3

if((file = fopen(a gv{1],"w")) == NULLY
print{("%s : can't open\n”, arg l]);
exit(8);

L

charp = 'T";

printf("debug 1 %s\n",charp);

while(cc= *charp++)
putc(cc.file);

fAush(file);
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Figure2: Adboutputfor C programoffigorel

adb

$c

start+44: main  (0x2, Ox1FFF90)

$r

do 0x0 a0 0x54

di 0x8 al Ox1FFF90
d2 0x0 a2 0x0

d3 0x0 a3 0x0

a4 0x0 ad 0x0

ds 0x0 a5 0x0

dé 0x0 a6 Ox1FFFIC
d7 0x0 sp Ox1FFF74
ps 0x0

pc O0x80E4 _main+160: movb  (a0),—1.(a6)
Se

_environ: 0x1FFF9C
-etmo:  Ox19

_bb: 0x0
_obuf: 0x0
-charp:  0x55

—iob: 0x9BIC

—sobuf: 0x64656275

lastbu: 0x96F8

—sibuf:  0x0

allocs:  0x0

.allocp:  0x0

_alloct:  0x0

allocx:  0x0

-end: 0x0

_edata: O0x0

$m

7map ‘x.out’

bl = 0x8000 el = 0x970C fl = 0x20
b2 = 0x8000 e2 = 0x970C f2 = 0x20
/map ‘=’

bl = 0x0el = 0x1000000 fI = Ox0

b2 = 0x0e2 = 0x0f2 = 0x0

*charp/s
OxSS:
data address not found
0x111190,3/X
0x1FFF90: 0x1FFFBO0 Ox1FFFB6. 0x0
0x1{Ib0/s
Ox1FFFBO: x.out
Is
0x1FFFBO: x.out
=X

Ox1FFFBO
.—10/d
Ox1FFFA6: 65497

6-14
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Figure3: Multiple functionC program

int fent,gent,hent;
h(x,y)
l

int hi; register int hr;
hi = x+1;

hr = x~y+1;
hent++ ;

hj:
f(hr,hi);

int gi; register int gr;
gi=q-p

gr =q-pth
gent++

AN
h(gr,gi);

int fi; register int fr;
fi = a+2*b;

fr = a+b;
fem++ ;

fi:
g(fr,fi);

f(1,1);

6-16
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adb

$c
_h+46:
g+48:
£+70:
h+46:
-g+48:
£+70:
.h+46:
-g+48:
<INTERRUPT>
adb
+5%¢
.h+46:
-g+48:
£+70:
h+46:
-g+48:
fent/D
fent:
gent’D
-gent:
heotD
hent:

$q

bbade br bode b ke

blade b ks

1175
1174
1174

(0x2, 0x92D)
(0x92C, 0x92B)
(0x92D, 0x1258)
(0x2, 0x92B)
(0x924A, 0x929)
(0x92B, 0x1254)
(0x2, 0x929)
(0x928, 0x927)

(0x2, 0x92D)
(0x92C, 0x92B)
(0x92D, . 0x1258)
(0x2, 0x92B)
(0x92A, 0x929)
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FigureS: C programtodecodetabs

#include <stdio.h>

#define MAXLINE 80
#define YES 1
#define NO 0
#define TABSP 8
char  inpuf! = "data”;

char ibuf{S18);

int tabs MAXLINE};

main()
I

int col, *ptab;
charc;

ptab = tabs;
settab(ptab); /*Set initial tab stops */
col = 1;
if(fopen(input,ibuf) < 0) !
printf("%s : not found\n”,input);
exit(8);

|
while((c = getch(ibuf)) = —1) !
switch(c) !
case "U" /* TAB */
while(tabpos(col) != YES) !

/* put BLANK */
putchar(’ °);
col++;

1
i

break;

case \n": /A NEWLINE */
putchar(\n');
col = I;
brcak;

default:
putchar(c);
col++ ;

L

b

L
I

1
/* Tabpos return YES if col is a tab stop */

tabpos(col)
int col;
i
if(col > MAXLINE)
return(YES);
else
remrnitabgcol]);

e
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/* Settab — Set initial tab stops */
settab(tabp)
int ¥abp;
!

int i;

for(i = 0; i<= MAXLINE; i++)

(i%TABSP) ? (1abs]i] = NO) : (tabdi] = YES);

]

¥ getch(ibuf) — Just do a getc call, but not a macro */
getch(ibuf)

FILE *ibuf;

i

' retum(getc(ibuf));

t
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Figure6: AdboutputforC programof Figure 5

adb x.out
settab+8:b
fopen+8:b
getch+8:b
tabpos-+8:b
$b
breakpoints
count  bkpt command
1 tabpos+8
1 -getch+8
1 Sopen+8
1 settab+8
settab,5%ia
_settab: link a6, #OxFFFFFFFC
settab+4: tstb =132.(a7)
settab+8: moveml #<>,~(a7)
-settab+12: cirl —4.(a6)
_settab+16: cmpl #0x50,—4.(a6)
.settab+24:
settab,5?i
settab: link 26, #OxFFFFFFFC
tstb -132.(a7)
moveml #<>,—(a?7)
cirl —4.(a6)
cmpl #0x50,—4.(a6)
T
X.out:running
breakpoint -settab+8: moveml #<>,—(a7)
settab+8:d
:c
x.out:running
ls):cakpoint fopen+8: jsr —findio
Jmnain+52; Sfopen  (0x9750, 0x9958)
start+44: _main  (Ox1, Ox1FFF98)
tabs,6/4X
tabs:  Oxl 0x0 0x0 0x0
0x0 0x0 0x0 0x0
Ox! 0x0 0x0 0x0
0x0 0x0 0x0 0x0
Ox1 0x0 0x0 0x0
0x0 0x0 0x0 0x0

-20
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adb x.out.unshared core.unshared
$m
?map ‘x.out.unshared’

bl = 0x8C00 el = Ox83E4
b2 = 0x8000 e2 = 0x83E4
/map  ‘corc.unshared’

bl = 0x8000 el = 0x8800
b2 = OxIEBOOO €2 = 0x200000
$v

variables

b = 0x8000

d = 0x800

e = 0x8000

m = 0x107

s = 0x15000

$q

adb x.out.shared core.shared

$m

?map  ‘x.out.shared’

bl = 0x8000 el = 0x8390

b2 = 0x10000 e2 = 0x10054

/map  ‘core.shared’

bl = 0x10000 el = 0x10108

ls)Z = OxIEBO0O €2 = 0x200000
v

variables

b = 0x10390

d = 0x800

e = 0x8000

m = 0x108

s = 0x15000

$q

Adb: A Program Debugger

fl = 0x34
2 = 0x34
fl = 0x800
f2 = 0x1000
fl = 0x34
f2 = 0x3B0
fl = 0x800
£2 = 0x1000
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Figure8: Simple C program illustratingformattingand patching
char srlf] = "This is a character string”;

nt one =1 T
int number = 456; R
long lnum = 1234; s
foat  fpt = 1.25;

char str = “This is the second character string”;

main()
!
one = 2;

k
b
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Figure9: Adboutputillustratingfancyformats

adb x.out.shared core.shared

<b,—1/8ona

_strl: 052150 064563 020151 071440 060440 061550 060562 060543
_strl +16: 072145 071040 071564 071151 0671470 O 01

-number:
_number: 0 0710 0 02322 0376400 052150 064563

ste2+4: 020151 071440 072150 062440 071545 061557 067144 020143
_str2+20: 064141 071141 061564 062562 020163 072162 064556 063400

$nd:
$nd: 01 0140
<b,20/404'8Cn

strl: 052150 064563 020151 071440 This is
060440 061550 060562 060543 a charac
072145 071040 071564 071151 ter stri
0671470 0 01 nERER'E'E@‘@@a

qumberr 0 0710 0 0232 @‘@‘@H@‘@‘@dR

fpt: 0376400 052150 064563 ? @‘@“This
020151 071440 072150 062440 is the
071545 061557 067144 020143 second ¢
064141 071141 061564 062562 haracter
020163 072162 064556 063400  string@"

$nd: 01 0140

data address not found

<b,20/404'8t3Cna

strl: 052150 064563 020151 071440 This is

Sstr1+8: 060440 061550 060562 060543 a charac

_strl +16: 072145 071040 071564 071151 ter stri
sl+24: 0671470 0 01 nER‘Q‘'@'@'@‘@a
-number:

qumber: 0 0710 0 02322 @'@'@H@'@@dR
fpt:

fpt: 0376400 052150 064563 ? @‘@‘This
str2+4: 020151 071440 072150 062440 is the

_str2+12: 071545 061557 067144 020143 second ¢
Ssu2+20: 064141 071141 061564 062562 haracter
str2+28: 020163 072162 064556 063400 string@*

$nd:

$nd: 01 0140
data address not found

<b,10/2b3t"2cn

strl: 0124 0150 Th
0151 0163 is
040 0151 i
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0141 040
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0141 0162
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Figure10: Directory andinodedumps

adb dir —
=nt"Inode"t"Name"; 0,—17utidcn

Inode Name
0x0: 652

82 .

5971 cap.c

5323 cap

0 PP

adb /dev/root —
/dev/root — not in a.out format
02000>b
?m<b
$v
variables
b = 0x400
<b,—1?"flags"8ton"links,nid,gid"8t3bn"size"8tbrdn"addr"8t8un"times"8t2Y2na
0x400: flags 073145
links,uid,gid 0163 0164 0141
size 0162 10356
addr 28770 8236 25956 27766 25455 8236 25956 25206
times 1976 Feb S 08:34:56 1975 Dec 28 10:55:15

0x420: flags 024555
links,uid,gid 012 0163 0164
size 0162 25461
addr 8308 30050 8294 25130 15216 26890 29806 10784
times 1976 Aug 17 12:16:51 1976 Aug 17 12:16:51

0x440: flags 05173
links,uid,gid 011 0162 0145
size 0147 29545
addr 25972 8306 28265 8308 25642 15216 2314 25970
times 1977 Apr 2 08:58:01 1977 Feb 5 10:21:44
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6.11 AdbSummary

6.11.1 Command Summary

Formatted printing
?format print from x. ourfileaccording toformat
{formazr print from core file accordingtoformar
= format print the value of dor
wexpr writeexpressionintox.outfile
lwexpr writeexpressionintocore file

?lexpr locateexpressioninx.outfile

Breakpoint and program control
H set breakpoint at dot 3
HY continue running program !
H | delete breakpoint
*k kill the program being debugged
r run x.out file under adb control
s single step

Miscellaneous printing
$b print current breakpoints
Sc C stack trace
$e external variables
$Sm print adb segment maps
$q exit from adb
$r general registers

$s set offset for symbol match

Sv print adb variables

$Sw set output line width
Callingthe shell

i call sk (shell) to read rest of line }
Assignmenttovariables Py

>name assign dot to variable or register name
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6.11.2 Incomplete Format Summary
a the value of dot
b 1 byte in octal
c 1 byte as a character
d 1 word in decimal
i machine instruction
] 1 word in octal
n print a newline
r print a blank space
s a null tenminated character string .
nt move to next n space tab
u 1 word as unsigned integer
X 1 word in hexadecimal
X 2 words (1 longword) in hexadecimal
D 2 words (1 longword) in decimal
Y date
- backup dot
e print string
6.11.3 Expression Summary
Expressioncomponents

decimal integer e.g., 256
octal integer e.g., 0277
hexadecimal e.g., Oxff

symbols

e.g., flag 1main main.argc

variablese.g., <b
registers e.g., <pc <d0 <a0
(expression) expression grouping

Dyadic operators

TR+

add

subtract

multiply

integer division

bitwise and

bitwise or

round up to the next multiple

Monadic operators

3

not
contents of location
integer negation
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7.1 Introduction

This chapter describes the use of the XENIX assembler, named as, for the Motorola
MC68000 microprocessor. It is beyond the scope of this chapter to describe the
instruction set of the MC68000 or to discuss assembly language programming in
general. For information on these topics, refer to the ‘‘MC68000 16—Bit
Microprocessor User's Mamual’’, 3rd Edition, Englewood Cliffs: Prentice—Hall,
1982.

This chapter describesthe following:
—  Command Usage
—  SourceProgramFormat
—  SymbolsandExpressions
— InstructionsandAddressingModes
~=  AssemblerDirectives
—  OperationCodes
-  ErrorMessages

7.2 Command Usage

As can be invoked with one or more arguments. Except for option arguments, which
must appear first on the command line, arguments may appear in any order on the
command line. The source filename argument is traditionally named with an ”.s"
extension. Exceptasspecifiedbelow, flagsmay begrouped. Forexample

as —glo that.o this.s
willhavethe sameeffectas
as —g —1 —o that.o this.s

7.3  Invocation Options

The various optionsand theirfunctions aredescribedbelow:

—o relname The default output name is flename.o. This can be overridden by
giving as the —o flag and giving the new filename in the argument
followingthe —o. Forexample

as —o that.o this.s
assemblesthe sourcerhis. sand putsthe outputinthe filerhar.o.
-1 Bydefault, nooutputlisting isproduced. Alistingmaybeproducedby
giving the —1 flag. The listing filename extension is ““.L”’. The

filename forthe list file isbased ontheoutputfile. Sothe commandline
7-1
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as =1 —o output.x input.s
producesalisting named output. L.
—-e Bydefaul, all symbols gointothe symboltable of the a.ous(F) filethat

is produced by the assembler, including locals. If you want only
symbolsthatare defined as .globl or .comm tobeincluded, usethe—e

(externalsonly) flag.

-g By default, if a symbol isundefined inanassembly, an errorisflagged.
This may be changed with the —g flag. If this is done, undefined
symbols willbe interpreted as external.

-V By default, the a.out file is for XENIX version 3.0 systems; the

number 2or3 specifies which versiontheoutputisintendedfor.

7.4 Soﬁrce Program Format

Anas program consists of a seriesof statements, each of which occupies exactly one
line, i.e., a sequence of characters followed by the newline character. Form feed,
ASC1l <OONTROL~L>, also serves as a line tenminator. Continuation lines are not
allowed, and themaximum line lengthis 132 characters. However, several statements
may be on a single line, separated by semicolons. Remember though, that anything
after a comment character is considered a comment. The format of an as assembly
language statement is:

[tabel—fietd) [opcode [opermds] 1 commem]
Most of the fieldsmaybe omitted undercertaincircumstances. Inparticular:

1.  Blanklinesare permitted.

2.  Astatementmaycontainonly alabel field. Thelabel defined inthis ficldhas
the same value as if it were defined in the label field of the next statement in
theprogram. Asanexample, thetwostatements

name:
addl do,dl

areequivalent tothesingle statement
name: addl do,dl
3.  Alinemay consistofonly the comment field. Thetwostatements below are
allowed ascomments occupying fulllines:

| This is a comment field.
| So is this.

4. Mulkiple statements may be put on a line by separating them with a
semicolon (;). Remember, however, that anything after a comment
character(including statement separators)isacomment.

n general, blanks or tabs are allowed anywhere ina statement; that is, multiple blanks
re allowed in the operand field to separate symbols from operators. Blanks are

-2
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significant only whenthey occur in a character string (e.g., asthe operand of an .ascii
pseudo—op) or in a character constant. At least oneblank ortabmust appearbetween
the opcode andthe operand fieldof a statement.

74.1 Label Field

A label is a user—defined symbol that is assigned the value of the current location
counter, both of which are enteredinto the assembler’s symboltable. The valueofthe
labelisrelocatable.

A label is a symbolic means of referring to a specific location within a program. 1f
present, alabel always occurs first ina statement and must be terminated by acolon. A
maximum of ten labels may be defined by a single source statement. The collection of
label definitionsinastatementiscalled the‘label—field.””

The formatofalabel—fieldis:

symbol: [symbol:]
Examples:
start:
name: name2: | Multiple symbols
7%: | A local symbol (see below)

74.2 OpcodeField

The opcode field of an assembly language statement identifies the statement as eithera
machine instruction, or an assembler directive (pseudo—op). One ormore blanks (or
tabs) must separate the opcode field from the operand field ina statement. Noblanks
are necessary between the label and opcode fields, but they are recommended to
improvereadabilityof programs.

A machine instruction is indicated by an instruction mnemonic. Conventions used in
as for instruction mnemonics are describedinalater section, along with acomplete list
ofopcodes.

An assembler directive, or pseudo—op, performs some function duringtheassembly
process. It does notproduce any executable code, but it may assign space ina program
fordata.

Asiscase—sensitive. Operatorsand operandsmay onlybe lowercase.
74.3 Operand—Field

As makes a distinction between operand—field and operand. Several machine
instructions and assemblerdirective srequireone ormore arguments, andeach ofthese
is referredtoasan “‘operand”’. In general, an operand field consists of zero, one, or
two operands, and in all cases, operands are separated by a comma. In other words,
the formatforan operand—fieldis:

[operand [, operand]. . ]

The format of the operand field for machine instruction statements isthe same for all
7-3
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instructions. The format of the operand field for assembler directives depends on the
directiveitself.

7.4.4 Comment Ficld

The comment delimiter isthe verticalbar, ( | ), notthe semicolon, (;). The semicolonis
the statement separator. The comment field consists of all characters on a source line
following and including thecomment character. These characters are ignored by the
assembler. Any character may appear in the comment field, with the exception ofthe
new line character, which startsanewline.

7.5  Symbols and Expressions

This section describes the various components of as expressions: symbols, numbers,
terms, and expressions.

7.51 Symbols

Asymbolconsistsof 1 to32characters, withthe following restrictions:

1. Valid characters include A—Z, a—z, 0—9, period (.), underscore (), and
dollarsign ($).

2. Thefirstcharactermustnot be numeric, unlessthe symbolisalocalsymbol.

There is no limit to the size of symbols, except the practical issue of running out of
symbolmemory inthe assembler. However, be aware that the current C compiler only

generates eight —character symbol names, soasymbol greaterthan eight—characters
inlengththat you think is the same in both C and assembly may notmatch. Uppercase

and lowercase are distinct (e.g., ‘‘Name’’ and ‘‘name’’ are separate symbols). The

period (.) and dollar sign ($) characters are valid symbol characters, but they are
reserved for system software symbols such as system calls and should not appear in

user—defined symbols.

A symbol is said tobe *‘declared’’ when the assemblerrecognizes it as a symbol of the
program. A symbolissaidtobe ‘‘defined’’ whenavalueis associatedwithit. Withthe
exception of symbolsdeclaredby a .globl directive, all symbolsaredefined whenthey
are declared. A label symbol (whichrepresents an address in the program) may notbe
redefined; other symbols are allowed toreceivea new value.

Thereare several waystodeclarea symbol:
1. Asthelabelofastatement
2. Inadirectassignment statement
3. Asanexternal symbolviathe .globl directive

4.  Asacommonsymbol viathe .commdirective
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5. Asalocal symbol

7.5.1.1 Direct Assignment Statements
A direct assignment statement assigns the value of an arbitrary expression to a
specifiedsymbol. The formatof adirect assignment statement is:

symbol = [.symbal = ] ... expression

Examples of validdirectassignments are:

vect.size = 4

vectora = /ftfe

vectorb = vectora—vect size
CRLF = /0DOA

Any symbol defined by direct assignment may be redefined later in the program, in
which case its value is the result of the last such statement. A local symbol may be
defined by directassignment; alabel orregistersymbol may not be redefined.

Iftheexpression is absolute, thenthe symbolis also absolute, andmay be treated as a
constant in subsequent expressions. If the expression is relocatable, however, then
symbol is also relocatable, and is considered to be declared in the same program
section as the expression. See the discussion in a later section of absolute and
relocatableexpressions.

7.5.1.2 Register Symbols

Register symbols are symbols used torepresent machine registers. Register symbols
are usually used to indicate the register in the register field of a machine instruction.
Theregistersymbolsknowntotheassembleraregivenattheendofthischapter.

7.5.1.3 External Symbols

A programmay be assembled in separate modules, and then linkedtogetherto fonna
single program (see /d(CP)). External symbols may be defined in each of these
separate modules. A symbol that is declared (given a value) in one module may be
referenced inanother module by declaring the symbol tobe external inboth modules.
There are two forms of external symbols: those defined with the .globl directive and
those defined with the .comm directive. See Section 8.7.6 for more information on
thesedirectives.

7.5.1.4 Lacal Symbols

Local symbols provide a convenient means of generating labels for branch
instructions. Use of local symbols reduces the possibility of multiply—defined
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symbols in a program, and separates entry point symbols from local references, such
asthetopofaloop. Local symbolscannot bereferencedby other objectmodules.

Local symbolsare of the formn $ whererisanyinteger. Validlocal symbolsinclude:

273
3943

Alocal symbol isdefined and referenced only withina single local symbol block (Isb).
Anewlocal symbolblock isenteredwheneither:

1. Alabelisdeclared, or

2. Anewprogramsectionisentered.

There isno conflict betweenlocal symbolswith thesamename thatappearindifferent
local symbol blocks.

7.5.2 Assembly Location Connter

Theassembly locationcounteristheperiodcharacter (.); henceitsname “dot”’. When
used inthe operand field of any statement, dot representsthe address of thefirst byte of
the statement. Even in assembly directives, it represents the address of the start of the
directive. A dot appearing as the third argument in a .byte directive would have the
value of the address where the first byte was loaded; it is not updated ‘‘during’’ the
directive.

Forexample:

movl .,dl | load value of program counter into d1

At the beginning of each assembly pass, the assembler clears the location counter.
Normally, consecutive memory locations areassigned toeachbyte of generated code.
However, the location wherethe code is stored may be changedbya direct assignment
alteringthelocationcounter:

. = expression

This expression must not contain any forward references, must not change from one
pass to another, and must not have the effect of reducing the value of dot. Note that
setting dot to an absolute position may not have quite the effect you expect if you are
linking anas output file with other files, since dot ismaintainedrelativetothe origin of
the output file and not the resolved position in memory. Storage area may also be
reserved by advancing dot. For example, if the current value of dotis 1000, the direct
assignment statement:

TABLE: .=. + /100

wouldreserve 100 (hex) bytes of storage, with the address of the fir st byte asthe value
of TABLE. Thenextinstructionwouldbe storedataddress 1100. Notethat

.blkb 100
isasubstantially more readable way of doingthe samething.

The :p operator, discussed in a later section, allows you to assemble values that are
location—relative, both locally (within a module) and across module boundaries,
without explicitaddressarithmetic.

7-6
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7.5.3 Program Sections

As in XENIX, programs to as are divided into two sections: text and data. These
sectionsareinterpretedasinstruction spaceand initialized data space, respectively.

In the first pass of the assembly, as maintains a separate location counter for each
section. Thus, forcode likethe following:

text
LABEL}: movw dl,d2
.data
LABEL2: .word 27
Jext
LABEL3; addl d2,d1
data
LABELA: byte 4

LABELI willimmediately precedeLABEL3, andLABEL?2 willimmediatelyprecede
LABELA in the output. At the end of the first pass, as rearranges all the addresses so
that the sections will be output in the following order: text, then data. The resukting
output file is an executable image with all addresses correctly resolved, with the
exception of .comm variables and undefined .globl variables. For more information
onthe fonmat of theoutputfile, consulta. cut(F).

7.54 Constants

Allconstamtsare considered absolute quantities whenappearinginan expression.

7.5.4.1 Numeric Constants

Any symbol beginning withadigit is assumedtobe anumber, and willbe interpretedin
thedefaultdecimalradix. Individual numbersmay beevaluated inany ofthefive valid
radices: decimal, octal, hexadecimal, character, and binary. The default decimal
radix is only used on ‘‘bare’’ numbers, i.e., sequences of digits. Numbersmay be
represented in other radices as defined by the following table. The other three radices
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require aprefix:
[ Radix Pre | _Example
octal “(up—acrow)} | 17 equals iobase il
octal | O 017 equals15base 10.
hex {(slash) /AT equals 161 base 10.
hex Ox OxAl equals16] baselO.
char ? {quote) 'a equals97base 10.
char | ’(quote) "\n eqguals 10base 10.
binary | % (percent) %11011 | equals27base 10.

Letters in hex constants may be uppercase or lowercase; e.g. , /aa=/Aa=/AA=170.

1llegaldigits for a particularradix generate anermror (e.g., “018). WhiletheC character
constantsyntaxis supported,

you cannotdefine character constants with a number (e.g., "27) asthisismore easily
representedinoneofthe other formats.

7.5.5 Operators
Arn operator is either a unary operator requiring a single operand, or a binary operator
requiringtwooperands. Operatorsofeachtypeare describedbelow.

7.5.5.1 Unary Operators ’ ?

Therearethreeunaryoperatorsinas:

| Operator Funetion
i+ unary plus, has nocffect.

- unary minus,

ip program displacement

The*‘:p’’ operatorisasuffix that canbe applied toarelocatable expression. 1treplaces
thevalueoftheexpression withthe displacement of that value from the current location
(not dot). This is implemented with displacement relocation, so that it also works
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acrossmodules.

7.5.5.2 Binary Operators

Binary operatorsinclude:
Operator Description Example Value |
¥ Addition 3+4 7.
- Subtraction 3-4 —1.,0r/FFFF
- Multiplication 4*3 12.
/ Division 12/4 3.
| Logical OR %01101 | %00011 %01111
& Logical AND  %01101&%00011 %00001
- Remainder 573 2.

Each operatorisassumedto work on a 32—bit number. I fthe valueofaparticular term
occupiesonly 8or 16 bits, the sign bit isextended into thehighbyte.

Sometimeserrorsin expressionscanbe fixedby breakingthe expressionsintomultiple
statements using direct assignment statements.

7.5.6 Terms

Aterm isa componernt ofanexpression. Aterm may beone ofthe following:
1.  Anumberwhose32—bitvalueisused
2.  Asymbol

3. A term preceded by a unary operator. For example, both ‘‘term’’ and
““"term’ "’ may be considered terms. Multiple unary operators are allowed;
e.g. ‘‘+——+A’ hasthesamevalueas*‘A"".

7.5.7 Expressions

Expressions are combinations of terms joined together by binary operators. An
expressionisalways evaluatedtoa32—bit value. Iftheinstructioncalls for only 1 byte
(e.g.,.byte), thenthelow—order8bitsareused.

Expressions are evaluated left to right with no operator precedence. Thus
“l + 2 * 3" evaluatesto 9, not 7. Unary operators have precedence over binary
operators since they are considered part of a term, andboth terms of a binary operator
must beevaluatedbeforethebinary operator canbeapplied.

Amissing expression or term is interpretzd as having a valueof zero. Inthis case, the
following error message is generated:

Invalid Expression
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An “‘Invalid Operator’ error means that a valid end—of—line character or binary
operator was not detected afterthe assemblerprocessedaterm. Inparticular, thiserror
will be generated if an expression contains a symbol with an illegal character, orif an
incorrectcommentcharacter was used.

Aty expression, whenevaluated, iseither absolute, relocatable, orextemal:

1. Anexpressionisabsolute ifits valueisfixed. Absolute expressions are those
whose terms are constants, or symbols assigned constants with an
assignment statement. Also absolute is a relocatable expression minus a
relocatable term, where bothitemsbelongtothe same program section.

2.  Anexpressionis relocatable if its value is fixedrelative to a base address,
but will have an offset value whenit islinked, orloaded intocore. Alllabels
of a program defined in relocatable sections are relocatable terms, and any
expression that contains them must only add or subtract constants to their
value. For example, assume the symbol ‘“‘sym’’ was defined in a
relocatable section ofthe program. Thenthe following demonstratestheuse
ofrelocatable expressions:

sym Relocatable
sym+5 Relocatable
sym—'A  Relocatable
sym*2 Notrelocatable

2—sym Not relocatable, since the expression cannot be linked by
adding sym’soffsettoit.

sym—sym2 Absolute, since the offsets addedto sym and sym2 cancel each
otherout.

3.  An expression is ‘‘external’’ (i.e., or global) if it contains an external
symbol not defined in the current program. The same restrictions on
expressions containing relocatable symbols apply to expressions
containing external symbols.

An important exception is the expression sym—sym2 where both sym and
sym2 are external symbols. Expressionsofthiskindaredisallowed.

7.6  Instructions and Addressing Modes

Thissectiondescribesthe conventionsusedinasto specify instructionmnemonicsand
addressingmodes.

7.6.1 Instruction Mnemonics

The instructionmnemonicsusedbyasare described inthe MotorolaMC68000 User’s
Manual with a few variations. Most of the MC68000 instructions can apply to byte,
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word or tolong operands, thus in asthe normal instruction mnemonic is suffixed with
b, w, orl to indicate which length of operand was intended. For example, there are
threemnemonicsfortheadd instruction: addb, addw, andaddl.

Branch and call instructions come in 3 forms: the bra, jra, bsr and jbsr fonns may
only take alabel as argument. For the bra and bsr forms, the assembler will always
produce along (16—bit) pcrelative address. Forthe jraand jbsr fonms, the assembler
will produce the shortest form of binary it can. This may be 8—bit or 16—bit pc
relative, or 32—bit absolute. The 32—bit absolute is implemented for conditional
branches by inverting the sense of the condition and branching around a 32—bitjmp
instruction. The 32—bit form will be generated whenever the assembler can’t figure
out how far away the addressed location is; for example, branching to an undefined
symbolora calculated value suchasbranchingtoaconstantlocation.

7.6.2 Operand Addressing Modes

These effective addressingmodes specify the operand(s)of aninstruction. Fordetails
oftheeffective addressing modes, seethe “MC68000 User’s Manual. "’ Notealsothat
not all instructions allow all addressing modes. Details are given in the ‘M C68000
User’sManual "’ in Appendix Bunder the specificinstruction.

In the examples that follow, when two examples are given, the first example is based
on the assembly format suggested by Motorola. The second example is in what is

called ‘‘Register Transfer Language’* or RTL and is used to describe the register
transfersthat are occurring within themachine. It is provided forcompatibility. Either
syntax is accepted, andit is permissible to mix the two types of syntax within a module
oreven within a line when two effective address fields are allowed. Beware,however,

thata warning message willbe generated whentheassemblernotices suchamix.

Many of the effective address modes have other names, by which they maybe more
commonly known. In the following descriptions, this name appearsto the right of the
Motorola nameinparentheses.
DataRegister Direct

addl do,dl

AddressRegister Direct
addl a0,a0

AddressRegister Indirect (indirect)

addl (ao)ldl
addl a0@,dl1

AddressRegister Indirect With Postincrement(autoinc)

movl (a7)+,dl
movl a7@+,d1

Address Register Indirect With Predecrement(autodec)
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movl dl, —(@?)
movl di,a7@-
\ddress Register Indirect WithDisplacement(indexed)

This fonmincludesasigned 16—bitdisplacement. These displacementsmaybe
symbolic.

movl  12(a6),d!
movl  a6@(12),d1
iddressRegisterIndirect WithIndex(donble—indexed)

This form includes a signed 8—bit displacement and an indexregister. The size
oftheindexregisteris givenby following its specificationwitha *:w**ora““:1"".
Ifneitherisspecified, ‘“:1"’ isassumed.

movl 12(a6,d0:w),d!

movl a6@(12,d0:w),dl
.bsoluteShortAddress

movl xx:w,dl

.bsolute Long Address (absolute)

This isthe assumed addressing mode should the given value be a constant. This
is not true of branch and call instructions. Note also that the second example
hereisnotRTL syntax, butis providedonly becauseitisalsoallowed.

movl  xx,dl
movl  xx:l,dl
rogramCounter WithDisplacement(pcrelative)
Whenpcrelativeaddressingisused, suchas
pea name(pc)

theassembler will assemble a value thatisequalto ‘‘name—."*, wheredot(.)is
the position of the value, whether ‘‘name’” isinthe current module ornot. You
may also cause anexpressiontobepcrelative by suffixing it witha “:p*°.

movl 10(pc),dl
movl  pc@(10),dl

Notethatif a symbol appears in the above addressing mode (where the 10isin
the example), the symbol’ sdisplacement from the extension word will be used
intheinstruction.

‘ogram Counter WithIndex

jmp switchtab(pc,d0:1)
jmp pc@(switchtab,d0:1)
switchtab:

mmediateDate
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Note that this is the way to get immediate data. If a number is given with no
number sign (#), you get absolute addressing. This does not hold for jsr and
jmp instructions.

movl #47,dl1
jmp somewhere
moveq #7,dl

in the movem instruction’s register mask field, a special kind of immediate is
allowed: theregister list. Its syntax isas follows:

<reg |,reg|>

Here, regisanyregister name. Register names may be given in any order. The
assembler automatically takes care of reversing the mask for the auto—
decrementaddressingmode. Normalimmediatesare alsoallowed.

Assembler Directives
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The following assemblerdirectivesareavailableinas:

.ascii storescharacter strings

.8s5¢ciz stores null—appendedcharacter strings

.blkb

.blkw savesblocks ofbytes/words/longs

.blkl

.byte

.word storesbytes/words/longs

Jong

.end terminates programand identifies executionaddress|

.text Text program section

.data Data program section

.bss Bssprogram section

glob} declaresexternal symbols

.comm | declarescommunal symbols

.even forces location counterto next word boundary

7.17.1 .ascii .asciz

The .ascii directive translates character strings into their 7—bit ASClI (represented as
8—bit bytes) equivalents for use in the source program. The format of the .ascii
directiveisasfollows:

.ascii  "character—string”

where character—string contains any character valid in a character constant.
Obviously, a newline must not appear within the character string. (It can be
represented by the escape sequence ‘“\n”* asdescribed below). Thequotationmark (*)
is the delimiter character, which must not appear in the string unless preceded by a
backslash (\).

Thefollowing escape sequencesare also valid as singlecharacters:

X Value of X ]
\b <backspace >, hex 708 |
\t <tab>, hex /09
\n <newline>, hex /0A
¢ <form—feed>, hex /0C
e <return>, hex /0D
vinn | hex value of nnn

Several examplesfollow:

HexCode Generated: Statement:
226865 6C6C6F2074  .ascii"hellothere”
6865726522
7761 726E696E6720  .ascii "Warning—\007\007\n"
2D0707200A
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The .asciz directive is equivalent to the .ascii directive with a zero (null) byte
automatically inserted asthe final characterofthe string. Thus, whenalistortextstring
istobe printed, a search forthe null character.can terminate the string. Null terminated
strings areoftenused asargumentstoXENIX systemcalls.

7.7.2 -blkb.blkw .blki

The.blkb, .blkw, and .bkkl directives are usedto reserve blocks of storage: .blkb
reserves bytes, .blkwreserves wordsand. blklreserves longs.

The formatis:
label:] kb expression
lakel: blkw expression
Iabe1:1 .biki expression

where expression is the number of bytes or words toreserve. 1f noargumentis givena
valueof 1 is assumed. The expressionmust be absolute, anddefined during pass 1 (i.e.
no forward references).

This is equivalent to the statement *‘. =.+expression’’, but has a much more
transparent meaning.

7.17.3 .byte .word .long

The .byte, .word, and .jong directives are used to reserve bytes and words and to
initializethem with values.

The formatis:
label: .byte expression||, expression|. ..
label: .word expression||, expression).. .
| label; Jong expression||, expression). ..

The .byte directive reserves 1 byte for each expression in the operand field and
initializes the value of the byte to be the low—order byte of the corresponding
expression. Note that mukiple expressions must be separated by commas. A blank
expressionisinterpreted as zero, and noerror is generated.

Forexample,

.bytea,b,c,s reserves4 bytes.
.byte,,,, reservesS bytes, each with a value of zero.
.byte reserves | byte, witha value of zero.

The semantics for .word and .long are idertical, except that 16—bit or 32—bit words
arereservedand initialized. Be forewamned that the value of dot withinan expressionis
thatofthe beginningofthe statement, not of the valuebeing calculated.

7.7.4 end

The .enddirective indicatesthe physicalend of the source program. The formatis:
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.end
The.endisnotrequired; reaching theend of filehasthe same effect.

1.7.5 .text .data .bss

These statements change the ‘‘program section’ where assembled code will be
loaded.

7.7.6 .globl .comm

Two forms ofexternal symbols are defined with the .globland.comm directives.
External symbols are declared with the .globlassemblerdirective. The formatis:
.globl symbal[ , Symbol ]

For example, the following statements declare the array TABLE and the routine
SRCHtobe external symbols:

.globl TABLE, SRCH
TABLE: .blkw 10.
SRCH: movw TABLE,a0

External symbolsare only declaredtothe assembler. Theymust be defined (i.e., given
a value) in some other statement by one of the methods mentioned above. They need
not be defined in the current program; in this case they are flagged as “‘undefined’’ in
the symbol table. If they are undefined, they are considered to have a value of zeroin
expressions.

Itis generally a goodideato declare asymbol as.globl before using it in any way. This
is particularly important whendefining absolutes.

The other form of external symbol is defined with the .comm directive. The .comm
directive reserves storage that may be communally defined, i.e., defined mutually by
several modules. The link editor, & (CP) resolves allocation of .comm regions. The
syntax of the .commdirectiveis:

.COmm name constans —expression

which causes as to declare the name as a common symbol with a value equal to the
expression. Forthe rest of theassemblythis symbolwillbe treatedas thoughit werean
undefined global. As does not allocate storage for common symbols; thistask is left to
the loader. The loader computes the maximum size of each common symbol that may
appear in several load modules, allocates storage for itin the bss section, and resolves
linkages.

1.1.7 .even

Thisdirective advancesthelocationcounter if its current value is odd. Thisisuseful for
forcing storage allocation on a word boundary after a .byte or .ascii directive. Note
that many things may not be on an odd boundary in as, including instructions, and

wordandlongdata.
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7.8  Operation Codes

Belowareall opcodesrecognizedbyas:

abced bmi dbra movb e
addb bmis dbt movw w
addw bne dbvc  movl ns
addl bnes dbvs movemw  sbcd
addgb  bpl divs moveml scc
addqw  bpls divu  movepw  scs
addql  bra eord  movepl seq
addxb  bras eorw  moveq sf
addxw  bset eorl muls sge
addxl  bsr exg mulu sgt
andb bsrs extw nbcd shi
andw btst extl negb sle
andl bwve jbsr  negw sls
aslb bvcs jee negl st
aslw bvs jes negxb smi
asll bvss jeq negxw sne
asrb chk jge negxl spl
astw ckb jgt nop st
asrl clrw jhi notb stop
bee chrl jle notw subb
bees cmpb jls notl subw
bchg cmpw jit orb subl
belr cmpl jmi orw subgb
bes cmpmb  jmp  orl subqw
bess cmpmw  jne pea subgl
beq cmpml  jpl reset subxb
begs dbcc jra rob subxw
bge dbes jst rolw subxl
bges dbeq jve roll sve
bgt dbf jvs rorb svs
bgts dbge lea rorw swap
bhi dbgt link  rorl tas
bhis dbhi Islb roxlb trap
ble dble Islw  roxlw trapv
bles dbls Isll roxll tstb
bls dbht Isb  roxrb tstw
blss dbmi Isrw  roxrw tstl
bh dbne Istl roxrl unlk
blts dbpl

Thefollowing pscudooperations arerecognized:
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Lascii
.asciz
.blkb
bkl
blkw
.bss
byte
.comm
.data
.end
.even
.globl
.Jong
Jext
word

Thefollowing registersarerecognized:

d0dl1 d2 d3 d4d5d6d7
a0 al a2 a3 a4 a5 a6 a7
Sp pc cc ST

7.9  Error Messages

Ifthereareerrorsinanassembly, anerrormessage appearsonthe standard erroroutput
(usually the terminal) giving the type of error and the source line number. If an
assembly listing is requested, and there are errors, the error message appears before
the offending statement. If there were noassembly errors, thenthere arenomessages,
thus indicating a successful assembly. Some diagnostics are only warnings and the
assembly is successful despitethe warnings.

The common errorcodes andtheir probable causes, appearbelow:

Invalid character
An invalid character for a character constant or character string was
encountered.

Multiplydefinedsymbaol
A symbol has appeared twice as a label, or an attempt has been made to
redefine alabel using an= statement. Thiserrormessage may alsooccur
ifthe valueofa symbol changesbetweenpasses.

Offsettoolarge
Adisplacementcannot fitinthe space provided for by the instruction.

Invalid constant
Aninvaliddigit wasencountered inanumber.

Invalid term
The expression evaluator could not find a valid term that was either a
symbol, constant or expression. An invalid prefix to a number orabad
symbol name inanoperandwill generate this.
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Nonrelocatable expression
A required relocatable expression was not found as an operand. It was
not provided.

Invalidoperand
Anillegal addressing mode was givenforthe instruction.

Invalid symbol
A symbol was given that does not conform to the rules for symbol
formation.

Invalid assignment
Anattempt was madetoredefine alabelwithan = statement.

Invalid opcode
A symbol in the opcode field was not recognized as an instruction
mnemonicordirective.

Bad filename
Aninvalidfilename wasgiven.

Wrong number ofoperands
Aninswructionhaseithertoo few ortoomany operands asrequiredbythe
syntax of the instruction.

Invalid register expression
Anoperandor operand elementthat must be aregisterisnot, or aregister
name is used where it may not be used. For example, using an address
register in a moveq insiuction, which only allows data registers will
produce this error message; as will using aregistername as a label witha
brainstruction.

Odd address
Aninstructionordataitemthatmuststart atanevenaddress doesnot.

Inconsistent effectiveaddresssyntax
Bothassembly andRTL syntax appear withina single module.

Nonword memoryshift
Anin—memory shift instructionwasgivenasizeotherthan 16bits.
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Lex: A Lexical Analyzer

8.1 Introduction

Lex is a program generator designed for lexical processing of character input
streams. It accepts a high-level, problem-oriented specification for character
string matching, and produces a C program that recognizes regular
expressions. The regular expressions are specified by the user in the source
specifications given to lex. The lex code recognizes these expressions in an
input stream and partitions the input stream into strings matching the
expressions. At the boundaries between strings, program sections provided by
the user are executed. Thelex source file associates the regular expressionsand
the program fragments. As each expression appears in the input to the
program written by lex, the corresponding fragment isexecuted.

The user supplies the additional code needed to complete his tasks, including
code written by other generators. The program thatrecognizes the expressions
is generated in the from the user’s Cprogram fragments. Lex isnot a complete
language, but rather ageneratorrepresentinga new language feature added on
top of the C programming language.

Lex turnsthe user’s expressions and actions (called source in this chapter) into
a C program named yylez. The yylez program recognizes expressions in a
stream (called input in this chapter) and performs the specified actionsfor each
expression as it is detected.

Consider a program to delete from the input all blanks or tabs at the ends of
lines. The followinglines

%%
(\d+$

are all that is required. The program contains a %% delimiter to mark the
beginning of the rules, and one rule. This rule contains a regular expression
that matches one or more instances of the characters blank or tab (written \t
for visibility, in accordance with the C language convention) just prior to the
end of aline. The brackets indicate the character class made of blank and tab;
the + indicates one or more of the previous item; and the dollar sign ($)
indicates the end of the line. No action is specified, so the program generated by
lex will ignore these characters. Everything else will be copied. To change any
remaining string of blanks or tabs to a single blank, add another rule:

%%
[\t]+$ ;
[\t]+  printf(" ");

The finite automaton generated for this source scans for both rules at once,
observes at the termination of the string of blanksor tabs whether or not there
isanewline character, and then executesthedesiredrule’saction. The first rule
matches all strings of blanks or tabs at the end of lines, and the second rule
matchesallremainingstrings of blanks or tabs.
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Lex can beused alone for simple transformations, or for analysis and statistics
gathering on a lexical level. Lex can also be used with a parser generator to
perform the lexical analysis phase; it is especially easy to interface lex and
yacc. Lex programs recognize only regular expressions; yacc writes parsers
that accept a large class of context-free grammars, but that require a lower
level analyzer to recognize input tokens. Thus, a combination of lex and yacc
is often appropriate. When used as a preprocessor for a later parser generator,
lex is used to partition the input stream, and the parser generator assigns
structure to the resulting pieces. Additional programs, written by other
generators or by hand, can be added easily to programs written by lex. Yacc
users will realize that the name yylezis what yacc expectsits lexical analyzer to
be named, so that the use of thisname by lex simplifies interfacing.

Lex generates a deterministic finite automaton from the regular expressionsin
the source. The automaton is interpreted, rather than compiled, in order to
save space. The resultisstilla fast analyzer. In particular, the time taken by a
lex program to recognize and partition an input stream is proportional to the
length of the input. The number of lex rules or the complexity of the rulesisnot
important in determining speed, unless rules which include forward context
require a significant amount of rescanning. What does increase with the
number and complexity of rules is the size of the finite automaton, and
therefore the size of the program generated by lex.

Intheprogramwrittenby lex, the user’s fragments (representing the actionsto
be performed as each regular expression is found) are gathered as cases of a
switch. The automaton interpreter directs the control flow. Opportunity is
provided for the user to insert either declarations or additional statements in
the routine containing the actions, or to add subroutines outside this action
routine.

Lex is not limited to source that can be interpreted on the basis of one
characterlookahead. Forexample, ifthere are tworules, one lookingfor ¢band
another for abcedefg, and the input stream is abedefk, lex will recognize aband
leave the input pointer just before ¢d. Such backup is more costly than the
processing of simpler languages.

8.2 Lex Source Format
The general format of lex sourceis:

{definitions}
%%

{rules}

%%

{user subroutines}
where the definitions and the user subroutines are often omitted. The second

%% is optional, but the first is required to mark the beginning of the rules. The
absolute minimum lex program is thus
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%%

(no definitions, no rules) which translates into a program that copies the input
to the output unchanged.

In the lex programformat shown above, the rules represent the user’s control
decisions. They make up a table in which the left column contains regular
expressions and the right column contains actions, program fragments to be
executed when the expressions are recognized. Thus the following individual
rule might appear:

integer printf("found keyword INT");
Thislooks for thestring integerintheinputstreamand printsthe message
found keyword INT

whenever it appears in the input text. In this example the C library function
printf() is used to print the string. The end of the lex regular expression is
indicated by the first blank or tab character. If the action is merely a single C
expression, it can be given on the right side of the line; if it is compound, or takes
more than a line, it should be enclosed in braces. As a slightly more useful
example, suppose it is desired to change a number of words from British to
American spelling. Lex rules such as

colour printf(” color”);
mechanise printf("mechanize”);
petrol printf("gas");

would be a start. These rules are not quite enough, since the word petroleum
would become gaseum; a way of dealing with such problems is described in a
later section.
8.3 Lex Regular Expressions
A regular expression specifies a set of strings to be matched. It contains text
characters (that match the corresponding characters in the strings being
compared) and operator characters (these specify repetitions, choices, and
other features). The letters of the alphabet and the digits are always text
characters. Thus, theregularexpression

integer
matches the string integer wherever it appears and the expression

ad7D

looks for the string a57D.
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The operator charactersare

"N+ ()8/{} B <>

If any of these characters are to be used literally, they needed to be quoted
individually with a backslash () or as a group within quotation marks (" ).
The quotation mark operator (") indicates that whatever is contained between
apair of quotation marks is to be taken astext characters. Thus

xyz" ++”
matches the string zyz++ when it appears. Note that a part of a string may be
quoted. It is harmless but unnecessary to quote an ordinary text character; the
expression

"xyz++"
is the same as the one above. Thus by quoting every nonalphanumeric
character being used as a text character, you need not memorize the abovelist

of current operator characters.

An operator character may also be turned into a text character by preceding it
with abackslash (\)asin

xyz\+\+
which is another, less readable, equivalent of the above expressions. The
quoting mechanism can also be used to get a blank into an expression; normally,
as explained above, blanks or tabs end a rule. Any blank character not
contained within brackets must be quoted. Several normal C escapes with the
backslash (\ ) arerecognized:
\n newline
\t tab
\b  backspace
\\ backslash
Since newline isillegal in an expression, a \n must be used; it is not required to
escape tab and backspace. Every character but blank, tab, newline and the list
aboveisalwaysatextcharacter.
8.4 Invoking lez
There are two steps in compiling a lex source program. First, the lex source

must be turned into a generated program in the host general purpose language.
Then this program must be compiled and loaded, usually with a library of lex
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subroutines. The generated program is in a file named lex.yy.c. The 1/0
library is defined in terms of the Cstandardlibrary.

The library is accessed by the loader flag -I. So an appropriate set of
commands is

lex source
cc lex.yy.c -l

The resulting program is placed on the usual file a.out for later execution. To
use lex with yacc see the section “Lex and Yacc” in this chapter and Chapter 9,
“Yacc: A Compiler-Compiler”””. Although the default lex I/O routinesuse the
C standard library, the lex automata themselves do not do so. If private
versionsof input, output, and unput are given, thelibrary can be avoided.

8.5 Specifying Character Classes

Classes of characters can be specified using brackets: [and]. The construction
[abe]

matches a single character, which may be a, b, or ¢. Within square brackets,

most operator meanings are ignored. Only three characters are special: these

are the backslash (\), the dash (-), and the caret (). The dash character
indicatesranges. For example

[2-20-9<>_]

indicates the character class containing all the lowercase letters, the digits, the
angle brackets, and underline. Ranges may be given in either order. Usingthe
dash between any pair of characters that are not both uppercase letters, both
lowercase letters, or both digits is implementation dependent and causes a
warning message. If it is desired to include the dash in a character class, it
should be first or last; thus

[-+0-9]
matchesall the digitsand the plus and minus signs.
In character classes, the caret (") operator must appear as the first character
after the left bracket; it indicates that the resulting string is to be
complemented with respect to the computer character set. Thus

[*abe]

matches all characters except ¢, b, or ¢, including all special or control
characters; or
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[*a-zA-Z)
is any character which is not a letter. The backslash () provides an escape
mechanism within character class brackets, so that characters can be entered
literally by preceding them with this character.
8.8 Specifying an Arbitrary Character
To match almost any character, the period (.) designates the class of all
characters except a newline. Escaping into octal is possible although
nonportable. For example

[\40-\176)
matches all printable characters in the ASCIHl character set, from octal 40
(blank) to octal 176 (tilde).
8.7 Specifying Optional Expressions

The question mark (?) operator indicates an optional element of an expression.
Thus

ab?c
matches either ac or abc. Note that the meaning of the question mark here
differsfromits meaningin theshell.
8.8 Specifying Repeated Expressions

Repetitions of classes are indicated by the asterisk (*) and plus (+) operators.
For example

ax

matches any number of consecutive @ characters, including zero; while a+
matches one or more instances of . For example,

|a-2z]+
matches allstrings of lowercase letters, and
[A-Za-z]|A-Za-20-9]«

matches all alphanumeric strings with a leading alphabetic character; thisisa
typical expression for recognizing identifiers in computer languages.
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8.9 Specifying Alternation and Grouping
The vertical bar (| ) operator indicates alternation. For example
(abled)

matcheseither abor c¢d. Note that parenthesesare used for grouping, although
they are not necessary at the outside level. For example

abjed

would have sufficed in the precedingexample. Parentheses should be used for
more complex expressions, such as

(ablcd+)?(ef)*

which matches such strings as abeef, efefef, cdef, and cddd, but not abe, abed,
or abcdef.

8.10 Specifying Context Sensitivity

Lex recognizes a small amount of surrounding context. The two simplest
operators for this are the caret ( * ) and the dollar sign ($). If the first character
of an expression is a caret, then the expressionisonly matched at the beginning
of a line (after a newline character, or at the beginning of the input stream).
This can never conflict with the other meaning of the caret, complementation
of character classes, since complementation only applies within brackets. If the
very last character is dollar sign, the expression only matched at the end of a
line (when immediately followed by newline). The latter operator is a special
case of the slash (/) operator, whichindicatestrailing context. Theexpression

ab/cd
matches the string ab, but only if followed by ¢d. Thus
ab$

isthesameas

ab/\n

Left context is handled in lex by specifying start conditions as explained in the
section ‘‘Specifying Left Context Sensitivity”. If a rule is only to be executed
when the lex automaton interpreter isin start condition z, the rule should be
enclosedin angle brackets:

<x>
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If we considered being at the beginning of alineto bestartcondition ONE, then
the caret ( * ) operator would be equivalent to

<ONE>

Start conditions are explained more fully later.

8.11 Specifying Expression Repetition

The curly braces({ and }) specify either repetitions (if theyenclose numbers) or
definition expansion (if they enclose aname). For example

{digit}

looks for a predefined string named dsigit and inserts it at that point in the
expression.

8.12 Specifying Definitions

The definitions are given in the first part of thelex input, before the rules, In
contrast,

a{1,5}
looks for 1 to Soccurrencesof thecharacter a.

Finally, an initial percent sign ( %) is special, since it is the separator for lex
source segments.

8.13 Specifying Actions

When an expression is matched by a pattern of text in the input, lex executes
the corresponding action. This section describes some featuresof lex which aid
in writing actions. Note that there is a default action, which consistsof copying
the input to the output. Thisis performed on allstrings not otherwise matched.
Thus the lex user who wishestoabsorb the entireinput, without producing any
output, must provide rules to match everything. When lex is being used with
yace, this is the normal situation. You may consider that actions are what is
done instead of copying the input to the output; thus, in general, a rule which
merely copies can be omitted.

Oneof thesimplestthingsthat canbe done is to ignore the input. Specifyinga C
null statement ; as an action causes this result. A frequent rule is

[\t\n]

which causes the three spacing characters (blank, tab, and newline) to be
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ignored.

Anothereasy way toavoid writing actionsis to-use the repeat action character,
|, which indicates that the actionfor thisruleis the actionfor the next rule. The
previousexample could alsohave been written

nn |

"\t |

n\nn ;
with the same result, although in adifferentstyle. The quotesaround \nand \¢
are notrequired.

In more complex actions, you often want to know the actual text that matched
some expression like:

[a-z]+

Lex leaves this text in an external character array named yytezt. Thus, to
print the name found, a rulelike

[a-z]+  printf(" %s", yytext);

prints the string in yytezt. The C function printfaccepts a format argument
and data to be printed; in this case, the format is print stringwhere the percent
sign (%) indicates data conversion, and the sindicate string type, and the data
are the characters in yytezt. So this just places the matched string on the
output. Thisactionisso common that it may be writtenasECHO. For example

[a-z]+ ECHO;
is the same as the preceding example. Since the default action is just to print
the characters found, one might ask why give a rule, like this one, which merely
specifies the default action? Such rules are often required to avoid matching
some other rule that is not desired. For example, if there is arule that matches

readit willnormally match theinstancesof read containedin dreador readjuet;
toavoidthis,aruleof the form

[a-z]+
isneeded. Thisis explained further below.
Sometimesit is more convenient toknow the end of what hasbeenfound; hence
lex also provides a count of the number of characters matched in the variable,
yyleng. To count both the number of words and the number of characters in
words in the input, you might write

[a-zA-Z)+ {words++; chars += yyleng;}

which accumulates in the variables cAars the number of charactersin the words
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recognized. Thelast character in the string matched can be accessed with:

yytext[yyleng-1]

Occasionally, a lex action may decide that a rule hasnotrecognized the correct
span of characters. Two routines are provided to aid with thissituation. First,
yymore() can be called to indicate that the next input expression recognized is
to be tacked on to the end of this input. Normally, the next input string will
overwrite the current entry in yytezt. Second, yyless(n) may be called to
indicate that not all the characters matched by the currently successful
expression are wanted right now. The argument n indicates the number of
characters in yytezt to beretained. Further characters previously matched are
returned to the input. Thisprovides the same sort of lookahead offered by the
slash (/) operator, butin a different form.

For example, consider a language that defines a string as a set of characters
between quotation marks ("), and provides that to include a quotation mark in
a string, it must be preceded by a backslash (\). The regular expression that
matchesthisissomewhat confusing, so thatit might be preferable to write

Vi f
if (yytext[yyleng-1] == "\\)
yymore();
else
... normal user processing

which, when faced with a string such as
"abc\"def”
willfirstmatch the five characters
"abc\
and then the call to yymore() will cause the next part of thestring,

"def

to be tacked on the end. Note that the final quotation mark terminating the
stringshould be picked up inthe codelabeled normal processing.

The function yyless() might be used to reprocess text in various circumstances.
Consider the problem in the older C syntax of distinguishing the ambiguity of
=-a. Suppose it is desired to treat this as =- aand to print a message. A rule
might be

S
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=-[a-zA-Z]
printf(”Operator (=-) ambiguous\n” );
yyless(yyleng-1);
.. action for =- ...

which prints a message, returns the letter after the operator to the input
stream, and treats the operator as =—.

Alternatively it might be desired to treat this as = —a. To do this, just return
the minus sign as well as the letter to the input. The following performs the
interpretation:

=-(a-zA-Z]
printf("Operator (=-) ambiguous\n”);
yyless(yyleng-2);
... action for = ...

}

Note that the expressionsfor the two cases might more easily be written
=-/[A-Za-z)
in the first case and
=/-[A-Za-z]
in the second: no backup would be required in the rule action. It is not
necessary to recognize the whole identifier to observe the ambiguity. The
possibility of =-8,however, makes
=-/[" \t\n]
astillbetter rule.
In addition to these routines, lex also permits access to the I/O routines it uses.
They include:
1. input() which returns the nextinput character;

2. output(c) which writesthe character contheoutput;and

3. unput(c) which pushes the character ¢ back onto the input stream to
bereadlaterby input().

By default these routines are provided as macro definitions, but the user can
override them and supply private versions. These routines define the
relationship between external files and internal characters, and must all be
retained or modified consistently. They may be redefined, to cause input or
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output to be transmitted to or from strange places, including other programs
or internal memory; but the character set used must be consistent in all
routines; a value of zero returned by input must mean end-of-file; and the
relationship between unput and input must be retained or the lookahead will
not work. Liex does not look ahead at all if it does not have to, but every rule
“containing a slash (/) or ending in one of the following characters implies
lookahead:

+ *?7¢

Lookahead is also necessary to match an expression that is a prefix of another
expression. See below for a discussion of the character set used by lex. The
standard lex library imposesa 100 character limit on backup.

Another lex library routine that you sometimes want to redefine is yywrap()
which is called whenever lex reaches an end-of-file. If yywrapreturnsa 1, lex
continues with the normal wrapup on end of input. Sometimes, however, it is
convenient to arrange for more input to arrive from a newsource. In this case,
the user should provide a yywrap that arranges for new input and returns 0.
Thisinstructs lex to continue processing. Thedefault yywrepalwaysreturns1.
This routine is also a convenient place to print tables, summaries, ete. at the
end of a program. Note that it is not possible to write a normal rule that
recognizes end-of-file; the only access to this condition is through yywrap(). In
fact, unless a private version of input() is supplied a file containing nulls cannot
be handled, since a value of 0 returned by inputistaken to be end-of-file.

8.14 Handling Ambiguous Source Rules

Lex can handle ambiguousspecifications. When more than one expression can
match the current input, lex choosesas follows:

» Thelongest match is preferred.

+ Among rules that match the same number of characters, the first
givenruleispreferred.

For example, suppose the following rules are given:

integer keyword action ...;
[a-z]+  identifier action ...;

If the input is integers, it istaken as an identifier, because
[a-z]+

matches 8 characters while
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integer

matches only 7. If the input is fnteger, both rules match 7 characters, and the
keyword rule is selected because it was given first. Anything shorter (e.g.,int)
does not match the expression integer, so the identifier interpretation is used.

The principle of preferring the longest match makes certain constructions
dangerous, such as the following:

K J

Forexample
!“1
might seem a good way of recognizing a string in single quotes. But it is an

invitation for the programto read far ahead, lookingfor a distantsingle quote.
Presented with theinput

first” quoted string here, ‘second” here
the above expression matches
‘first* quoted string here, ‘second’

which is probably not what was wanted. A better rule isofthe form
[ \n]#

which, on the above input, stops after first’. The consequences of errors like
this are mitigated by the fact that the dot (.) operator does not match a
newline. Therefore, no more than one line is ever matched by such expressions.
Don't try to defeat this with expressions like

[-\n]+

or their equivalents: the lex generated program willtry to read the entire input
file, causing internal buffer overflows.

Note that lex is normally partitioning the input stream, not searching for all
possible matches of each expression. This means that each character is
accounted for once and only once. For example, suppose it is desired to count
occurrences of both ske and ke in an input text. Some lex rulesto do this might
be

she s++;
he h++;
\n I

1
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where the last tworulesignore everything besides he and eke. Remember that
the period (.) does not include the newline. Since she includes ke, lex will
normally not recognize the instances of ke included in she, since once it has
passed a she those charactersare gone.

Sometimes the user would like to override this choice. The action REJECT
means go do the next alternative. It causes whatever rule was second choice
after the current rule to be executed. The position of the input pointer is
adjusted accordingly. Suppose the user really wants to count the included
instancesof ke:

she {s++; REJECT;}
he {h++; REJECT;}
\n |

'

These rules are one way of changing the previous example to do just that. After
counting each expression, it is rejected; whenever appropriate, the other
expression will then be counted. In thisexample, of course, the user could note
that eke includes ke, but not vice versa, and omit the REJECT action on ke; in
other cases, however, it would not be possible to tell which input characters
were in both classes.

Consider the two rules

be
cd

a|
al

+ {..; REJECT;
+ {..;REJECT;

If the input is ab, only the first rule matches, and on adonly the second matches.
The input string aceb matches the first rule for four characters and then the
second rule for three characters. In contrast, the input aced agrees with the
second rule forfour charactersand then the first rule for three.

In general, REJECT isuseful whenever the purpose of lex is not to partition the
input stream but to detect all examples of some items in the input, and the
instances of these items may overlap or include each other. Suppose a digram
table of the input is desired; normally the digrams overlap, thatis the word the
is considered to contain both tk and he. Assuming a two-dimensional array
named digram to be incremented, the appropriate source is

%%
[2-2][a-2] :{digram[yytext[O]][yytext[l]]++; REJECT;}

\n ;

where the REJECT is necessary to pick up a letter pair beginning at every
character, rather than at every other character.

Remember that REJECT does not rescan the input. Instead it remembers the
results of the previous scan. This means that if a rule with trailing context is
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found, and REJECT executed, you must not have used unput to change the
characters forthcoming from the input stream. This is the only restriction to
ability to manipulate the not-yet-processed input.

8.15 Specifying Left Context Sensitivity

Sometimes it is desirable to have several sets of lexical rules to be applied at
different times in the input. For example, a compiler preprocessor might
distinguish preprocessor statements and analyze them differently from
ordinary statements. This requires sensitivity to prior context, and there are
several ways of handling such problems. The caret (") operator, for example, is
a prior context operator, recognizing immediately preceding left context just as
the dollar sign ($) recognizes immediately following right context. Adjacent
left context could be extended, to produce afacility similar tothatfor adjacent
right context, but it is unlikely to be as useful, since often the relevant left
context appeared some time earlier, such as at the beginning of a line.

Thissection describes three meansof dealing with different environments:

1. The use of flags, when only a few rules change from one environment
to another

2. The use of start conditions with rules
3.  The use multiple lexical analyzers running together.

In each case, there are rules that recognize the need to change the environment
in which the following input text is analyzed, and set some parameter to reflect
the change. This may be a flag explicitly tested by the user’saction code; such a
flag is the simplest way of dealing with the problem, since lex is not involved at
all. It may be more convenient, however, to have lex remember the flags as
initial conditions on the rules. Any rule may be associated with a start
condition. It will only be recognized when lex is in that start condition. The
current start condition may be changed at any time. Finally, ifthesetsofrules
for the different environments are very dissimilar, clarity may be best achieved
by writing several distinct lexical analyzers, and switching from one to another
as desired.

Consider the following problem: copy the input to the output, changing the
word magicto firstoneverylinethat began with the letter a, changing magicto
second on every line that began with the letter b, and changing magic to third
onevery line that began with the letter ¢. All other words and all other lines are
left unchanged.

These rulesare so simple that the easiest way to do this jobiswith aflag:
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int flag;

%%

“a {flag = 2, ECHO;}

b {flag = b ECHO;}

"¢ {flag = c; ECHO;}

\n {flag = 0; ECHO;}

magic
switch (flag)
case ‘a”: printf("first”); break;
case b printf("second”); break;
case ‘c’: printf(”third”); break;
default: ECHO; break;

}
}

should be adequate.

To handle the same problem with start conditions, each start condition must be
introduced tolex in the definitions section witha line reading

%Start namel name2 ...
where the conditions may be named in any order. The word Start may be
abbreviated to s or S. The conditions may be referenced at the head of a rule
withanglebrackets. For example

<namel>expression

is a rule that is only recognized when lex is in the start condition namel. To
enter a start condition, execute the action statement

BEGIN namel;
which changesthe start conditionto name 1. Toreturntothe initial state
BEGIN 0;

resets the initial condition of the lex automaton interpreter. A rule may be
active in several start conditions; for example:

<namel,name2,name3 >

is a legal prefix. Any rule not beginning with the <> prefix operator is always
active.

The same example as before can be written:
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%START AA BB CC

%%

‘a {ECHO; BEGIN AA;}
‘b {ECHO; BEGIN BB;}
¢ ECHO; BEGIN CC;}
\n {ECHO; BEGIN 0;}

<AA>magic printf(” first”);
<BB>magic printf("second”);
< CC>magic printf("third");

where the logic is exactly the same as in the previous method of handling the
problem, but lex doesthe work rather than the user's code.

8.18 Specifying Source Definitions
Remember the format of the lex source:

{definitions}
%%

{rules}

%%

{user routines}

So far only the rules have been described. You will need additional options,
though, to define variables for use in your program and for use by lex. These
can goeither in the definitionssection or in the rulessection.

Remember that lex is turning the rules into a program. Any source not
intercepted by lex is copied into the generated program. There are three classes
of such things:

1. Any line that is not part of a lex rule or action which begins with a
blank or tab is copied into the lex generated program. Such source
input prior to the first %% delimiter will be external to any function
in the code; if it appearsimmediately after the first %%, it appearsin
an appropriate place for declarations in the function written by lex
which contains the actions. This material must look like program
fragments, and should precede the first lex rule.

As a side effect of the above, lines that begin with a blank or tab, and
which contain a comment, are passed through to the generated
program. This can be used to include comments in either the lex
source or the generated code. The comments should follow the
conventionsofthe Clanguage.

2. Anythingincluded between lines containingonly %{ and %} is copied

out as above. The delimiters are discarded. This format permits
entering text like preprocessor statements that must begin in column
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1, or copying linesthatdonotlook like programs.

3. Anything after the third %% delimiter, regardless of formats, is
copied out after the lex output.

Definitionsintended for lex are givenbefore the first %% delimiter. Any line in
this section not contained between %{ and %}, and beginning in column 1, is
assumed to define lex substitution strings. The format of such linesis

name translation

and it causes the string given as a translation to be associated with the name.
The name and translation must be separated by at least one blank or tab, and
the name must beginwithaletter. The translation can then be called out by the
{name} syntax in a rule. Using {D} for the digits and {E} for an exponent field,
forexample, mightabbreviate rules torecognize numbers:

D 0-9)

E Ede]|- +]1{D}+

%%

{D}+ printf("integer”);
Dy opEy |

D} 7 DJ+(ENT | ,

{D}+{E printf("real”);

Note the first two rules for real numbers; both require a decimal point and
contain an optional exponent field, but the first requires at least one digit before
the decimal point and the second requires at least one digit after the decimal
point. To correctly handle the problem posed by a FORTRAN expression such
as 95.EQ./, which does not contain a real number, a context-sensitive rule such
as

[0-9]+/"."EQ printf("integer”);
could be used in addition tothe normalrulefor integers.

The definitions section may also contain other commands, including a
character set table, a list of start conditions, or adjustments to the default size
of arrays within lex itself for larger source programs. These possibilities are
discussed in the section “Source Format”.

8.17 Lex and Yacc

If you want to use Jex with yacc, note that what lex writes isa program named
yylez(), the name required by yacc for its unalyzer. Normally, the default main
program on the lex library calls this routin~, but if yacc is loaded, and its main
program is used, yacc will call gylez{). In this case, each lex rule should end
with
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return(token);

where the appropriate token value is returned. An easy way to get access to
yacc’s names for tokens is to compile the lex output file as part of the yacc
outputfile by placing the line

# include "lex.yy.c”

in the lastsection of yacc input. Supposingthe grammar to benamed good and
the lexical rules to be named bette rthe XENIX command sequence can just be:

yacc good
lex better
cc y.tab.c -ly -l

The yacc library (-ly) should be loaded before the lex library, to obtain a main
program which invokes the yacc parser. The generation of lex and yacc
programs can be done ineither order.

As a trivial problem, consider copying an input file while adding 3 to every
positive number divisible by 7. Here is asuitable lex source programto do just
that:

%%
int k;

o-9)+ {
k = atoi(yytext);
if (k%7 == 0)

printf("%d”, k+3);
else
printf(*%d” k);

The rule [0-9]+ recognizes strings of digits; atoi() converts the digits tobinary
and stores the result in k. The remainder operator (%) is used to check whether
k is divisible by 7; if it is, it is incremented by 3 as it is written out. It may be
objected that this program will alter such input items as 49.63 or X7.
Furthermore, it incrementsthe absolute value of all negative numbers divisible
by 7. Toavoid this, just add a few more rules after the active one, ashere:

%%
int k;
-?[0-9)+ {
k = atoi(yytext);
printf("%d”, k%7 == 0 ? k+3 : k);

}
-1[0-9.+ ECHO;
[A-Za-z]|A-Za-20-9)+ ECHO;

Numerical strings containing a decimal point or preceded by a letter will be
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picked up by one of the last two rules, and not changed. The if-else has been
replaced by a C conditional expression tosavespace; the form a?b:c means: if a
then belsec.

For an example of statistics gathering, here is a program which makes
histogramsof word lengths, where a word is defined as astring of letters.

int lengs[100];
%%
[a-z}+ lengslyyleng]++;
|

Yo
%'ywrap()

int i;
printf("Length No. words\n");
for(i=0; i<100; i++)
if (lengs[i] > 0)
printf(" %5d%10d\n",i,lengs]i]};
return(1);

This program accumulates the histogram, while producing no output. At the }
end of the input it prints the table. The final statement return(1); indicates
that lex is to perform wrapup. If yywrap() returns zero (false) it implies that

further input is available and the program is to continue reading and

processing. To provide a yywrap() that never returns true causes an infinite

loop.

As a larger example, here are some parts of a program written to convert
double precision FORTRAN to single precision FORTRAN. Because FORTRAN
does not distinguish between upper- and lowercase letters, this routine begins
by defining a set of classesincluding both cases of each letter:

a aA
b bB
c [eC]
2 izZ]
An additional class recognizes white space: e )
w [\t]s

The first rule changes double precieion to real, or DOUBLE PRECISION to
REAL.
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{d}{O}{U}{b}{l}{e}{W}{P}{f}{e}{c}{ }{5}{ Ho}n} {
]))rmtf(yyt,extIO] 2

Care is taken throughout this program to preserve the case of the original
program. The conditional operator is used to select the proper form of the
keyword. The nextrulecopiescontinuation card indications toavoid confusing
them with constants:

ST ) ECHO;

In the regular expression, the quotes surround the blanks. It isinterpreted as
beginning of line, then five blanks, then anything but blank or zero.” Note the
two different meaningsof the caret (*) here. There follow some rules to change
double precision constants to ordinary floating constants.

] {W}{d}{W} [+-]7{W}[0-9)+

e
i "{W}lo-9]+{W {d}{W) 0-9

' convert constants t

for(? yytext; *p l= o p++)

if (+p == 'd" || +p == D)
‘p+_ el ”
ECHO;
}

After the floating point constant is recognized, it is scanned by the for loop to
find the letter “‘d” or ““D”. The program then adds ‘“’ e’ -/ d’ ”* which converts it
to the next letter of the alphabet. The modified constant, now single precision,
is written out again. There follow a series of names which must be respelled to
remove their initial “‘d”. By using the array yytezt the same action suffices for
all the names (only a sample of arather long list is given here).

{dHsH{i}{n}
Id}{c}{o}{s}
dis}{aH{r}{¢} |
{dH{altH{aH{n} |

(dHBo}a){(t}  printf("%s" yytext+1);

Another list of names must haveinitial dchanged toinitial a:
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!
ol{ghto |
m{a}(x}1 {

yytext[0] += a’- ‘d";
ECHO;

}

And one routine must have initial d changed to initial r:

{d}1{m}{a}{c}{h} {
yytext[0] 4= T - ‘d%
) ECHO;

To avoid such names as dsinz being detected as instances of dsin, some final
rules pick up longer words asidentifiers and copy some surviving characters:

[A-Za-z][A-Za-z0-9]* |
0-9]+ |

n I
ECHO;

Note that this program is not complete; it does not deal with the spacing
problemsin FORTRAN or with the use of keywords as identifiers.

8.18 Specifying Character Sets

The programs generated by lex handle character I/O only through the
routines input, output, and unput. Thus the characterrepresentation provided
in these routines is accepted by lex and employed to return valuesin yytezt.
For internal use a character is represented as a small integer which, if the
standard library is used, has avalueequal to the integer valueof the bit pattern
representing the character on the host computer. Normally, the letter a is
represented as the same form as the character constant:

o

2
If this interpretation is changed, by providing I/O routines which translate the
characters, lex must be told about it, by giving a translation table. This table
must be in the definitions section, and must be bracketed by lines containing
only %ZT. Thetable contains lines of the form

{integer} {character string}

which indicate the value associated with each character. For example:

8-22

S



Lex: A Lexical Analyzer

%T

1 Aa

2 Bb
26 Zz
27 \n
28 +
29 .
30 0
31 1
39 9
%T

Thistable maps the lowercase and uppercase letterstogether into the integers 1
through 26, newline into 27, plus (+) and minus (-) into 28 and 29, and the digits
into 30 through 39. Note the escape for newline. If a table is supplied, every
character that is to appear either in the rules or in any valid input must be
included in the table. No character may be assigned the number 0, and no
character may be assigned a larger number than the size of the hardware
character set.

8.19 Source Format

The general form of alex source file is:

{definitions}

{rules}
%%
{user subroutines}

The definitions section contains a combination of

1.  Definitions,intheform “name space translation”
2. Included code, in theform “space code”
3. Included code,intheform

%

code

%}

4.  Start conditions, givenin theform

%S namel name?2 ...
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5. Charactersettables, in theform

%T
number space character-string

%T
6. Changestointernalarray sizes, intheform
%x nnn

where nnnisa decimal integer representing anarray size and zselects
the parameter as follows:

Letter Parameter

positions

states

tree nodes

transitions

packed character classes
output array size

o x® o oo

Linesin the rulessection have the form:
ezpreseion action

where the action may be continued on succeeding lines by using braces to
delimit it.

Regular expressions in lex use the following operators:

X The character”x”
"x" An”"x", evenif xisan operator.
\x An"x",evenif xisan operator.

[xy] The character xor y.
[x-z]  The charactersx,y orz.
["x] Any character butx.
Any character but newline.
x An x at the beginning of a line.
<y>x Anxwhenlexisinstart conditiony.

x$ Anxat the end of a line.
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x? Anoptional x.
x* 0,1,2,...instancesof x.
x+ 1,2,3, ... instancesof x.

xly Anxoray.

(x) Anx.

x/y Anx but only if followed by y.

{xx} The translation of xx from the definitions section.

x{m,n} mthrough noccurrencesofx.
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Yacc: A Compiler-Compiler

9.1 Introduction

Computer program input generally has some structure; every computer
program that does input can be thought of as defining an input language which
it accepts. An input language may be as complex as a programming language,
or as simple as a sequence of numbers. Unfortunately, usual input facilities are
limited, difficult to use, and often lax about checking their inputsfor validity.

Yacc provides a general tool for describing the input to a computer program.
The name yacc itself stands for ““yet another compiler-compiler”. The yacc
user specifies the structures of his input, together with code to be invoked as
each such structure is recognized. Yacc turns such a specification into a
subroutine that handles the input process; frequently, it is convenient and
appropriate to havemost of the flow of controlin the user’s application handled
by this subroutine.

The input subroutine produced by yacc calls a user-supplied routine toreturn
the next basic input item. Thus, the user can specify his input in terms of
individual input characters, or in terms of higher level constructs such as
names and numbers. The user-supplied routine may also handle idiomatic
features such as comment and continuation conventions, which typically defy
easy grammatical specification. The class of specifications accepted is a very
general one: LALR grammars with disambiguating rules.

In addition to compilers for C, APL, Pascal, RATFOR, etc., yacc hasalsobeen
used for less conventional languages, including a phototypesetter language,
several desk calculator languages, a document retrieval system, and a
FORTRAN debugging system.

Yacc provides a general tool for imposing structure on the input to a computer
program. The yacc user prepares a specification of the input process; this
includes rules describing the input structure, code to be invoked when these
rules are recognized, and a low-level routine to do the basic input. Yacc then
generates a function to control the input process. This function, called a
parser, calls the user-supplied low-level input routine (called the lexical
analyzer) to pick up the basic items (called tokens ) from the input stream.
These tokens are organized according to the input structure rules, called
grammar rules; when one of these rules has been recognized, then user code
supplied for this rule, an action, is invoked; actions have the ability to return
values and make use of the values of other actions.

Yacc is written in a portable dialect of C and the actions, and output
subroutine, are in C as well. Moreover, many of the syntactic conventions of
yacc follow C.

Theheartof the input specification is a collection of grammar rules. Each rule

describes an allowable structure and gives it a name. For example, one
grammarrule might be:
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date : month_name day ’

) year ;

Here, date, month_name, day, and year represent structures of interest in the
input process; presumably, month_name, day, and year are defined elsewhere.
The comma (,).is enclosed in single quotation marks; this implies that the
comma is to appear literally in the input. The colon and semicolon merely serve
as punctuation in the rule, and have no significance in controlling the input.
Thus, with proper definitions, theinput:

July 4, 1776
might be matched by the aboverule.

Animportant part of the input process is carried out by the lexical analyzer.
This user routine reads the input stream, recognizing the lower level
structures, and communicates these tokens to the parser. A structure
recognized by the lexical analyzer is called a terminal symbol, while the
structure recognized by the parser is called a nonterminal symbol. To avoid
confusion, terminal symbols willusually be referred to as tokens.

There is considerable leeway in deciding whether to recognize structures using
the lexical analyzer or grammar rules. For example, the rules

month_name : ’J’ 'a’ 'n’;
month_name : 'F’ 'e’ ’b’ ;

month_name : 'D' ’¢’ '¢’ ;
might be used in the above example. The lexical analyzer would only need to
recognize individual letters, and montk_name would be a nonterminal symbol.
Such low-level rules tend to waste time and space, and may complicate the
specification beyond yacc’s ability to deal with it. Usually, the lexical analyzer
would recognize the month names, and return an indication that a
month_name was seen; in this case, month_name would be a token.

Literal characters, such as the comma, must also be passed through the lexical
analyzer and are considered tokens.

Specification files are very flexible. It is relatively easy to add to the above
example the rule

date : month '/’ day '/’ year ;
allowing
7/4/1776

asasynonym for

9-2
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July 4, 1776

In most cases, this new rule could be slipped in to a working system with
minimal effort, and little danger of disrupting existinginput.

The input being read may not conform to the specifications. These input errors
are detected as early asis theoretically possible with a left-to-right scan; thus,
not only is the chance of reading and computing with bad input data
substantially reduced, but the bad data can usually be quickly found. Error
handling, provided as part of the input specifications, permits the reentry of
bad data, or the continuation of the input process after skipping over the bad
data.

In some cases, yacc fails to produce a parser when given aset of specifications.
For example, the specifications may be self contradictory, or they may require
a more powerful recognition mechanism than that available to yacc. The
former casesrepresentdesignerrors; the latter cases can often be corrected by
making the lexical analyzer more powerful, or by rewriting some of the
grammar rules. While yacc cannot handle all possible specifications, its power
compares favorably with similar systems; moreover, the constructions which
are difficult for y acc to handle are also frequently difficult for human beings to
handle. Some usershavereported that the discipline of formulating valid yacc
specifications for their input revealed errors of conception or designearlyin the
program development.

The next several sections describe:
« Thepreparationof grammar rules

+ The preparation of the user supplied actions associated with the
grammar rules

+ Thepreparationof lexical analyzers
»  The operation of the parser

+ Various reasons why yacc may be unable to produce a parser from a
specification, and what to do about it.

e Asimple mechanism for handling operator precedences in arithmetic
expressions.

« Error detectionand recovery.

o The operating environment and special features of the parsers yacc
produces.

»  Some suggesticns which should improve the style and efficiency of the
specifications.
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9.2 Specifications

Names refer to either tokens or nonterminal symbols. yacc requires token
names to be declared as such. In addition, for reasons discussed later, it isoften
desirable to include the lexical analyzer as part of the specification file. It may
be useful to include other programs as well. Thus, every specification file
consists of three sections: the declarations, (grammar) rules, and programs.
The sections are separated by double percent %% marks. (The percent sign
(%) is generally used in yacc specificationsas an escape character.)

In other words, a full specificationfile lookslike

declarations
%%

rules

%%
programs

The declaration section may be empty. Moreover, if the programs section is
omitted, the second %% mark may be omitted also; thus, the smallest legal
yacc specification is

%%
rules

Blanks, tabs, and newlines are ignored except that they may not appear in
names or multicharacter reserved symbols. Commentsmayappear wherever a
name is legal; they areenclosedin/# ... ¢/, asin C.

The rules section is made up of one or more grammar rules. A grammar rule has
the form:

A :BODY;

A represents a nonterminal name, and BODY represents a sequence of zero or
more names and literals. The colon and the semicolon are yacc punctuation.

Names may be of arbitrary length, and may be made up of letters, dot (.), the
underscore (_), and noninitial digits. Uppercase and lowercase letters are
distinct. The names used in the body of a grammar rule may represent tokens
or nonterminal symbols.

A literal consists of a character enclosed insingle quotationmarks(’). Asin C,

the backslash (\}is an escape character within literals, and all the C escapes are
recognized. Thus
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\n' Newline

\r’ Return

\" Single quotation mark
AV Backslash

A\t Tab

\b’ Backspace
\f Form feed
"xxx” in octal

For a number of technical reasons, the ASCIl NUL character (\0°or 0) should
never be used ingrammar rules.

If there are several grammar rules with the same left hand side, then the
vertical bar (|) can be used to avoid rewriting the left hand side. In addition,
thesemicolon at the end of a rule can be dropped beforea vertical bar. Thusthe
grammarrules

A:B C D;
A:EF .
A:G ;

can be given to yacc as

A:BCD
|EF

|G
i
It is not necessary that all grammar rules with the same left side appear

together in the grammar rules section, although it makes the input much more
readable, and easier to change.

If a nonterminal symbol matches the empty string, this can be indicated in the
obvious way:

empty : ;

Names representing tokens must be declared; this is most simply done by
writing

Citoken namel name?2 ...

in the declarations section. (See Sections 3, 5, and 6 for much more discussion).
Every nonterminal symbol must appear on the left side of at least one rule.

Of all the nonterminal symbols, one, called the start symbol, has particular
importance. The parser is designed to recognize the start symbol; thus, this
symbol represents the largest, most general structure described by the
grammar rules. By default, the startsymbolistakentobe theleft hand side of
the first grammar rulein the rulessection. Itispossible,and infact desirable, to

9-
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declare the start symbol explicitly in the declarations section using the %start
keyword:

%start symbol

The end of the input to the parser is signaled by a special token, called the
:ndmarker. If the tokens up to, but not including, the endmarker form a
structure which matches the start symbol, the parser function returns to its
:aller after the endmarker is seen; it accepts the input. If the endmarker is seen
n any other context, itisanerror.

[t is the job of the user-supplied lexical analyzer to return the endmarker when
ippropriate; see section 3, below. Usually the endmarker represents some
reasonably obvious1/O status, such as the end of the file or end of the record.

3.3 Actions

With each grammar rule, the user may associate actions to be performed each
;ime the rule is recognized in the input process. These actions may return
ralues, and may obtain the valuesreturned by previous actions. Moreover, the
exicalanalyzer can return valuesfor tokens, if desired.

Anactionisan arbitrary Cstatement, and as such can do input and output, call
subprograms, and alter external vectors and variables. An action is specified
>y one or more statements, enclosed in curly braces { and }. Forexample
A . !(I B ’),
{ hello{ 1, "abe” ); }

ind

O YYY ZZ2Z2
{ printf(” 2 message\n");
flag = 25;}

iregrammar ruleswith actions.
[o facilitate easy communication between the actions and the parser, the
iction statements are altered slightly. The dollar sign ($) is used as a signal to

racc in this context.

o return a value, the action normally sets the pseudo-variable $$ to some
ralue. For example, an action that does nothing but return the value 1is

{$$=1,}
o obtain the values returned by previous actions and the lexical analyzer, the

«ction may use the pseudo-variables $1, $2, ..., which refer to the values
eturned by the components of the right side of a rule, reading from left to
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right. Thus, if the rule is
A:BCD;

for example, then $2 has the value returned by C, and $3 the value returned by
D.

Asamore concrete example, consider therule

expr : '(’ expr ')’ ;
The value returned by this rule is usually the value of the ezprin parentheses.
Thiscanbeindicated by

expr:'("expr’) {$$ =$2;}

By default, the value of a rule is the value of the first element in it ($1). Thus,
grammar rulesof the form

A:B;
frequently need not have an explicit action.

In the examples above, all the actions came at the end of their rules. Sometimes,
it is desirable to get control before a rule is fully parsed. Yacc permits an
action to be written in the middle of a rule as well as at the end. This rule is
assumed to return a value, accessible through the usual mechanism by the
actions to the right of it. In turn, it may access the values returned by the
symbolstoits left. Thus,intherule

A:B
=1}

x=9%2, y=283 }

Y@ e

the effect istoset zto 1, and yto the value returned by C.

Actions that do not terminate a rule are actually handled by yacc by
manufacturing a new nonterminal symbol name, and a new rule matching this
name to the empty string. The interior action is the action triggered off by
recognizing this added rule. Yacc actually treatstheaboveexample asifit had
been written:
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$ACT : /+ empty #/
{¢=1)

A :B $ACT C
{ x=82; y=283; }

H

In many applications, output is not done directly by the actions; rather, a data
structure, such as a parse tree, is constructed in memory, and transformations
are applied toit before outputisgenerated. Parse treesare particularly easy to
construct, given routines to build and maintain the tree structure desired. For
example, suppose thereisa C function node, written so that the call

node( L, n1, n2)

creates anode with label L, and descendants nl and n2, and returnsthe index of
the newly created node. Then parse tree can be built by supplyingactions such
as:

expr : expr '+’ expr
{ $$ = node(’+’, $1,$3); }

in the specification.

The user may define other variablesto be used by the actions. Declarationsand
definitions can appear in the declarationssection, enclosed in the marks %{ and
%}. These declarationsand definitionshave global scope, so they are known to
the action statements and the lexical analyzer. For example,

%( int variable = 0; %}

could be placed in the declarations section, making variable accessible to all of
the actions. The yacc parser uses only names beginning in yy; the user should
avoid such names.

In these examples, all the values are integers: a discussion of values of other
types will be found in a later section.

9.4 Lexical Analysis

The user must supply a lexical analyzer to read the input stream and
communicate tokens(with values, if desired) to the parser. The lexical analyzer
is an integer-valued function called yylez. The function returns an integer,
called the token number, representing the kind of token read. If thereisavalue
associated with that token, it should be assigned to the external variable yylval.

The parser and the lexical analyzer must agree on these token numbersin order
for communication between them to take place. The numbers may be chosen
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by yacc, or chosen by the user. In either case, the # define mechanism of Cis
used to allow the lexical analyzer to return these numbers symbolically. For
example, suppose that the token name DIGIT has been defined in the
declarations section of the yacc specification file. The relevant portion of the
lexicalanalyzer mightlook like:

yylex({
extern int yylval;
int ¢;

cm getchar();
switch( ¢ ) {

case ‘0%
case '1":

case '9":
yylval = ¢-'0’;
return( DIGIT );

}

The intent is to return a token number of DIGIT, and a value equal to the
numerical value of the digit. Provided thatthelexical analyzer code is placed in
the programs section of the specification file, the identifier DIGIT will be
definedasthe token number associated withthe token DIGIT.

This mechanism leads to clear, easily modified lexical analyzers; the only pitfall
is the need to avoid using any token names in the grammar that are reserved or
significant in C or the parser; for example, the use of token names ¢f or wkile will
almost certainly cause severe difficulties when the lexical analyzer is compiled.
The token name error is reserved for error handling, and should not be used
naively.

Asmentioned above, the token numbers may be chosen by yacc or by the user.
In the default situation, the numbers are chosen by yacc. The default token
number for a literal character is the numerical value of the character in the
local character set. Other namesare assigned token numbersstarting at257.

To assign a token number to atoken (including literals), the first appearance of
the token name or literal in the declarations section can be immediately
followed by a nonnegative integer. Thisinteger is taken to be the token number
of the name or literal. Names and literalsnot defined by this mechanismretain
their default definition. Itisimportant thatalltoken numbersbe distinct.

For historical reasons, the endmarker must have token number 0 or negative.

This token number cannot be redefined by the user. Hence, all lexical analyzers
should be prepared to return 0 or negative as a token number uponreaching the
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end of theirinput.

A very useful tool for constructing lexical analyzers is lex, discussed in a
previous section. These lexical analyzers are designed to work in close harmony
with yacc parsers. The specifications for these lexical analyzers use regular
expressions instead of grammar rules. Lex can be easily used to produce quite
complicated lexical analyzers, but there remain some languages (such as
FORTRAN) which do not fit any theoretical framework, and whose lexical
analyzers must be crafted by hand.

9.5 How the Parser Works

Yacc turns the specification file into a C program, which parses the input
according to the speclﬁcatxon given. The algorithm used to go from the
specification to the parser is complex, and will not be discussed here (see the
references for more information). The parser itself, however, is relatively
simple, and understanding how it works, while not strictly necessary, will
nevertheless make treatment of error recovery and ambiguities much more
comprehensible.

The parser produced by yacc consists of a finite state machine with a stack.
The parser is also capable of reading and remembering the next input token
(called the lookahead token). The current state is always the one on the top of
the stack. The states of the finite state machine are given small integer labels;
initially, the machine is in state 0, the stack contains only state 0, and no
lookahead token hasbeenread.

The machine has only four actions available to it, called shift, reduce, accept,
and error. Amove of the parser is done asfollows:

‘1. Based on its current state, the parser decides whether it needs a
lookahead tok en to decide what action should be done; if it needs one,
and does not have one, it calls yylez toobtainthe next token.

2.  Usingthe current state, and the lookahead token ifneeded, the parser
decides on its next action, and carries it out. This may result instates
being pushed onto the stack, or popped off of the stack, and in the
lookahead token being processedor leftalone.

The shift action is the most common action the parser takes. Whenever a shift
action is taken, there is always a lookahead token. For example, in state 56
there may be an action:

IF  shift 34
which says, in state 56, if the lookahead token is IF, the current state (56) is

pushed down on the stack, and state 34 becomes the current state (on the top of
the stack). The lookahead token is cleared.
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The reduce action keeps the stack from growing without bounds. Reduce
actions are appropriate when the parser has seen the right hand side of a
grammar rule. and is prepared to announce that it has seen an instance of the
rule, replacing the right hand side by the left hand side. It may be necessary to
consult the lookahead token to decide whether to reduce, but usually it is not; in
fact, the default action (represented by a.)isoftenareduce action.

Reduce actions are associated with individual grammar rules. Grammar rules
arealsogiven small integer numbers, leading to some confusion. Theaction

reduce 18
refersto grammar rule 18, while the action
IF shift 34
refersto state 34.
Suppose the rule being reduced is
A:xyz;

The reduce action depends on the left hand symbol (A in this case), and the
number of symbols on the right hand side (three in this case). To reduce, first
pop off the top three states from the stack (In general, the number of states
popped equals the number of symbols on the right side of the rule). In effect,
these states were the ones put on the stack whilerecognizing z, y, and z,and no
longer serve any useful purpose. After popping these states, a state is
uncovered which wasthe statethe parser wasinbeforebeginningtoprocessthe
rule. Using this uncovered state, and the symbol on the left side of the rule,
perform what is in effect a shift of A. A new state is obtained, pushed onto the
stack, and parsing continues. There are significant differences between the
processing of the left hand symbol and an ordinary shift of a token, however, so
this action is called a goto acticn. In particular, the lookahead token is cleared
by a shift, and is not affected by a goto. In any case, the uncovered state
containsanentry such as:

A goto 20
causing state 20 to be pushed onto the stack, and become the current state.

In effect, the reduce action turns back the clock in the parse, popping the states
off the stack to go back to the state where the right hand side of the rule was first
seen. The parser thenbehavesasif it had seen the left side at that time. If the
right hand side of the rule is empty, no states are popped off of the stack: the
uncoveredstate isin fact the current state.

The reduce action is also important in the treatment of user-supplied actions

and values. When a rule is reduced, the code supplied with the rule is executed
before the stzck isadjusted. In addition to the stack holding the states, another
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stack, running in parallel with it, holds the values returned from the lexical
analyzer and the actions. When a shift takes place, the external variable yylval
is copied onto the value stack. After the return from the user code, the
reduction is carried out. When the goto action is done, the external variable
yyval is copied onto the value stack. The pseudo-variables $1, $2, etc., refer to
the value stack.

The other two parser actionsare conceptually much simpler. The accept action
indicates that the entire input has been seen and that it matches the
specification. This action appears only when the lookahead token is the
endmarker, and indicates that the parser has successfully done its job. The
error action, on the other hand, represents a place where the parser can no
longer continue parsing according to the specification. Theinput tokens it has
seen, together with the lookahead token, cannot be followed by anything that
would result in a legal input. The parser reports an error, and attempts to
recover the situation and resume parsing: the error recovery (asopposed to the
detecticn of error) willbein alatersection.

Consider the following example:

%token DING DONG DELL
%%
rhyme : sound place

sound : DING DONG
place! : DELL

When yacc is invoked with the —v option, a file called y.output is produced,
with a human-readable description of the parser. The y.output file
corresponding to the above grammar (with some statistics stripped off the end)
is:




state 0
$accept : _rhyme $end

DING shift 3
. error

rhyme goto 1
sound goto 2

state 1
$accept : rhyme_8$end

$end accept
. error

state 2
rhyme : sound_place

DELL shift 5

. error
place goto 4

state 3
sound : DING_DONG
DONG shift 6

. error.

state 4
rhyme : sound place_ (1)

. reduce 1

state 5
place : DELL_ (3)

. reduce 3

state 6
sound : DING DONG_ (2)

. reduce 2

Yacc: A Compiler-Compiler

Noticethat, in addition to the actions for eachstate,thereis a descriptionof the
parsing rulesbeing processed in each state. The underscore character (_)is used
to indicate what has been seen, and what isyet to come, in each rule. Suppose
the inputis
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DING DONG DELL
It isinstructive to follow the steps of the parser while processing thisinput.

Initially, the current stateis state 0. The parser needs to refer to the input in
order to decide between the actions available in state 0, so the first token,
DING, isread, becoming the lookahead token. The actioninstate0on DINGs
shift 8, so state 3 is pushed onto the stack, and the lookahead token is cleared.
State 3 becomes the current state. The next token, DONG, is read, becoming
the lookahead token. The action in state 3 on the token DONG is shift 6, so
state 6 is pushed onto the stack, and the lookahead is cleared. The stack now
contains 0, 3, and 6. In state 6, without even consulting the lookahead, the
parser reduces by rule 2.

sound : DING DONG

This rule has two symbols on the right hand side, so two states, 6 and 3, are
popped off of the stack, uncovering state 0. Consulting the description of state
0, looking for a goto on sound,

sound goto 2
is obtained; thus state 2 is pushed onto the stack, becoming the current state.

In state 2, the next token, DELL, must be read. The action is #hksft 5, so state § is
pushed onto the stack, which now has0, 2, and 5on it, and the lookahead token
is cleared. In state 5, the only action istoreduce by rule 3. This hasone symbol
on the right hand side, so one state, 5, is popped off, and state 2 is uncovered.
The goto in state 2 on place, the left side of rule 3, isstate 4. Now, the stack
contains 0, 2, and 4. In state 4, the only action isto reduce by rule 1. There are
two symbols on the right, so the top two states are popped off, uncovering state

-0 again. Instate 0, there is a goto on rhyme causing the parser to enter state 1.
Instate 1, the inputisread; the endmarkerisobtained, indicatedby $endin the
y.output file. The action in state 1 when the endmarker is seen is to accept,
successfully ending the parse.

The reader is urged to consider how the parser works when confronted with
such incorrect strings as DING DONG DONG, DING DONG, DINGDONG
DELL DELL, etc. A few minutes spend with this and other simple examples
will prabably be repaid when problems arise in more complicated contexts.

9.8 Ambiguity and Conflicts

A set of grammar rules is ambiguous if there is some input string that can be
structured in two or moredifferentways. For example, the grammar rule

expr : expr -’ expr

is a natural way of expressing the fact that one way of forming an arithmetic
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expression is to put two other expressions together with a minus sign between
them. Unfortunately, this grammar rule does not completely specify the way
thatall complex inputs should be structured. For example, ifthe input is

€Xpr - expr - expr
the rule allows this input to be structured aseither

( expr - expr ) - expr
or as

expr - ( expr - expr )
(The first is called ieft association, the second right association).
Yacc detects such ambiguities when it is attempting to build the parser. It is
instructive to consider the problemthat confronts the parser when it is-given
aninput such as

eXpr - eXpr - expr
When the parser hasread thesecond expr, the input thatit hasseen:

expr - expr
matches the right side of the grammar rule above. The parser could reduce the
input by applying thisrule; after applying the rule; the input is reduced to ezpr
(theleftside of the rule). The parser would then read the final part of the input:

- expr
andagainreduce. Theeffect of thisis totaketheleftassociative interpretation.
Alternatively, when the parser has seen

expr - expr

it could defer the immediate application of the rule, and continue reading the
input until it had seen

eXpr - expr - expr

It could then apply the rule to the rightmost three symbols, reducing them to
ezprandleaving

expr - expr

Now the rule can be reduced once more; the effect isto take the right associative
interpretation. Thus, having read
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expr - expr

the parser can do two legal things, a shift or a reduction, and has no way of
deciding between them. This is called a shift/reduce conflict. It may also
happen that the parser has a choice of two legal reductions; this is called a
reduce/reduce conflict. Note that there are never any shift/shift conflicts.

When there are shift/reduce or reduce/reduce conflicts, yacc still produces a
parser. It does this by selecting one of the valid steps wherever it has a choice.
A rule describing which choice to make in a given situation is called a
disambiguating rule.

Yaccinvokestwo disambiguating rulesby default:

1. Inashift/reduceconflict, the defaultisto do the shift.

2. In areduce/reduce conflict, the default is to reduce by the earlier
grammar rule (in the input sequence).

Rule 1 implies that reductions are deferred whenever there is a choice, in favor
of shifts. Rule 2 gives the user rather crude control over the behavior of the
parser in this situation, but reduce/reduce conflicts should be avoided
whenever possible.

Conflicts may arise because of mistakes in input or logic, or because the
grammar rules, while consistent, require a more complex parser than yacc can
construct. The use of actions within rules can also cause conflicts, if the action
must be done before the parser can be sure which rule is being recognized. In
these cases, the application of disambiguating rules isinappropriate, and leads
to an incorrect parser. For this reason, yacc always reports the number of
shift/reduceandreduce/reduce conflicts resolved by Rule 1 and Rule 2.

In general, whenever it is possible to apply disambiguating rules to produce a
correct parser, it is also possible to rewrite the grammar rulesso that the same
inputs are read but there are no conflicts. For this reason, most previous parser
generators have considered conflicts to be fatal errors. Our experience has
suggested that this rewriting is somewhat unnatural, and produces slower
parsers; thus, yacc will produce parserseven in the presence of conflicts.

Asan example of the power of disambiguatingrules, consider a fragment froma
programming language involving an if-then-else construction:

stat : IF *(’ cond °)’ stat
| IF '(* cond ’)' stat ELSE stat

n these rules, /Fand ELSE are tokens, condis anonterminal symbol describing
-onditional (logical) expressions, and stat is a nonterminal symbol describing
statements. The first rule will be called the simple-if rule, and the second the

)-16



Yacc: A Compiler-Compiler

if-else rule.

These two rulesform an ambiguous construction, since input of the form
IF (C1)IF (C2) S1 ELSE S2

can be structured according to these rulesin two ways:

IF(C1){
IF(C2)S1

ELSE S2
or
IF(C1){
IF(C2)SI

ELSE S2
}

The second interpretation is the one given in most programming languages
having this construct. Each ELSE is associated with the last /F immediately
preceding the ELSE. In this example, consider the situation where the parser
has seen

IF (C1)IF (C2)Sl1

and is looking at the ELSE. It can immediately reduce by the simple-if rule to
get

IF ( C1 ) stat
and then read the remaining input,
ELSE S2
and reduce
IF ( C1 ) stat ELSE S2
by the if-else rule. Thisleads to thefirst of the above groupings of the input.

On the other hand, the ELSE may be shifted, S2read, and then the right hand

portion of
IF (C1)IF (C2)S1ELSES2

san be reduced by the if-else rule to get

9-17



XENIX Programmer’s Guide

IF ( C1) stat

which can be reduced by the simple-if rule. This leads to the second of the
above groupingsof theinput, whichisusually desired.

Once again the parser can do two valid things - there is a shift/reduce conflict.
The application of disambiguating rule 1 tells the parser to shift in this case,
which leads to thedesired grouping.

This shift/reduce conflict arises only when there is a particular current input
symbol, ELSE, and particular inputs already seen, such as

IF(C1)IF(C2)SI

[n general, there may be many conflicts,and each one will be associated with an
input symbol and a set of previously read inputs. The previously read inputs
are characterized by the stateof the parser.

The conflict messages of yacc are best understood by examining the verbose
'~v) option output file. For example, the output corresponding to the above
sonflict state might be:

23: shift/reduce conflict (shift 45, reduce 18) on ELSE
state 23

stat : IF ( cond ) stat_  (18)
stat : IF ( cond ) stat_ELSE stat

ELSE shift 45
reduce 18

The first line describes the conflict, giving the state and the input symbol. The
irdinary state description follows, giving the grammar rulesactivein the state,
.nd the parser actions. Recall that the underline marks the portion of the
;rammar rules which has been seen. Thusin the example, in state 23 the parser
1asseen input corresponding to

IF ( cond ) stat

nd the two grammar rules shown are active at this time. The parser can do
wo possible things. If the input symbol is ELSE, it is possible to shift into state
5. State 45 willhave, aspartof its description, the line

stat : IF ( cond ) stat ELSE_stat
ince the ELSE will have been shifted in this state. Back in state 23, the

Iternative action, described by *.”” , is to be done if the input symbol is not
rentioned explicitly in the above actions; thus, in this case, if the input symbol
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isnot ELSE, the parser reduces by grammarrule 18:
stat : IF ’(" cond '}' stat

Once again, notice that the numbers following shift commands refer to other
states, while the numbers following reduce commands refer to grammar rule
numbers. In the y.output file, the rule numbers are printed after those rules
which can be reduced. In most one states, there will be at most reduce action
possible in the state, and this will be the default command. The user who
encounters unexpected shift/reduce conflicts will probably want to look at the
verbose output to decide whether the defaultactionsare appropriate. Inreally
tough cases, the user might need to know more about the behavior and
construction of the parser than can be covered here. In this case, one of the
theoretical references might be consulted; the services of alocal guru might also
be appropriate.

9.7 Precedence

There is one common situation where the rules given above for resolving
conflicts are not sufficient; this isin the parsing of arithmetic expressions. Most
of the commonly used constructionsfor arithmetic expressions can be naturally
described by the notion of precedence levels for operators, together with
information about left or right associativity. It turns out that ambiguous
grammars with appropriate disambiguating rules can be used to create parsers
that are faster and easier to write than parsers constructed from unambiguous
grammars. The basic notionisto write grammar rulesof the form

expr : expr OP expr
and
expr : UNARY expr

for all binary and unary operators desired. This creates a very ambiguous
grammar, with many parsing conflicts. As disambiguating rules, the user
specifies the precedence, or binding strength, of all the operators, and the
associativity of the binary operators. This information is sufficient to z2llow
yacc to resolve the parsing conflicts in accordance with these rules, and
construct a parser that realizes the desired precedences and associativities.

The precedences and associativities are attached to tokens in the declarations
section. This is done by a series of lines beginning with a yacc keyword: Jzleft,
%right, or %nonassoc, followed by a list of tokens. All of the tokens on the
same line are assumed to have the same precedence level and associativity; the
linesarelistedinorder of increasingprecedence or bindingstrength. Thus,

Geleft '+ '’
Tileft "+ ")’
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describes the precedence and associativity of the four arithmetic operators.
Plus and minus are left associative, and have lower precedence than star and
slash, which are also left associative. The keyword %right is used to describe
right associative operators, and the keyword %nonassoc is used to describe
operators, like the operator .LT. in FORTRAN, that may not associate with
themselves; thus,

A LT.B.LT.C

is illegal in FORTRAN, and such an operator would be described with the
keyword %nonassoc in yacc. As an example of the behavior of these
declarations, the description

Geright '='
%pleft '+ -
%left ’s* '

%%

expr : expr '='expr
| expr '+ expr
| expr ’-* expr
| expr ** expr
| expr /" expr

| NAME

might be used to structure the input
a=h=rc+d-e- f5g
asfollows:

a=(b=/(((csd)-e) - (f+g) ) )

When this mechanism is used, unary operators must, in general, be given a
precedence. Sometimes a unary operator and a binary operator have the same
symbolic representation, but different precedences. An example is unary and
binary “-‘; unary minus may be given the same strength as multiplication, or
even higher, while binary minus hasa lower strength than multiplication. The
keyword, %prec, changes the precedence level associated with a particular
grammar rule. The SGprec appearsimmediately after the body of the grammar
rule, before the action or closing semicolon, and is followed by a token name or
literal. It causes the precedence of the grammar rule to become that of the
following token name or literal. For example, to make unary minus have the
same precedence as multiplication the rules might resemble:
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%left '+’ -
Glelt '+ !

%%

expr : expr '+’ expr
| expr -’ expr
expr '*' expr
expr '/’ expr
| -’ expr Soprec s’

| NAME

A token declared by %left, %right, and %nonassoc need not be, but may be,
declared by Z%token aswell.

The precedences and associativities are used by yacc to resolve parsing
conflicts; they give rise to disambiguating rules. Formally, the rules work as
follows:

1. The precedences and associativities are recorded for those tokens and
literalsthat have them.

X}

A precedence and associativity is associated with each grammar rule;
it is the precedence and associativity of the last token or literal in the
body of the rule. If the %prec construction is used, it overrides this
default. Some grammar rules may have no precedence and
associativity associated with them.

3. When there is a reduce/reduce conflict, or there is a shift/reduce
conflict and either the input symbol or the grammar rule has no
precedence and associativity, then the two disambiguating rules
given at the beginning of the section are used, and the conflicts are
reported.

4. Ifthereisashift/reduce conflict, and boththe grammar ruleand the
input character have precedence and associativity associated with
them, then the conflict is resolved in favor of the action (shift or
reduce) associated with the higher precedence. If the precedences are
the same, then the associativity is used; left associative implies
reduce, right associative implies shift, and nonassociating implies
error.

Conflicts resolved by precedence are not counted in the number of shift/reduce
and reduce/reduce conflictsreported by yacc. Thismeansthat mistakesinthe
specification of precedences may disguise errors in the input grammar; it is a
good idea to be sparing with precedences, and use them in an essentially
cookbook fashion, until some experience has been gained. The y.output file is
very useful in deciding whether the parser isactually doing what was intended.
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9.8 Error Handling

Error handling is an extremely difficult area, and many of the problems are
semantic ones. When an error is found, for example, it may be necessary to
reclaim parse tree storage, delete or alter symbol table entries, and, typically,
set switches to avoid generatingany further output.

It is seldom acceptable to stop all processing when an error is found. It is more
useful to continue scanning the input to find further syntax errors. Thisleads
to the problem of getting the parserrestarted after anerror. Ageneral classof
algorithms to perform this involves discarding a number of tokens from the
input string, and attempting to adjust the parser so that input can continue.

To allow the user some control over this process, yacc provides a simple, but
reasonably general feature. The token name error is reserved for error
handling. This name can be used in grammar rules; in effect, it suggests places
where errors are expected, and recovery might take place. The parser popsits
stack until it enters a state where the token error islegal. It then behaves as if
the token error were the current lookahead token, and performs the action
encountered. The lookahead token is then reset to the token that caused the
error. If no special error ruleshave been specified, the processing halts when an
error is detected.

In order to prevent a cascade of error messages, the parser, after detecting an
error, remains in error state until three tokens have been successfully read and
shifted. If an error is detected when the parser is already in error state, no
message is given, andthe input token is quietly deleted.

Asanexample, a rule of the form
stat : error

would, in effect, mean that on a syntax error the parser would attempt to skip
over the statement in which the error was seen. More precisely, the parser will
scan ahead, looking for three tokens that might legally follow a statement, and
start processing at the first of these; if the beginnings of statements are not
sufficiently distinctive, it may make a false start in the middle of a statement,
and end up reporting a second error where thereisin fact noerror.

Actions may be used with these special error rules. These actions might
attempt to reinitialize tables, reclaim symbol table space, etc.

Error rules such as the above are very general, but difficult to control.
Somewhat easier are rulessuch as

stat : error '}’

Here, when there isan error, the parser attempts to skip over the statement,
but will do so by skippirg to the next %°. All tokens after the error and before
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the next ’;’cannot beshifted, and are discarded. When the *is seen, this rule
will be reduced, and any cleanup action associated with it performed.

Another form of error rule arises in interactive applications, where it may be
desirable to permit a line to be reentered after an error. A possible error rule
might be

input : error "\n’ { printf{ "Reenter line: ”); } input
$ = $84;}

There is one potential difficulty with this approach; the parser must correctly
process three input tokensbefore it admits that it has correctly resynchronized
after the error. If the reentered line contains an error in the first two tokens,
the parser deletes the offending tokens, and gives no message; this is clearly
unacceptable. For this reason, there is a mechanism that can be used to force
the parser to believe that an error has been fully recovered from. The
statement

yyerrok ;

in an action resets the parser to its normal mode. The last example is better
written

input : error '\n’
{ yyerrok;
printf( "Reenter last line: " ); }
input

{38 =84)

As mentioned above, the token seen immediately after the error symbol is the
input token at which the error was discovered. Sometimes, this is
inappropriate; for example, an error recovery action might take upon itself the
job of finding the correct place to resume input. In this case, the previous
lookahead token must be cleared. The statement

yyclearin ;

in an action will have this effect. For example, suppose the action after error
were to call some sophisticated resynchronization routine, supplied by the user,
that attempted to advance the input to the beginning of the next valid
statement.. After this routine was called, the next token returned by yylex
would presumably be the first token in a legal statement; the old, illegal token
must be discarded, and the error state reset. Thiscould be done by a rule like
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stat : error
{ resynch();
yyerrok ;
yyclearin ; }

These mechanisms are admittedly crude, but do allow for a simple, fairly
effective recovery of the parser from many errors. Moreover, the user can get
control to deal with the error actions required by other portions of the
program.

9.9 The Yacc Environment

When the user inputs a specification toyacc, the outputisa file of C programs,
called y.tab.c on most systems. The function produced by yacc is called
yyparee ;itis aninteger valued function. When it is called, it in turn repeatedly
calls yylez, the lexical analyzer supplied by the user to obtain input tokens.
Eventually, either an error is detected, in which case (if no error recovery is
possible) yyparse returns the value 1, or the lexical analyzer returns the
endmarker token and the parser accepts. Inthiscase, yyparsereturns the value
0.

The user must provide a certain amount of environment for thisparser inorder
to obtain a working program. For example, as with every C program, a
program called main must be defined, that eventually calls yyparse. In
addition, a routine called yyerror prints a message when a syntax error ‘is
detected.

These two routines must be supplied in one form or another by the user. To
ease the initial effort of using yacc, a library has been provided with default
versions of main and yyerror. The name of this library issystem dependent; on
many systems the library is accessed by a ~ly argument to the loader. Toshow
the triviality of these default programs, the source is given below:

main(){
return( yyparse() );
}
and
# include <stdio.h>
yyerror(s) char #s; {

fprintf( stderr, "%s\n", s );

The argument to yyerror is a string containing an error message, usually the
string syntaz error. The average application v.ill v.int to do better than this.
Ordinarily, the program should keep track of the in at line number, and print
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it along with the message when a syntax error is detected. The exter nalinteger
variable yychar contains the lookahead token number at the time the error was
detected; this may be of some interest in giving better diagnostics. Since the
main program is probably supplied by the user (to read arguments, etc.) the
yacec library is useful only in small projects, or in the earliest stages of larger
ones.

The external integer variable yydebug is normally set to 0. If it is set to a
nonzero value, the parser will output a verbose description of its actions,
including a discussion of which input symbols have been read, and what the
parser actions are. Depending on the operating environment, it may be
possible tosetthisvariable by using a debugging system.

9.10 Preparing Specifications

Thissection containsmiscellaneous hintson preparingeflicient, easy to change,
and clear specifications. The individual subsections are more or less
independent.

9.11 Input Style

It is difficult to provide rules with substantial actions and still have a readable
specification file.

1. Use uppercase letters for token names, lowercase letters for
nonterminal names. This rule helps you to know who to blame when
things go wrong.

2.  Put grammar rules and actions on separate lines. This allows either
to be changed without an automatic need to change the other.

3. Putall rules with the same left hand side together. Put the left hand
side in only once, and let all following rules begin with a vertical bar.

4. Put asemicolon only after the last rule with a given left hand side, and
put the semicolon on a separate line. This allows new rulesto be easily

added.

5. Indentrule bodies by two tab stops, and action bodies by three tab
stops.

The examples in the text of this section follow this.style (where space permits).
The user must make up his own mind about these stylistic questions; the central
problem, however, is to make the rules visible through the morass of action
code.
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9.12 Left Recursion

The algorithm used by the yace parser encourages so-called left recursive
grammar rules: rulesof the form

name : name rest_of_rule ;
These rulesfrequently arise when writing specifications of sequences and lists:

list : item
| list ’,’ item

and

seq : item
| seq item

In each of these cases, the first rule will be reduced for the first item only, and
the second rule will be reduced for the second and allsucceedingitems.

Withrightrecursiverules,such as

seq : item
| item seq

1

the parser would be a bit bigger, and the items would be seen, and reduced,
from right to left. More seriously, an internal stack in the parser would be in
danger of overflowing if a very longsequence were read. Thus, the user should
use left recursion wherever reasonable.

It is worth considering whether a sequence with zero elements hasany meaning,
andif so, consider writing the sequence specification with an empty rule:

seq : /* empty */
| seq item

Once again, the first rule would always be reduced exactly once, before the first
item was read, and then the second rule would be reduced once for each item
read. Permitting empty sequences often leads to increased generality.
However, conflicts might arise if yacc is asked to decide which empty sequence
it hasseen, when it hasn’t seen enough to know!
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9.13 Lexical Tie-ins

Some lexical decisions depend on context. For example, the lexical analyzer
might want to delete blanks normally, but not within quoted strings. Or names
might be entered into asymbol table in declarations, but not in expressions.

One way of handling this situation is to create a global flag that is examined by
the lexical analyzer, and set by actions. For examfle, suppose a program
consists of 0 or more declarations, followed by 0 or more statements. Consider:

%{
int dflag;
%}
. other declarations ...

%%

prog : decls stats

decls : /+ empty ¢/
dag=1; }
| decls declaration

stats : [+ empty */
dflag = 0; }
| stats statement

3
. other rules ...

The flag dflag is now 0 when reading statements, and 1 when reading
declarations, except for the first token in the first statement. This token must
be seen by the parser before it can tell that the declaration section has ended
and the statements have begun. In many cases, thissingle token exceptiondoes
notaffect the lexical scan.

This kind of back door approach can be over done. Nevertheless, it represents a
way of doing some things that are difficult to do otherwise.

9.14 Handling Reserved Words

Some programming languages permit the user to use words like if, which are
normally reserved, as label or variable names, provided that such use does not
conflict with the legal use of these names in‘the programming language. Thisis
extremely hard to do in the framework of yacc; it is difficult to pass
information to the lexical analyzer telling it ‘‘this instance of ‘if’ is a keyword,
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and that instance is a variable’’. The user can make a stab at it, but it is
difficult. It is best that keywords be reserved; that is, be forbidden for use as
variable names,

9.15 Simulating Error and Accept in Actions

The parsing actions of error and accept can be simulated in an action by use of
macros YYACCEPT and YYERROR. YYACCEPT causes yyparee to return
the value 0; YYERROR causes the parser to behave as if the current input
symbol had been a syntax error; yyerror is called, and error recovery takes
place. These mechanisms can be used to simulate parsers with multiple
endmarkers or context-sensitive syntax checking.

9.18 Accessing Values in Enclosing Rules

An action may refer to valuesreturned by actions to the left of the current rule.
The mechanism is simply the same as with ordinary actions, a dollar sign
followed by a digit, but in this case the digit may be 0 or negative. Consider

sent :adj noun verb adj noun
{ look at the sentence ... }

adj :THE {$$= THE;)
| YOUNG { $$ = YOUNG; }

noun :DOG {$$ = DOG;}
| CRONE { if( $0 == YOUNG ){
printf( " what?\n" );

$$ = CRONE;

In the action following the word CRONE,acheckiemade preceding token
shifted was not YOUNG. Obviously, this is only possible when a great deal is
known about. what might precede the symbol noun in the input. Thereisalsoa
distinctly unstructured flavor about this. Nevertheless, at times this
mechanism will save a great deal of trouble, especially when afew combinations
are to be excluded from anotherwiseregular structure.
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9.17 Supporting Arbitrary Value Types

By default, the vzluesreturned by actions and the lexical analyzer are integers.
Yacc canalso support values of other types, including structures. In addition,
yacc keeps track of the types, andinserts appropriate union member namesso
that the resulting parser will be strictly type checked. The yacc value stack is
declared to be a union of the various types of values desired. The user declares
the union, and associates union member names to each token and nonterminal
symbol having a value. When the value is referenced through a $$ or $n
construction, yacc will automatically insert the appropriate union name, so
that no unwanted conversions will take place. In addition, type checking
commandssuch as lint(C) will befar moresilent.

There are three mechanisms used to provide for this typing. First, there isa
way of defining the union; this must be done by the user since other programs,
notably the lexical analyzer, must know about the union member names.
Second, there is a way of associating a union member name with tokens and
nonterminals. Finally, there is 2 mechanism for describing the type of those
few values where yacc cannot easily determine the type.

To declare the union, theuserincludesin the declaration section:

%union {
body of union ...

This declares the yacc value stack, and the external variables yylval and yyval,
to have type equal to this union. If yacc was invoked with the —d option, the
union declaration is copied onto the y.tab.k file. Alternatively, the union may
be declared in a header file, and a typedef used to define the variable YYSTYPE
to represent this union. Thus, the header file might also have said:

typedef union {
body of union ...
} YYSTYPE;

The header file must be included in the declarations section, by use of %{ and

%}

Once YYSTYPE is defined, the union member names must be associated with
the various terminal and nonterminal names. The construction

< name >
is used to indicate a union member name. If this follows one of the keywords

%token, %left, Soright, and %ononassoc, the union member name is associated
with the tokens listed. Thus, saying
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%left <optype> '+’ -

will cause any reference to values returned by these two tokens to be tagged
with the union member name optype. Another keyword, %type, is used
similarly to assoCiate union member names with nonterminals. Thus, one
might say

%type <nodetype> expr stat

There remain a couple of cases where these mechanisms are insufficient. If
there is an action within a rule, the value returned by this action has no
predefined type. Similarly, reference to left context values (such as $0 —see the
previous subsection ) leaves yacc with no easy way of knowing the type. In this
case, a type can be imposed on the reference by inserting a union member name,
between < and >,immediately after the first $. Anexample of thisusageis

rule : aaa { $<intval>$ = 3; } bbb
{ fun( $<intval>2, $<other>0); }

H
Thissyntax haslittle to recommend it, but the situation arisesrarely.

A sample specification isgivenin a later section. The facilitiesin this subsection
are not triggered until they are used: in particular, the use of %type willturnon
these mechanisms. Whenthey are used, there is a fairly strictlevel of checking.
For example, use of $n or $$ to refer to something with no defined type is
diagnosed. If these facilities are not triggered, the yacc value stack is used to
hold £nt’s, as was true historically.

9.18 A Small Desk Calculator

This example gives the complete yacc specification for a small desk calculator:
the desk calculator has 26 registers, labeled athrough z, and accepts arithmetic
expressions made up of the operators +, -, *, /, % (mod operator), & (bitwise
and), | (bitwise or), and assignment. If an expression at the top level is an
assignment, the value is not printed; otherwise it is. Asin C, an integer that
begins with 0 (zero) is assumed to be octal; otherwise, it is assumed to be
decimal.

As an example of a yacc specification, the desk calculator does a reasonable job
of showing how precedences and ambiguities are used, and demonstrating
simple error recovery. The major oversimplifications are that the lexical
analysis phase is much simpler than for most applications, and the output is
produced immediately, line by line. Note the way that decimal and octal
integers are read in by the grammar rules; This job is probably better done by
the lexical analyzer.
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%{
# include <stdio.h>
# include <ctype.h>

int regs|26};
int base;

%}
Pbstart list
%token DIGIT LETTER

Toleft 1’
Goleft ‘&°
Pleft +
/o]eft LA
Celeft I.'MINUS /* precedence for unary minus */

%% [+ beginning of rules section */

list : [+ empty */
| list stat 4\n’

| list error A\n”

{ yyerrok; }

H

stat : expr
{ printf( " %d\n , $1);)
] ETTER ‘=" expr
{ regs[$1] = $3; }

expr : ‘(" expr )’

{88 =92}
| expr "+’ expr

{88=291+83}
| expr *-” expr

{ $$ = Sl ~$3;}
| expr “*’expr

{88 =81+83;)
| expr ‘/* expr

{88 =281/%3)}
| expr %o" expr

{8 =291%8$3;}
| expr ‘&’ expr

{88 =81 283 )
| expr 1" expr

{88 =291]%3; )}
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| - expr %prec UMINUS

{88 =-92;}
| LETTER

{ 88 = regs($1]; }
| number

number : DIGIT
{ 8 = $1; base == ($1==0) ? 8: 10; }
| number DIGIT
{ 88 = base *+ $1 + $2; }

H
%% [+ start of programs */

yylex() { /' lexical analysis routine */
returns LETTER for a lowercase letter, */
» yylval = 0 through 25 */
/* return DIGIT for a digit, */
/* yylval = 0 through 9 */
*+ all other characters */
/* are returned immediately */

int ¢ . )
while( (c=getchar()) === * ‘) { /# skip blanks +/ }

/* ¢ is now nonblank +/

if( islower( ¢ ) ) {

yylval = ¢ - a5
return ( LETTER );

if( isdigit( ¢ ) ) {
yylval = ¢- 0%
return( DIGIT ),

’

return( c J;

8.19 Yacc Input Syntax

This section has a description of the yacc input syntax, as a yacc specification. B )
Context dependencies, etc., are not considered. Ironically, the yacc input
specification language is most naturally specified as an LR(2) grammar; the
sticky part comes when an identifier is seen in a rule, immediately following an
action. If this identifier is followed by a colon, it is the start of the next rule;
otherwise it is a continuation of the current rule, which justhappenstohavean
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on embedded in it. As implemented, the lexical analyzer looks ahead after
ng an identifier, and decide whether the next token (skipping blanks,
lines, comments, etc.) is a colon. If =o, it returns the token
DENTIFIER. Otherwise, it returns IDENTIFIER. Literals (quoted
ngs) are also returned as IDENTIFIER, but never as part of
DENTIFIER.

/* grammar for the input to Yacc +/

/* basic entities */
»ken IDENTIFIER /# includes identifiers and literals */
sken C_IDENTIFIER /s identifier followed by colon ./
ken NUMEER /* [0-9)+ =/

/* reserved words: %type => TYPE, %left => LEFT, etc. */
sken LEFT RIGHT NONASSOC TOKEN PREC TYPE START UNION

ken MARK  /# the %% mark */
ken LCURL [+ the %{ mark ¢/
sken RCURL /# the %} mark #/

/* ascii character literals stand for themselves s/
.art spec

: :defs MARK rules tail

: MARK { Eat up the rest of the file }
| /* empty: the second MARK is optional */

i /% empty s/
| defs def

1

: START IDENTIFIER

UNION { Copy union definition to output }
LCURL { Copy C code to output file } RCURL
ndefs rword tag nlist

rd : TOKEN
LEFT
RIGHT
NONASSOC
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| TYPE

tag  : /* empty: union tag is optional */
| ‘<’ IDENTIFIER >

nlist : nmno
nlist nmno
nlist %" nmno

nmno : IDENTIFIER /* Literal illegal with %type */
| DENTIFIER NUMBER /# Illegal with %type */

¥
/#* rules section */

rules : C_IDENTIFIER rbody prec
| rules rule

rule : C_IDENTIFIER rbody prec
|’l' rbody prec

rbody :/*empty ¢/
| rbody IDENTIFIER
| rbody act

1

act : {° { Copy action, translate $8, etc. } }’

prec : [+ empty */
PREC IDENTIFIER
PREC IDENTIFIER act
[ prec -

¥

8.20 An Advanced Example

This section gives an example of a grammar using some of the advanced
‘eatures discussed in earlier sections. The desk calculator example is modified
;0 provide a desk calculator that does floating point interval arithmetic. The
:alculator understands floating point constants, the arithmetic operations +,
-, *, [, unary -, and = (assignment), and has 26 iloating point variables, a
hrough z. Moreover, it also understands intervals, written
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(x,y)

where z is less than or equal to y. There are 26 interval valued variables A
through Z that may also be used. Assignments return no value, and print
nothing, while expressions print the(floatingor interval) value.

This example explores a number of interesting features of yacc and C.
Intervals are represented by a structure, consisting of the left and right
endpoint values, stored as a double precision values. This structure is given a
type name, /INTERVAL, by using typedef. The yacc value stack can also
contain floating point scalars, and integers (used to index into the arrays
holding the variable values). Notice that this entire strategy depends strongly
on being able to assign structures and unions in C. In fact, many of the actions
callfunctions that return structures as well.

It is also worth noting the use of YYZRROR to handle error conditions:
division by an interval containing 0, and an interval preseated in the wrong
order. In effect, the error recovery mechanism of yacc is used to throw away
the rest of the offending line.

In addition to the mixing of types on the value stack, this grammar also
demonstrates an interesting use of syntax to keep track of the type (e.g., scalar
or interval) of intermediate expressions. Note that a scalar can be
automatically promoted to an interval if the context demands an interval
value. This causes a large number of conflicts when the grammar is run
through yacc: 18 Shift/Reduce and 26 Reduce /Reduce. The problem can be
seenbylookingat thetwoinputlines:

25+ (35-4.)
and
25+ (35,4.)

Notice that the 2.5 is to be used in an interval valued expression in the second
example, but thisfact is not known until the comma (,) isread; by thistime, 2.5
is finished, and the parser cannot go back and changeitsmind. More generally,
it might be necessary to look ahead an arbitrary number of tokens to decide
whether to convert a scalar to an interval. This problem is circumvented by
having two rules for each binary interval valued operator: one when the left
operand is a scalar, and one when the left operand is an interval. In the second
case, the right operand must be an interval, so the conversion will be applied
automatically. However, there are still many cases where the conversion may
be applied or not, leading to the above confiicts. They are resolved by listing
the rules that yield scalarsfirst in the specification file; in this way, the conflicts
will be resolved in the direction of keeping scalar valued expressions scalar
valued until they are forced to become intervals.

This way of handling multiple types is very instructive, but not very general. If
there were many kinds of expression types, instead of just two, the number of
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‘ules needed would increase dramatically, and the conflicts even more
iramatically. Thus, while this example is instructive, it is better practice in a
nore normal programming language environment to keep the type
nformationas part of the value, and not aspart of the grammar,

Finally, a word about the lexical analysis. The only unusual feature is the
rreatment of floating point constants. The Clibrary routine atofis used to do
vhe actual conversion from a character string to a double precision value. If the
lexical analyzer detects an error, it responds by returning a token that isillegal
in the grammar, provoking a syntax error in the parser, and thence error
recovery.

%(

# include <stdio.h>
# include <ctype.h>

typedef struct interval {
double lo, hi;
} INTERVAL;
INTERVAL vmul(), vdiv();
double  atof();

double dreg| 26 |;
INTERVAL vreg| 26 J;

%}

Tostart lines

%ounion {
int ival;

double dval;
INTERVAL vval;

}
%token <ival> DREG VREG [+ indices into dreg, vreg arrays #/

%token <dval> CONST /* floating point constant */

%type <dval> dexp /* expression */
T%type <vval> vexp /* interval expression */

/* precedence information about the operators */

%left (FAIRR
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180

%left UMINUS /* precedence for unary minus ¢/

%%

lines

line

dexp

vexp

: [+ empty */
| lines line

: dexp '\n’
{ printf( "%15.8M\n", $1 ); }
| vexp ’\n’
{ printf( "(%15.8f, %15.8¢ )\n", $1.lo, $1.hi ); }
| DREG ’=' dexp '\n’
{ dreg[$1] = $3; }
| VREG =’ vexp '\n’
{ vreg[$1]) = $3; }
| error *\n’
{ yyerrok; }

r

: CONST
| DREG
{ 88 = dreg[81); }
| dexp '+’ dexp
{88 =81+83}
" dexp
{88 =¢81-83;)
| dexp '+' dexp
{93 =81+83)
| dexp ’/* dexp
{$6=291/%3)
| -’ dexp %prec UMINUS
{88=-82;)
I l(’ dexp I)’
{88 =292}

| dexp

3
: dex

P

{ $8.hi = $8.1o = $81; )
I ‘(' dexp ”’ dexp |)'

$3.1o = $2;

$3hi = $4;

it $8.Jo > $8.hi )

printf("interval out of order\n");
YYERROR;

}
}
| VREG
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{ $8 = vreg($1); }
| vexp '+’ vexp
{ $8.hi = $1.hi + $3.hi; e
$8.1o = $1.1o + $3.10; } :
| dexp '+’ vexp
{ $8.hi = $§1 + $3.hj;
$8.1o = $1 + $3.10; }
| vexp ’-’ vexp
{ $8.hi = $1.hi - $3.1o;
$8.1o = $1.1o - $3.hi; }
| dexp '’ vex
{ $8.hi = $1 - $3.lo;
$81o = $1 - $3.hi;}
| vexp '+’ vexp
{ $¢ = vmul( $1.1o, $1.hi, $3 ); }
| dexp ¢ vex
{88 = vmul( $1,81,83); )
| vexp /' v
{ lf( dcheck( $3 ) ) YYERROR;
$$ = vdiv( $1.lo, $1.hi, $3 ); }
| dexp ’/’ vexp
{if ( dcheck( $3 ) ) YYERROR;
$$ = vdiv( $1, $1,$3); )} L
| *-' vexp %prec UMINUS 1
{ $8.hi = -$2.10; $8.10 = -$2.hi; } o
I ![‘ Vexp l)'

{ 88 =82 )

R—

%%
# define BSZ 50 /¢ buffer size for fp numbers s/

/* lexical analysis s/

yylex(}
register c;

{ /* skip over blanks ¢/}
while( ( ¢ = getchar() ) ==

if ( isupper(c) X
yylvalival = ¢ - 'A%
return( VREG );

if (islower(c) ){
yylval.ival =C- ’a‘;
return( DREG );

}
if( isdigit( » ) || e=="" }{
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/* gobble up digits, points, exponents */

char buf(BSZ+1), *cp = buf;
int dot =0, exp = 0;

for( ; (cp-buf) <KBSZ ; ++cp,c=getchar() }{

*cp = ¢;
if ( 1sd|glt(c) ) continue;
if(c ==

if ( dot++ || exp ) return( ' );
/* above causes syntax error */
continue;

}

if (c=="¢){
if ( exp++ ) return( e’ );
/* above causes syntax error */
continue;

}

/* end of number */
break;

*cp = '\0';
if( (cp-buf) >= BSZ )
printf( " constant too long: truncated\n”);
else ungete( ¢, stdin );
/* above pushes back last char read */
yylval.dval = atof ( buf );
return( CONST );

return( c );

INTERVAL hilo( a, b, ¢, d) double a,b,c, d; {
/* returns the smallest interval containing a, b, ¢, and d */
/* used by #, / routines */
INTERVAL v;

if(a>b ) { v.hi=a; vlo=b;}
else { v.hi = b; v.lo = a; }

if( e>d) {
if (e>v.hi) v.hi=c;
if(d<v.lo)v.lo = d;

else {

if (d>v.hi) v.hi = d;
if (c<vlo)vlo=c¢;
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return( v );

INTERVAL vmul( a, b, v ) doﬁble a, b; INTERVAL v; {
return( hilo( a*v.hi, a*v.lo, b*v.hi, bsv.o ) );

dcheck( v ) INTERVAL v; {
if( v.hi D= 0. && vlo <= 0. ){
printf( " divisor interval contains 0.\n" );
return(1);

return(0);

INTERVAL vdiv( a, b, v) double a, b; INTERVAL v; {
ieturn( hilo( a/v.hi, a/v.lo, b/v.hi, b/v.lo ) );

9.21 OIld Features

This section mentions synonyms and features which are supported for )
historical continuity, but, for variousreasons, are not encouraged.

1. Literalsmay also be delimited by double quotation marks (”).

2. Literalsmay be more than one character long. Ifall the charactersare
alphabetic, numeric, or underscore, the type number of the literal is
defined, just as if the literal did not have the quotation marks around
it. Otherwise, it is difficult to find the value for such literals. The use
of multicharacter literals is likely to mislead those unfamiliar with
yacec, since it suggests that yacc is doing a job that must be actually
done by thelexical analyzer.

3. Most places where ‘%' is legal, backslash (\) may be used. In
particular, the double backslash (\\) is the same as %%, \left the

same as Zleft, etc.

4. Thereareanumberofothersynonyms:

%< is the same as %left

%> is the same as %right

%binary and %2 are the same as %nonassoc
%0 and %term are the same as %token
%= is the same as %prec
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Actionsmay also have the form

and the curly braces can be dropped if the action is a single C
statement.

C code between %{ and %} used to be permitted at the head of the
rules section, as well asin the declaration section.
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C Language Portability

A.l Introduction

The standard definition of the C programming language leavesmany detailsto
be decided by individual implementations of the language. These unspecified
features of the language detract fromits portability and must be studied when
attempting to write portable C code.

Most of the issues affecting C portability arise from differences in either target
machine hardware or compilers. C was designed to compile to efficient code for
the target machine (initially a PDP-11) and so many of the language features
not precisely defined are those that reflect a particular machine’s hardware
characteristics.

This appendix highlights the various aspects of C that may not be portable
across different machines and compilers. It also briefly discusses the portability
of a C program in terms of its environment, which is determined by the system
calls and library routines it uses during execution, file pathnames it requires,
and other items not guaranteed to be constantacrossdifferentsystems.

The C language has been implemented on many different computers with
widely different hardware characteristics, from small 8-bit microprocessors to
large mainframes. This appendix is concerned with the portability of C code in
the XENIX programming environment. This is a more restricted problem to
consider since all XENIX systems to date run on hardware with the following
basic characteristics:

- ASCII character set

—  8-bit bytes

—  2-byte or 4-byte integers

—  Two’scomplement arithmetic

These features are not formally defined for the language and may not be found
in all implementations of C. However, the remainder of this appendix is
devoted to those systems where these basic assumptions hold.

The C language definition contains no specification of how input and output is
performed. This is left to system calls and library routines on individual
systems. Within XENIX systems there aresystem callsand library routinesthat
can be considered portable. These are described briefly in alater section.

This appendix is not intended as a C language primer. It is assumed that the
reader is familiar with C, and with the basic architecture of common
microprocessors.
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A.2 Program Portability

A program is portable if it can be compiled and run successfully on different
machines without alteration. There are many ways to write portable
programs. The first is to avoidusinginherently nonportable language features.
The second is to isolate any nonportable interactions with the environment,
such as1/O to nonstandard devices. For example programs should avoid hard-
coding pathnames unless a pathname is common to all systems (e.g.,

[ete/ passwd).
Files required at compiletime (i.e., include files) may also introduce
nonportability ifthe pathnamesare not the same on allmachines. In some cases

include files containing machine parameters can be used to make the source
codeitself portable.

A.3 Machine Hardware

Differences in the hardware of the various target machines and differences in

the corresponding C compilers cause the greatest number of portability-

problems. This section lists problems commonly encountered on XENIX
systems.

A.3.1 Byte Length

By definition, the char datatype in C must be large enough to hold as positive
integers all members of a machine’s character set. For the machines described
in thisappendix, the char size isexactly an8 bitbyte.

A.3.2 Word Length

[n C, the size of the basic data types for a given implementation are not
formally defined. Thus they often follow the most natural size for the
underlying machine. It is safe to assume that short is no longer than long.
Beyond that no assumptions are portable. For example on some machines
short is the same length as int, whereas on others long is the same length as
int.

Programs that need to know the size of a particular data type should avoid
hard-coded constants where possible. Such information can usually be written
in a fairly portable way. For example the maximum positive integer (on a two’s
complement machine) can be obtained with:

#+define MAXPOS ((int)(((unsigned) 0) >> 1))

Thisis preferable to something like:
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#tifdef PDP11
#define MAXPOS 32767
frelse

#endif

Tofind the number of bytesin an int use *‘sizeof (int)” rather than 2, 4, or some
other nonportable constant.

A.3.3 Storage Alignment

The Clanguage definesnoparticular layout for storage of dataitemsrelative to
each other, or for storage of elements of structures or unions within the
structureor union.

Some CPU's, such as the PDP-11 and M68000 require that data types longer
than one byte be aligned on even byte address boundaries. Others, such as the
8086 and VAX-11 have no such hardware restriction. However, even with these
machines, most compilers generate code that aligns words, structures, arrays,
and long words on even addresses, or even long word addresses. Thus, on the
VAX-11, the following code sequence gives “8", even though the VAX
hardware can accessanint (a 4-byte word) on any physical starting address:

struct s_tag {
char ¢;
int i

&
printf(" %d\n" sizeof(struct s_tag));

The principal implications of this variation in data storage are that data
.accessed as nonprimitive data types is not portable, and code that makesuse of
knowledge of thelayouton a particular machineis not portable.

Thus unions containing structures are nonportable if the union is used to access
the same data in different ways. Unions are only likely to be portableif they are
used simply to have different data in the same space at different times. For
example, if the following union were used to obtain 4 bytes from a long word,
the code would not be portable:

union {
char cl[4];
long lw;

}u

The eizeof operator should always be used when reading and writing
structures:
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struct s_tag st;

write(fd, &st, sizeof(st));

This ensures portability of the source code. It does not produce a portable data
file. Portability of data is discussed in alater section.

Note that the sizeof operator returns the number of bytes an object would
occupy in an array. Thus on machines where structures are always aligned to
begin on a word boundary in memory, the sizeof operator will include any
necessary padding for this in the return value, even if the padding occurs after
all useful data in the structure. This occurs whether or not the argument is
actually an array element.

A.3.4 Byte Order in a Word

The variation in byte order in a word affects the portability of data more than
the portability of source code. However any program that makes use of
knowledge of the internal byte order in a word is not portable. For example, on
some systems there is an include file misc.k that contains the following
structure declaration:

/t
* structure to access an
* integer in bytes
*
struct {
char lobyte;
char hibyte;
k

With certain less restrictive compilers this could be used to access the high and
low order bytes of an integer separately, and in a completely nonportable way.
The correct way to do this is to use mask and shift operations to extract the
required byte:

#+define LOBYTE()) (i & 0xff)
#tdefine HIBYTE() ((i >> 8) & 0xfl)

Note that even this operation is only applicable to machines with two bytes in
anint.

Oneresult of the byte ordering problem is that the following code sequence will
not always perform asintended:

.
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int ¢ = 0;
read(fd, &c, 1);

On machines where the low order byte isstored first, the valueof‘“c” willbe the
byte value read. On other machines the byte is read into some byte other than
the low order one, and the value of ““c” is different.

A.3.5 Bitfields

Bitfields are not implemented in all C compilers. When they are, no field may
be larger than anint, and no field can overlap an int boundary.If necessary the
compiler willleave gaps and move to the nextint boundary.

The C language makes no guarantees about whether fields are assignedleft to

‘right, or right to left in an int. Thus, while bitfields may be useful for storing
flags and other small data items, their use in unions to dissect bits from other
data is definitely nonportable.

Toensure portability no individual field should exceed 16 bits.

A.3.6 Pointers

The C language is fairly generous in allowing manipulation of pointers, to the
extent that most compilers will not object to nonportable pointer operations.
The lint program is particularly useful for detecting questionable pointer
assignments and comparisons.

The common nonportable use of pointers is the use of casts to assign one pointer
to another pointer of a different data type. This almost always makes some
assumption about the internalbyteordering andlayout of thedatatype, andis
therefore nonportable. In the following code, the byte order in the given array
isnot portable:

char c[4);
long *lp;

Ip = (long *)&c(0};
slp = 0x12345678L;

The lint program will issue warning messages about such uses of pointers. Code
like thisis very rarely necessary or valid. It is acceptable, however, when using
the malloc function to allocate space for variables that do not have char type.
The routine isdeclared as type char * and thereturnvalueis cast to thetype
to be stored in the allocated memory. If this type is not char #* then lint will
issue a warning concerning illegal type conversion. In addition, the malloc
function is written to always return a starting address suitable for storing all
typesof data. Lint does not know this, so it givesa warning about possible data
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alignment problems too. In the following example, malloc is used to obtain
memory foran array of 50 integers.

extern char *malloc();
int *ip;

ip = (int *)malloc(50);

Thisexample will attract a warning message from lint.

A.3.7 Address Space

The address space available to a program running under XENIX varies
considerably from system to system. On a small PDP-11 there may be only 64K
bytesavailable for program and data combined. Larger PDP-11’s, and some 16
bit microprocessors-allow 64K bytes of data, and 64K bytes of program text.
Other machines may allow considerably more text, and possibly more data as
well.

Large programs, or programs that require large data areas may have
portability problems onsmalimachines.

A.3.8 Character Set

The Clanguage doesnot require the use of the ASCII character set. Infact, the
only character set requirements are all characters must fit in the char data
type, andallcharacters must have positive values.

In the ASCII character set, all characters have values between zero and 127.
Thus they can all be represented in 7 bits, and on an 8-bits-per-byte machine
areall positive, whether char istreated assigned or unsigned.

There is a set of macros defined under XENIX in the header file
[uar/include/ctype.h that should be used for most tests on character
quantities. They provide insulation from the internal structure of the
character set and, in most cases, their names are more meaningful than the
equivalent line of code. Compare

if (isupper(c))
to
if((c >="A") && (c <="2"))
With some of the other macros, such as tadigit to test for a hex digit, the

advantage is even greater. Also, the internal implementation of the macros
makes them more efficient than anexplicit test withan ‘if’ statement

A-6



C Language Portability

A.4 Compiler Differences

There are a number of C compilers running under XENIX. On PDP-11 systems
there is the so-called “Ritchie” compiler. Also on the 11, and on most other
systems, there is the Portable C Compiler.

A.4.1 Signed/Unsigned char, Sign Extension

The current state of the signed versus unsigned char problem is best described
as unsatisfactory.

The sign extension problem is a serious barrier to writing portable C, and the
best solution at present is to write defensive code that does not rely on
particularimplementation features.

A.4.2 Shift Operations

The left shift operator, **< < shifts its operand a number of bits left, filling
vacated bits with zero. Thisis a so-called logical shift. The right shift operator,
“>>" when applied to an unsigned quantity, performs a logical shift
operation. When applied to a signed quantity, the vacated bits may be filled
with zero (logical shift) or with sign bits (arithmetic shift). The decision is
implementation dependent, and code that uses knowledge of a particular
implementation is nonportable.

The PDP-11 compilers use arithmetic right shift. To avoid sign extensionit is
necessary toshift and mask out the appropriate number of high order bits:

char ¢;
c=(c >> 3) & Oxlf;

Youcanalso avoidsignextension by using using the divide operator:
char ¢;

c=c /8

A.4.3 Identifier Length
The use of long symbols and identifier names will cause portability problems
with some compilers. To avoid these problems, a program should keep the

following symbols as short as possible:

~  C Preprocessor Symbols

AT
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—  CLocal Symbols
—  CExternal Symbols

The loader used may also place a restriction on the number of unique
charactersin C externalsymbols.

Symbols unique in the first six characters are unique to most C language
processors. '

On some non-XENIX C implementations, uppercase and lowercase letters are
notdistinct in identifiers.

A.4.4 Register Variables

The number and type of register variablesin afunction depends on the machine
hardware and the compiler. Excessand invalid register declarationsare treated
as nonregister declarations and should not cause a portability problem. On a
PDP-11, up to three register declarations are significant, and they must be of
type int, char, or pointer. While other machines and compilers may support
declarationssuch as

register unsigned short
this should not be relied upon.
Since the compiler ignores excess variables of register type, the most important
register type variables should be declared first. Thus, if any are ignored, they
will be the least important ones.
A.4.5 Type Conversion
The C language has some rules for implicit type conversion; it also allows
explicit type conversions by type casting. The most common portability
problem in implicit type conversion is unexpected sign extension. This is a
potential problem whenever something of type char is compared with anint.
For example

char c;

if(c == 0x80)

will never evaluate true on a machine which sign extends since ‘‘c” is sign

extended before the comparison with 0x80,anint.

C
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The only safe comparison between char type and anint is the following:
char ¢

if(c == "x)

This is reliable because C guarantees all characters to be positive. The use of
hard-coded octal constants is subject to sign extension. For example the
following program prints *‘ff80" on a PDP-11:

main()

printf(” %x\n",’\200");

Type conversion also takes place when arguments are passed to functions.
Types char and short become int. Machines that sign extend char can give
surprises. For example the following program gives-128 on some machines:

char ¢ = 128;
printf(" %d\n" c);

This is because “c” is converted to int before passing o the function. The
function itself has no knowledge of the original type of the argument, and is
expecting an int. The correct way to handle this is to code defensively and
allow for the possibility of sign extension:

char ¢ = 128;
printf(" %d\n", ¢ & Oxfl);

A.4.6 Functions With Variable Number of Arguments

Functions with a variable number of arguments present a particular
portability problem if the type of the arguments is variable too. In such cases
the code is dependent upon the size of various data types.

In XENIX there is an include file, /usr/include/varargs.k, that contains macros
for use in variable argument functions to access the arguments in a portable
way:

typedef char #va_list;

#tdefine va_dcl int va_alist;

ftdefine va_start(list) list = (char *) &va_alist

##define va_end(list)

ftdefine va_arg(list,mode) ((mode *)(list += sizeof(mode)))|-1]

The va_end() macro is not currently required. Use of the other macros will be
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demonstrated by an example of the fprintf library routine. This has a first
argument of type FILE #, and asecond argument of type char *. Subsequent
arguments are of unknown type and number at compilation time. They are
determined at run time by the contentsof the control string, argument 2.

The first few lines of fprintf to declare the arguments and find the output file
and controlstring address could be:

#include <varargs.h>
#include <stdio.h>

int
fprintf(va_alist)
va_dcl;
va_list ap; /* pointer to arg list s/
char *format;
FILE #fp;
va_start(ap); /* initialize arg pointer */

fp = va_arg(ap, (FILE #));
format = va_arg(ap, (char #));

}

Note that there is just one argument declared to fprintf. This argument is
declared by the va_dcl macro to be type int, although its actual type is
unknown at compile time. The argument pointer “ap” is initialized by va_etart
to the address of the first argument. Successive arguments can be picked from
the stack so long as their type is known using the va_argmacro. Thishas a type
as its second argument, and this controls what data is removed from the stack,
and how far the argument pointer “ap” is incremented. In fprintf, once the
control string is found, the type of subsequent arguments is known and they
can be accessed sequentially by repeated calls to va_arg(). For example,
argumentsof type double, int *, and short, couldberetrieved asfollows:

double dint;
int #ip;
short s;

dint = va_arg(ap, double);
ip = va_arg(ap, (int *));
s = va_arg(ap, short);

The use of these macros makes the code more portable, althoughit does assume
a certain standard method of passing arguments on the stack. In particular no
holes must be left by the compiler, and types smaller than int (e.g., char, and
short on long word machines) must be declared asint.
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A.4.7 Side Effects, Evaluation Order

The C language makes few guarantees about the order of evaluation of
operandsin anexpression, or arguments to afunctioncall. Thus

func(i++, i++);
isextremely nonportable,andeven
func(i++);

is unwise if func is ever likely to be replaced by a macro, since the macro may
use “i” more than once. There are certain XENIX macros commonly used in
user programs; these are all guaranteed to use theirargumentonce, and socan
safely be called with a side-effect argument. The most common examples are

gete, pute, getchar, and putchar.

Operands to the following operators are guaranteed to be evaluated left to
right:

: & || ?

Note that the comma operator here is a separator for two C statements. A list
of items separated by commas in a declaration list is not guaranteed to be
processed left toright. Thus thedeclaration

register int a, b, ¢, d;

on a PDP-11 where only three register variables may be declared could make
any three of the four variables register type, depending on the compiler. The
correct declaration is to decide the order of importance of the variables being
register type, and then use separate declaration statements, since the order of
processing of individual declaration statementsisguaranteed to be sequential:

register int a;
register int b;
register int c;
register int d;

A.5 Program Environment Differences

Most programs make system callsand use library routines for variousservices.
This section indicates some of those routines that are not always portable, and
those that particularly aid portability.

We are concerned here primarily with portability under the XENIX operating

system. Many of the XENIX system calls are specific to that particular
operating system environment and are not present on all other operating
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system implementations of C. Examples of this are getpwent for accessing
entries in the XENIX password file, and getenv which is specific to the XENIX
concept of a process’ environment.

Any program containing hard-coded pathnames to files or directories, or user
IDs, login names, terminal lines or other eystem dependent parameters is
nonportable. These types of constant should be in header files, passed as
rommand line arguments, obtained from the environment, or obtained by
asing the XENIX default parameter library routines dfopen, and dfread.

Within XENIX, most gystem calls and library routines are portable across
lifferent implementations and XENIX releases. However, a few routines have
thanged in their user interface. The XENIX library routines are usually
>ortable among XENIX gystems.

Note that the members of the printf family, printf, fprintf, eprintf, escanf, and
reanf have changed in several ways during the evolution of XENIX, and some
‘eatures are not completely portable. The return values of these routines
:annot be relied upon to have the same meaning on all systems. Some of the
‘ormatconversion characters have changed their meanings, in particular those
elating to uppercase and lowercase in the output of hexadecimal numbers, and
he specification of long integers on 16-bit word machines. The reference
nanual page for printfcontains the correct specificationfor these routines.

A.8 Portability of Data

Jata files are almost always nonportable across different machine CPU
rchitectures. As mentioned above, structures, unions, and arrays have
-arying internal layout and padding requirements on different machines. In
.ddition, byte ordering within words and actual wordlength may differ.

“he only way achieve data file portability is to write and read data files as one
imensional character arrays. This avoids alignment and padding problems if
he data is written and read as characters, and interpreted that way. Thus
\SCII text files can usually be moved between different machine types without
oo many problems.

\.7 Lint

tntisa C program checker which attempts to detect featuresof a collection of
' source files that are nonportable or even incorrect C. One particular
dvantage of lint over any compiler checking is that lint checks function

eclaration and usage acrosssource files. Neither compiler nor loader do this.

tnt will generate warning messages about nonportable pointer arithmetic,
ssighments, and type conversions. Passage unscathed through lint is not a
uarantee that a program is completely portable.
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A.8 Byte Ordering Summary
The following conventionsareused in the tables below:
a0 Thelowestphysically addressedbyteofthe dataitem.a0+ 1,and soon.

b0 The least significant byte of the data item, 'bl’ being the next least
significant, and so on.

Note that any program that actually makes use of the following information is
guaranteed to be nonportable!

Byte Ordering for Short Types

CPU Byte Order
alD al
[PDP-1i b0 bi
VAX-11 b0 bl
8086 b0 bl
286 b0 bl
M68000 bl b0
78000 bl b0

ByteOrderingforLong Types

CPU Byte Order
L a0 al a2 ad |

PDP-11 b2 b3 bo bl
VAX-11 b0 bl b2 b3
8086 b2 b3 b0 bl
286 b2 b3 b0 bl
M68000 b3 b2 bl bo
78000 b3 b2 bl b0
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M4: A Macro Processor

B.1 Introduction
The m4 macro processor defines and processes specially defined strings of
characters called macros. By defining a set of macros to be processed by m4, a
programming language can be enhanced to make it:

—  More structured

—  Morereadable

—  Moreappropriate fora particular application
The #*define statement in C and the analogous define in Ratfor are examples
of the basic facility provided by any macro processor—replacement of text by

other text.

Besides the straightforward replacement of one string of text by another, m4
provides:

—  Macros witharguments

-~ Conditional macro expansions

—  Arithmetic expressions

—  Filemanipulation facilities

~  String processing functions
The basic operation of m4is copying its input to its output. As the input isread,
eachalphanumerictoken (that is, string of letters and digits) is checked. If the
token is the name of a macro, then the name of the macro is replaced by its
defining text. The resulting string is reread by m4. Macros may also be called
with arguments, in which case the arguments are collected and substituted in
the right placesin the defining text before m4 rescans the text.
M4 provides a collection of about twenty built-in macros. In addition, the user
can define new macros. Built-ins and user-defined macros work in exactly the

same way, except that some of the built-in macroshave side effects on the state
of the process.

B.2 Invoking m4
The invocation syntax for m{ is:
m4 [files]

Each file name argument is processed in order. If there are no arguments, or if
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an argument is a dash (-), then the standard is read. The processed text is
written to the standard output, and can be redirected as in the following
example:

m¢ filel file2 - > outputfile
Note the use of the dash in the above example to indicate processing of the
standard input, efter the files fileand file2have been processed by m4.

B.3 Definin g Macros

The primary built-in function of m{ is define, which is used to define new
macros. The input

define(name, stuff)
causes the string name to be defined as stuff. All subsequent occurrences of
name will be replaced by stuff. Name must be alphanumeric and must begin
with a letter (the underscore (_) counts as a letter). Stuffis any text, including
text that containsbalanced parentheses;it may stretch over multiple lines.

Thus, asatypicalexample

define(N, 100)

if(i > N)
defines ‘“N"’ to be 100, and uses this symbolic constant in a later if statement.
The left parenthesis must immediately follow the word define, to signal that
define hasarguments. If a macro or built-in name is not followed immediately
by a left parenthesis, “(”, it is assumed to have no arguments. This is the
situation for “N” above; it is actually a macro with no arguments. Thus, when
it is used, no parentheses are needed followingits name.

You should also notice that a macro name is only recognized as such if it
appears surrounded by nonalphanumerics. Forexample,in

define(N, 100)
if (NNN > 100)

the variable “NNN” is absolutely unrelated to the defined macro “N”, even
though it containsthree N’s.

Thingsmay be definedin terms of other things. For example
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define(N, 100)
define(M, N)

defines both M and N to be 100.

What happensif “N” isredefined? Or, tosay it another way, is “M" defined as
“N" or as 100? In mJ, the latter is true, “M” is 100, so even if**N’’ subsequently

changes, ‘M does not.

This behavior arises because m4 expands macro names into their defining text
as soon as it possibly can. Here, that means that when the string “N”’ is seen as
the arguments of define are being collected, it isimmediately replaced by 100;
it'sjustasif you hadsaid

define(M, 100)
in the first place.

If this isn’t what you really want, there are two ways out of it. The first, which
isspecific to thissituation, is to interchange the order of the definitions:

define(M, N)
define(N, 100)

Now “M” is defined to be the string N, so when you ask for “M” later, you
will always get the value of “N” at that time (because the ‘‘M" will be replaced
by “N* which, in turn, will be replaced by 100).

B.4 Quoting

Themore general solution is to delay the expansion of the arguments of define
by quoting them. Any text surrounded by single quotation marks * and “is not
expanded immediately, but has the quotation marks stripped off. If yousay

define(N, 100)
define(M, ‘N’)

the quotation marks around the ‘“N”’ are stripped off asthe argument is being
collected, but they have served their purpose, and *“M"” is defined as the string
“N”, not 100. The general rule is that m4 always strips off one level of single
quotation marks whenever it evaluates something. This is true even outside of
macros. If you want the word ‘‘define” to appear in the output, you have to
quoteitintheinput,asin

‘define’ = 1;

As another instance of the same thing, whichisabit more surprising, consider
redefining “N’’:
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define(N, 100)
d.;ﬁne(N , 200)

Perhaps regrettably, the “N in the second definition isevaluated as soon asit’s
seen; thatis, it isreplaced by 100, so it’s asif you had written

define(100, 200)
This statement isignored by m4, since you can only define things that look like
names, but it obviously doesn’t have the effect you wanted. Toreally redefine
“N", youmustdelay the evaluation by quoting:

define(N, 100)

define(‘N’, 200)
In m4, itis often wise to quote the first argument of a macro.
If the forward and backward quotation marks (" and °) are not convenient for
some reason, the quotation marks can be changed with the built-in
changequote. For example:

changequote([, |)

makes the new quotation marksthe left and right brackets. You canrestore the
original characters with just

changequote

There are two additional built-ins related to define. The built-in undefine
removes the definition of some macro or built-in:

undefine(*N’)
removes the definition of “N”’. Built-inscan be removed with undefine, asin
undefine(‘define’)
but once youremove one, you can neverget it back.
The built-in ifdef provides a way to determine if a macro is currently defined.
For instance, pretend that either the word “xenix” or “unix” is defined
according toa particular implementation of a program. To perform operations

according to which system you have you might say:

. ifdef(‘xenix’, ‘define(system,1)’ )
ifdef(*unix’, ‘define(system,2)’ )

Don’t forget the quotation marks in the above example.
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Ifdef actually permits three arguments: if the name is undefined, the value of

ifdefisthenthethird argument, asin

ifdef(‘xenix’, on XENIX, not on XIENIX)

B.5 Using Arguments
So far we have discussed the simplest form of macro processing —replacingone
string by another (fixed) string. User-defined macros may alsohave arguments,
so different invocations can have different results. Within the replacement text
for a macro (the second argument of its define) any occurrence of $» will be
replaced by the nth argument when the macro is actually used. Thus, the
macro bump, defined as

define(bump, $1 = $1 + 1)
generates codetoincrementitsargument by 1:

bump(x)

¥ome X + 1
A macro can have as many arguments as you want, but only the first nine are
accessible, through $1 to $9. (The macro name itself is $0.) Argumentsthat are
not supplied are replaced by null strings, so we can define a2 macro cat which
simply concatenates itsarguments, like this:

define(cat, $1$2$3848586$7$889)
Thus

cat(x, y, z)
isequivalentto

Xyz

The arguments $4 through $9 are null, since no corresponding arguments were
provided.

Leading unquoted blanks, tabs, or newlines that occur during argument
collection are discarded. Allother white space is retained. Thus:

define(a, b ¢)

defines‘‘a” tobe b ¢”.
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Arguments are separated by commas, but parenthesesare counted properly, so
acomma protected by parenthesesdoesnot terminate anargument. Thatis,in

define(a, (b,c))

there areonly two arguments; the second is literally “(b,c)”. And of coursea
bare comma or parenthesis can be inserted by quotingit.

B.8 Using Arithmetic Built-ins

M/ provides two built-in functions for doing arithmetic on integers. The
simplest is incr, which incrementsits numeric argument by 1. Thus, to handle
the common programmingsituation where you want avariable to be defined as
one more than N, write

define(N, 100)
define(N1, ‘iner(N)’)

Then ““N1" isdefined as one more than the current valueof “N”’.

The more general mechanism for arithmetic is a built-in called eval, which is
capable of arbitrary arithmetic on integers. It provides the following operators
(in decreasing order of precedence):

unary + and -

#* or © (exponentiation)

* [ % (modulus)

+ -

== 1= < <= > >=
! (not)

& or &&(logical and)

Jor || (logical or)

Parentheses may be used to group operations whereneeded. All the operands
of an expression given to eval must ultimately be numeric. The numeric value
of a true relation (like 1>0) is 1, and false is 0. The precision in eval is
implementation dependent.

Asasimple example, suppose we want ‘“‘M” to be “2#+N+1". Then

define(N, 3)
define(M, ‘eval(2#*N+1)’)

As a matter of principle, it is advisable to quote the defining text for a macro
unlessit isvery simple indeed (say just a number); it usually gives the result you
want, and is a good habit to get into.
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B.7 Manipulating Files

You can include a new file in the input at any time by the built-in function
include:

include(file name)

inserts the contents of filename in place of the include command. The
contentsof the file is often a set of definitions. The value of include (that s, its
replacement text) is the contents of the file; this can be captured in definitions,
etc.

It is a fatal error if the file named in include cannot be accessed. To get some
control over this situation, the alternate formsinclude can be used; sinclude
(for “silentinclude”) saysnothing and continuesifit can’t accessthe file.

It is also possible to divert the output of m4 to temporary files during
processing, and output the collected material upon command. M4 maintains
nine of these diversions, numbered 1 through 9. If yousay

divert(n)
all subsequent output is put onto the end of atemporary file referred to as“n”.
Diverting to this file is stopped by another divert command; in particular,
divertor divert(0) resumesthe normaloutput process.
Diverted text is normally output all at once at the end of processing, with the
diversions output in numeric order. It is possible, however, to bring back
diversionsatany time, that is, to append them to the current diversion.
undivert
brings back all diversions in numeric order, and undivert with arguments
brings back the selected diversions in the order given. The act of undiverting
discards the diverted stuff, as does diverting into a diversion whose number is

not between 0 and 9 inclusive.

The value of undivert is not the diverted stuff. Furthermore, the diverted
material isnot rescanned for macros.

The built-in divnum returns the number of the currently active diversion.
Thisiszero during normal processing.
B.8 Using System Commands

You can run any program in the local operating system with the syscmd
built-in. For example,
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syscmd(date)

runs the date command. Normally, syscmd would be used to create afilefora
subsequent include.

To facilitate making unique file names, the built-in maketemp is provided,

with specifications identical to the system function mktemp: a string of
X30IXX" in the argument is replaced by the processid ofthe current process.

B.9 Using Conditionals

There is a built-in called ifelse which enables you to perform arbitrary
conditional testing. In the simplest form,

ifelse(q, b, ¢, d)
compares the two strings a and b. If these are identical, ifelse returns the
string ¢; otherwise it returns d. Thus, we might define a macro called
compare which compares two strings and returns “yes” or “no” if they are the
sameor different.

define(compare, ‘ifelse($1, $2, yes, no)’)
Notethe quotation marks, which prevent too-early evaluation of if else.

If the fourth argument is missing, itis treated as empty.

ifelse can actually have any number of arguments, and thus provides a limited
form of multi-way decision capability. Inthe input

ifelse(q, b, ¢, d, ¢, f, g)
if the string e matches the string b, the resultis ¢. Otherwise, if dis the same as
e, the result is f. Otherwise the result is g. If the final argument is omitted, the
resultisnull, so

ifelse(q, b, ¢)

is ¢if amatches b, and null otherwise.

B.10 Manipulating Strings

The built-in len returns the length of the string that makes up its argument.
Thus

len(abedef)

is 6, and
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len((a,b))

is 5.

Thebuilt-insubstr can be used to produce substrings of strings. For example
substr(s,s,n)

returns the substring of s that starts at position ¢ (origin zero), and is n
characterslong. If nisomitted, the rest of the stringisreturned, so

substr(‘now is the time’, 1)

ow is the time
If for nare outof range, various sensible things happen.
The command

index(e1,22)

returns the index (position) in 1 where the string s2occurs, or -1 if it doesn’t
occur. As with substr, the origin for stringsis0.

Thebuilt-intranslit performs character transliteration.
translit(e, f, t)

modifies s by replacing any character found in fby the corresponding character
of t. Thatis

translit(s, aeiou, 12345)
replaces the vowels by the corresponding digits. If ¢t is shorter than f,
characters that don’t have an entry in t are deleted; as a limiting case, if ¢ is not
present at all, charactersfrom fare deleted from s. So

translit(s, aeiou)
deletesvowelsfrom *'s”.
There is also a built-in called dnl which deletes all characters that follow it up

to and including the next newline. It is useful mainlyfor throwingaway empty
lines that otherwise tend to clutter up m4 output. For example, if yousay
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define(N, 100)
define(M, 200)
define(L, 300)

the newline at the end of each line isnot part of the definition, soit is copiedinto
the output, where it may not be wanted. If you add dnl to each of these lines,
the newlines will disappear.

Another way to achieve this, is

divert(-1)
define(...)

e

divert

B.11 Printing

The built-in errprint writes its arguments out on the standard error file.
Thus, you can say

errprint(‘fatal error’)
Dumpdef is a debugging aid that dumps the current definitions of defined

terms. If there are no arguments, you get everything; otherwise you get the
onesyouname asarguments. Don’t forget the quotation marks.
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conditional operator,
operand type balancing 3-6



onstant in conditional
iontext 3-9
ronstruction check 3-1
ronstruction check 3-8
rontrol information
*low 3-11
legenerate unsigned
rompar ison 3-8
lescription 3-1
lirective
defined 3-11
embedding 3-11
:numeration, type
theck 3-6
rrror message, function
1ame 3-5
:xpression, order 3-10"
ixtern statement 3-2
1xternal declaration,
‘eport suppression 3-2
*ile
library declaration file
identification 3-12
‘unction
error message 3-5
return value check 3-=5
type check 3-6
unused See unused
function
.mplied assignment, type
theck 3-6
.nitialization, old style
theck 3-10"
.ibrary
compatibility check 3-
12
compatibility check
suppression 3-12

directive

acceptance 3-12

file processing 3-12
LINTLIBRARY directive 3-12

loop check 3-U4
nonportable character
check 3-7
nonportable expression
evaluation order check
3-10"
NOSTRICT directive 3-11
NOTREACHED directive 3-11
operator
operand types
balancing 3-6
precedence 3-9
output turnoff 3-11
pointer
agreement 3-6
alignment check 3-10"
relational operator,
operand type balancing 3-6

scalar variable check 3-11

source file, library
compatibility check 3-12
statement, unlabeled
report 3-4
structure selection
operator, type check 3<6
syntax 3-1
type cast
check 3-7
comment printing
control 3-7
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type check
description 3-6
turnoff 3-11
areachable break
statement, report
suppression 3-U
mnused argument
report suppression 3-3

inused function, check 3-2

syntax 4-U

Make

-d option 4-13
-n option 4-13
-t option 4-13
. suffix 4=9
.DEFAULT 4-5
.f suffix U4-9
«IGNORE U4-5

.1 suffix 4-9

.0 suffix 4-9

« PRECIOUS U5

.r suffix 4-9

.S suffix 4-9

«SILENT 4-5

.y suffix 4-9

.yr suffix 4-9

argument quoting 4-6

backslash (\)
description file
continuation 4-2

basic tool 1-2

command argument
macro definition U-6

mused variable, check 3-2

/ARARGS directive 3=12

rariable
external variable
initialization 3=l
inner/outer block
conflict 3-9
set/used
information 3-3
static variable
initialization 3-4
unused See unused

variable command string
ider See 1d " substitution 4-5
p command string
int use See Lint hyphen (=) start Ui-5
der command

form 4-1
location 4-1

" description print without
ros execution 4-13
reprocessing 1-2 dependency line
ntainer See Make substitution 4-5
‘e command dependency line
rguments 4-4 form U4-1

leseription 1-2



lescription file
comment convention 4-1

macro definition U4-6
lescription filename
argument 4-U4
ollar sign ($)
macro invocation U-6
:qual sign (=)
macro definition U4-5
‘ile generation 4-5
‘ile update 4-1
‘ile
time, date printing U-
13
updating 4-13
yphen (=)
command string
start 4-5
acro definition
analysis U4-6
argument A4-4
description 4-5
.acro
definition U4-6
definition override 4-6

invocation U4-6
substitution 4-5
value assignment A4-6
edium sized projects 4-1
etacharacter
xpansion 4-1
umber sign (#)
description file
comment 4-1
bject file
suffix U4-9

option argument

use 4-4
parentheses (())

macro enclosure U4-6
program maintenance 4-1
semicolon (3)

command

introduction 4-1
source file

suffixes U4-9
source grammar

suffixes U4-9

suffixes
list 4-9
table 4-9

target file
pseudo-target files 4-5

update 4-13
target filename

argument 4-4
target name omission 4-3
touch option See -t

option
transformation rules
table U4-9

troubleshooting' 4-13
Notational conventions 1-5
Object files

creating 2-8
Pipe

SCCS use See SCCS
prof command 2-12
Program development 1-1
Program

maintainer See Make
ps command

C-shell use See C-shell
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tation marks, single ('')
-shell use See C-shell
1ib

escription 1=2

command

CCS use See SCCS

S, source code

ontrol 1-3
S
M% keyword

g=file line
precedence 5-30
a option
login name addition
use 5-=23
d flag
flags deletion 5-16
d option
data specification
provision 5-20"
flag removal 5-16
e option
delta range
printing 5-21
file editing use 5-7
login name removal 5-24

f option
flag initialization,
modification 5-15
flag, value setting 65-
16
g option
output suppression 5-
30"
p-file regeneration 5-
26

<h option
file audit use 5-25
-1 flag
keyword message, error
treatment 5-15
-1 option
delta inclusion list
use 5-28
=k option
g-file regeneration 5-
26
<1 option
delta range
printing 5-21
l-file creation 5-29
-m option
effective when 5-18
file change
identification 5=30"
new file creation 5-27

-n option :
%M% keyword value use :
5-30"
g-file preservation 5-
12
pipeline use 5-30"
-p option

delta printing 5-30"
output effect 65-11

-r option
delta creation use 5-22

delta printing use 5-=21
file retrieval 5-9

release number
specification 5-27



5 option
output suppression 5-28

. option

delta retrieval 5-11
file initialization 6-
19

file modification 5-19
: option

delta exclusion list
use 5-28

r option

comments prompt
response 5-17

new file creation 65-27
. key

file audit use 5-26
‘#) string

file information,
search 5-31

Imin command

file administration 65-
25

file checking use 5-25
file creation 5<5

use authorization 5-6
Iministrator

description 5-4
‘gument

minus sign(-) use
types designated 5-4
*anch delta

retrieval 5-10"

*anch number

description 5-2
ic command

commentary change 5-17

ceiling flag

protection 5-24
checksum

file corruption

determination 5-25
command

argument See argument

execution control 5-4

explanation 65-26
comments

change procedure 5-17

omission, effect 5-28
corrupted file

determination 5-25

processing

restrictions 5-25

restoration 5-26
d flag

default

specification 5-16
d-file

temporary g-file 65-U4
data keyword

data specification

component 5-20"

replacement 5-20"
data specification

description 5-20"
delta command

comments prompt 5-8

file change

procedure 5-8

g-file removal 5-12

p-file reading 5-T7

p-file reading 5-8
delta table

delta removal,

1-13



ENIX Programmers Guide

effect 5-31

description 5-17
delta

branch delta See branch

delta

defined 5-1

defined 5-2

exclusion 5-28

inclusion 5-28

interference 5-29

latest release

retrieval 5-11

level number See level

number

name See 1S1ID"

printing 5-21

printing 5-30"

range printing 5-21

release number See

release number

removal 5-31
descriptive text

initialization 5-19

modification 5-19

removal 5-19
diagnostic output

-p option effect 5-12
diagnostics

code as help

argument 5-12

form 65-12
directory use 5-1
jirectory

file argument

application 5-4

x=file location 5-3
rror message

code use 5-12

form 5-12
exclamation point (!)
MR deletion use 5-19
file argument
description 5-4
processing 5-4
file creation
comment line
generation 5-28
commentary 5<27
comments omission,
effect 5-28
level number 5<27
release number 5-=27
file protection 5-23
file
administration 5-25
change identification
5-30"
change procedure 5-8
change, major 5-9
changes See delta

checking procedure 5-25

comparison 5-=32
composition 65-16
composition 5-2
corrupted file See
corrupted file
creation 65-5

data keyword See data
keyword

descriptive text
description 5-17
descriptive text See
descriptive text
editing, -e option
use 5-7



frouping 5-1
.dentifying
information 5-31
iink See link
nultiple concurrent
:dits 65-22

1ame arbitrary 5-12
1ame See link

1ame, S use b5-5

par ameter
initialization,
nodification 5-19
printing 5-20"
protection methods 5-23

removal 5-5

retrieval See get

command

x-file See x-file

ags

deletion 5-16

initialization 5-15

modification 5-15

setting, value

setting 5-16

use 5-16

oor flag

protection 5<24

file

creation 5-3

creation date, time

recordation 5-13

description 5-3

line identification
5-30"

line, %M% Kkeyword value
5-30"

owner ship 5-3
regeneration 5-26
removal, delta command
use 5-12

temporary See d-file

get command

-e option use 5-7
concurrent editing,
directory use 5-21
delta inclusion,
exclusion check 65-29
file retrieval 5-6
filename creation 5-6
g-file creation 5-3
message 5-6
release number
change 5-9

help command
argument 5-12
code use 5-12
use 5-26

i flag
file creation,
effect 5-14

ID keyword See keyword

identification string See
1SID»

j flag
multiple concurrent
edits specification 5-
22

keyword
data See data keyword

format 5-13

lack, error
treatment 5-15

1-15
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use 5-13
l-file
contents 5-3
creation 5-29
level number
delta component 5<2
new file 65-27
omission, file
retrieval, effect 65-9
link
number restriction 5-2

lock file See z-file
lock flag

R protection 5-24
minus sign (-)

option argument use 5-U4

minus sign(-)
argument use 5<i
mode
g-file 5-3
MR
commentary supply 5-17

deletion 5-18

new file creation 5-27
multiple users 5-4
option argument

description 65-U

processing order 5-l
output

data specification See

data specification

suppression, =g option

5_30"
suppression, =s
option 5-28

16

write to standard
output 5-11
p=-file
contents 5-3
contents 5-T
creation 5-3
delta command
reading 5-8
naming 65-3
ownership 5-3
permissions 5-3
regeneration 5-26
update 5-3
updating 5-U4
percentage sign (%)
keyword enclosure 5-13

piping 5-28
-n option use 5-30"
prs command
file printing 5-20"
purpose 5-1
q file
use 5=
R
delta removal check 65-
31
release number
-r option,
specification 5-27
change 5-2
change procedure 5-9
delta component 5-2
new file 5-27
release
protection 5<24
rm command
file removal 5-5

s



ndel command

delta removal 5-31

:esdiff command

file comparison 5-32

2quence number

description 5-2

ab character

-n option, designation
5_30"

ser list

empty by default 5-23

login name addition 5-

23

login name removal 5-24

protection feature 5-23

ser name
list 523
flag

new file use 5-16

1at command

file information 5-31
~ite permission

delta removal 65-31
-file

directory, location 65-3

naming procedure 5-3
permissions 5-3
temporary file copy 65-3

use 5-3

INIX command

use precaution 5-25
-file

lock file use 5-3

ownership 5-3
permissions 5-3

1SID" components
1SID" delta printing
use
sSCsS
output

piping 5-28
Semicolon (3)
C-shell use See C-shell
Software development
described 1-1
Source Code Control System:
See SCCS
Source files 1-1
strip
description 1-3
sum
description 1-3
Symbol
name list 1-3
removal 1-3
sync
description 1=3
Tags file
creation 1-3
Text editor
creating programs 1=1
tsort
description 1-2
vi, the screen-oriented text
editor 1-1
XENIX file
identifying
information 5-31
Yacce
% token keyword

1-17
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union member name

association 9-30"
%left keyword 9-20"
%left keyword

union member name

association 9-30"
%left token

synonym 9-42
%nonassoc keyword 9-21

union member name

association 9-30"
%nonassoc token

synonyms 9-42
fprec keyword 9-21
%prec

synonym 9-42
%right keyword 9-21

union member name

association 9-30"
fright token

synonym 9-42
ftoken

synonym 9-42
Stype keyword 9-31
)

0 key"
=ly argument, library
access 9-25
-v option
y.output file 9-13
0 character
grammar rules,
avoidance 9-5
accept action See parser
iccept simulation 9-29
action
0, negative number 9-
29

conflict source 9-17
defined 9-7

error rules 9-23

form 9-42

global flag setting 9-

- 28

input style 9-26
invocation 9-1
location 9-8
nonterminating 9-8
parser See parser
return value 9-30"
statement 9-7
statement 9-8
value in enclosing
rules, access 9-29
ampersand (&)
bitwise AND
operator 9-31
desk calculator
operator 9-31
arithmetic expression
desk calculator 9-31
parsing 9-20"
precedence See
precedence
associativity
arithmetic expression
parsing 9-20"
grammar rule
association 9-22
recordation 9-22
token attachment 9-20"

asterisk (#)
desk calculator
operator 9-31



backslash (\)
escape character 9-5
percentage sign (%)
substitution 9-41
binary operator
precedence 9-21
blank character
restrictions 9-5
braces ({})
action 9-8
action statement
enclosure 9-7
action, dropping 9-42
header file enclosure
9-30"
colon (:)
identifier, effect 9-33

punctuation 9-5
comments
location 9-5
conflict
associativity See
associativity
disambiguating
rules 9-17
message 9-19
precedence See
precedence
reduce/reduce
conflict 9-17
reduce/reduce
conflict 9-22
resolution, not
counted 9-22
shift/reduce
conflict 9-17

shift/reduce
conflict 9-19
shift/reduce
conflict 9-22
source 9-17
declaration section
header file 9-30"
declaration
specification file
component 9-4
description 1-2
desk calculator
specifications 9-31
desk calculator
advanced features 9-35

error recovery 9-36

floating point

interval 9-35

scalar conversion 9-36
dflag 9-28
disambiguating rule 9-17
disambiguating rules 9-17
dollar sign ($)

action significance 9-7

empty rule 9-27
enclosing rules,
access 9-29
endmarker
lookahead token 9-12
parser input end 9-6
representation 9-6
token number 9-10"
environment 9-25
error action See parser
error token
parser restart 9-23

1-19
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ing 9-23
sociating

cation 9-22

r restart 9-23
ation 9-29

ok statement 9-24
characters 9-5

1 interger

e 9-26

1 flag See global

g point intervals

'’k calculator

flag

al analysis 9-28
rules 9-1

racter avoidance

iced features 9-35
wuity 9-15
{ativity

‘iation 9-22

le location 9-42

' rule 9-27
* token 9-23
it 9-5

. style 9-26

recursion 9-27
side

.ition 95
i 95
rs  9-20"
rdence

tiation 9-22
e action 9-11

reduction 9-12
rewrite 9-17

right recursion 9-27
specification file

component 9-U

value 9-7
header file, union
declaration 9-30"

historical features 9-U1

identifier

input syntax 9-33

if-else rule 9-18
if-then-else
construction 9-17

input error detection 9-3

input language 9-1
input
style 9-26
syntax 9-33
keyword 9-20"
keyword
reservation 9-29
union member name

association 9-30"
left association 9-16

left associative

reduce implication 9-22

left recursion 9-27
value type 9-31
lex
interface 8-2
lexical analyzer

construction 9-10"

lexical analyzer

context dependency 9-28



:fined 9-1

:fined 9-9
idmarker return 9-6
loating point
mstants 9-37
inction 9-2

lobal flag
tamination 9-28
ientifier analysis
23X 9-10"

aturn value 9-30"
ope 9-8
»ecification file
mmponent 9-4
'rminal symbol See
:rminal symbol
'ken number
ireement 9-9

.cal tie-in 9-28
‘ary 9-25

‘ary 9-26

rral

fined 9-5
:limiting 9-41
mgth 9-41

tahead token 9-10"
tahead token
.earing 9-24

‘ror rules 9-23
2)

| Program

s -sign (=)

'sk calculator
)erator 9-31

'S
mposition 95
mgth 9-5

reference 9-4
token name See token
name
newline character
restrictions 9-5
nonassociating
error implication 9-22

nonterminal name
input style 9-26
representation 9-5
nonterminal symbol 9-2
empty string match 9-6
location 9-6
name See nonterminal
name
start symbol See start
symbol
nonterminal
union member name
association 9-31
octal interger
0 beginning 9-31
parser
accept action 9-12
accept simulation 9-29
actions 9-11
arithmetic expression
9_20 "
conflict See conflict
creation 9-20"
defined 9-1
description 9-10"
error action 9-12
error handling See
error
goto action 9-12
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initial state 9-15

input end 9-6

lookahead token 9-11

movement 9-11

names, yy prefix 9-9

nonterminal symbol See

nonterminal

production failure 9-3

reduce action 9-11

restart 9-23

shift action 9-11

start symbol

recognition 9-6

token number

agreement 9-9
percentage sign (%)

action 9-8

desk calculator mod

operator 9-31

header file enclosure

9_30"

precedence keyword 9-

20“

specification file

section separator 9-4

substitution 9-41
plus sign (+)

desk calculator

operator 9-31
precedence

binary operator 9-21

change 9-21

grammar rule

association 9-22

keyword 9-20"

parsing function 9-20"

=22

recordation 9-22
token attachment 9-20"

unary operator 9-21
program

specification file

component 9l
punctuation 9«5
quotation marks, double
( 9-U41
quotation marks, single

(')

literal enclosure 9-5
reduce action See parser
reduce command

number reference 9-20"

reduce/reduce conflict 9-
17
reduce/reduce conflict 9-
22
reduction conflict See
reduce/reduce conflict
reduction conflict See
shif't/reduce conflict
reserved words 9-28
right association 9-16
right associative

shift implication 9-22

right recursion 9-27
semicolon (3)
input style 9-26
punctuation 9-5
shift action See parser
shift command
number reference 9-20"

-



ft/reduce conflict 9-17
ft/reduce conflict 9-19
ft/reduce conflict 9-22

ple-if rule 9-18
sh (/)

esk calculator
perator 9-31
cification file
ontents 9-4
exical analyzer
nclusion 9-U4
ections separator 9-4
cification files 9-2
rt symbol
escription 9-6
ocation 9-6

bol synonyms 9-U41
character
estrictions 9-5
minal symbol 9-2
en name
eclaration 9-6
nput style 9-26
en names 9-10"
en number 9-9
greement 9-9
ssignment 9-10"
ndmarker 9-10"

en
ssociativity 9-20"
efined 9-1

rror token See error
oken
ames 9-U4

organization 9-1
precedence 9-20"
unary operator
precedence 9-21
underscore sign (_)
parser 9-14
union
copy  9-30"
declaration 9-30"
header file  9-30"
name association  9-30"

yace
unreachable statement 3-4
Yace
value stack 9-30"
value stack
declaration 9-30"
floating point scalars,
intergers 9-36
value
typing 9-30"
union See union
vertical bar (})
bitwise OR operator 9-
31
desk calculator
operator 9-31
grammar rule
repetition 9-5
input style 9-26
y.output file 9-13
parser checkup 9-22
y.tab.c file 9-25
y.tab.h file 9-30"
YYACCEPT 9-29
yychar 9-26
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yyclearin statement 9-24
yydebug 9-26
yyerrok statement 9-24
yyerror 9-25
YYERROR 9-36
Yylex 9-25
yyparse 9-25
YYACCEPT effect 9-29
YYSTYPE 9-30"
XENIX Timesharing
system 1=-1
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