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Abstract

This document deals with HACMP/6000 Version 3.1.1. Its goal is to serve as a
reminder, checklist and operating guide for the steps required in order to install
and customize HACMP/6000.

It describes a set of tools developed by the HACMP services team in IBM
France, which make it easier to design, customize and document an HACMP
cluster. Included in the book are the following:

How to install the HACMP product

Description of the tools developed by the HACMP services team in IBM
France

Steps to be carried out during an installation, including customization

Testing suggestions

Following the instructions in the checklist will assist you towards a smooth and
error-free installation. A basic understanding of the HACMP is assumed, and
therefore is not included in the book.

(215 pages)
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Preface

This publication is intended to help customers and IBM services personnel to

more easily plan, install, set up, and document their HACMP clusters. It contains

a description of a set of tools developed by the professional services team of
IBM France for this purpose.

This document is intended for anyone who needs to implement an HACMP
cluster.

How This Document is Organized

The document is organized as follows:

Chapter 1, “Overview of the Tools”

This chapter briefly describes each of the configuration and documentation

tools included with the book.
Chapter 2, “Inventory Tool”

This chapter includes a description of and sample output from a tool that

takes an initial inventory of a system that will be a cluster node, and reports

any potential problems.
Chapter 3, “Setting up a Cluster”

This chapter begins the description of setting up our example cluster. It
introduces and describes the example cluster we will set up and use
throughout the book, and covers the major planning considerations to be
made before starting a cluster setup.

Chapter 4, “Pre-Installation Activities”

The set of AIX configuration tasks that need to be done before the
installation of HACMP is covered in this chapter. This includes TCP/IP

network adapter definitions, tty and SCSI target mode definitions, connecting

shared disks, and defining shared volume groups.
Chapter 5, “Installing the HACMP/6000 Software”

This chapter describes how to install the HACMP/6000 software and its
updates. It also covers the necessary customizations to the clhosts and
clinfo.rc files.

Chapter 6, “Cluster Environment Definition”

The definition of the cluster, its nodes, and the network adapters for HACMP

are given in this chapter. The example cluster is used for the definitions.

Chapter 7, “Node Environment Definition”

This chapter describes how to define application servers, resource groups,

and resources belonging to those resource groups.
Chapter 8, “Starting and Stopping Cluster Services”

The options involved in starting and stopping the HACMP software on a
machine are described here.

Chapter 9, “Error Notification Tool”

[0 Copyright IBM Corp. 1995
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Once the basic cluster has been set up and tested, error notification can be
used to take special action upon the occurrence of specified errors in the AIX
error log. The set of tools included in this book includes a tool that makes
the setup and testing of these error notification methods quite easy.

Chapter 10, “Event Customization Tool”

This chapter describes a tool provided with the book that makes the
customization of cluster events easier. It provides an example of using the
tool.

Chapter 11, “Cluster Documentation”

The documentation tool provided with this book generates extensive
documentation of a cluster node and cluster definitions. This documentation
report can be used to allow a new administrator to understand the original
setup of the cluster. This chapter describes how to run the documentation
tool and generate a report.

Appendix A, “Qualified Hardware for HACMP”

This appendix includes the HAMATRIX document, which lists the tested and
supported hardware for HACMP, as of the date of publication. This
document is continually updated as new devices are introduced.

Appendix B, “RS232 Serial Connection Cable”

This appendix describes the options for buying or building the RS232
connection cable that is used to connect nodes with a non-TCP/IP network.

Appendix C, “List of AIX Errors”

This appendix provides a list of AIX errors that can be put into the AIX error
log. It can be used as a reference in using the error notification tool.

Appendix D, “Disk Setup in an HACMP Cluster”

This appendix gives detailed descriptions of the cable requirements and
other activities involved in connecting any of the supported shared disks for
HACMP.

Appendix E, “Example Cluster Planning Worksheets”

This appendix includes completed cluster planning worksheets for the
example cluster whose setup we describe in the document.

Part 1, “Cluster Documentation Tool Report”

This appendix includes a cluster documentation report, generated by the
documentation tool included with this redbook.

Related Publications

XVi

The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this document.
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A complete list of International Technical Support Organization publications,
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TOOLS SENDTO WTSCPOK TOOLS REDBOOKS GET REDBOOKS CATALOG
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as ITSOCAT TXT. This package is updated monthly.

—— How to Order ITSO Redbooks
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PUBORDER. Customers in the USA may order by calling 1-800-879-2755 or by
faxing 1-800-445-9269. Almost all major credit cards are accepted. Outside
the USA, customers should contact their local IBM office. For guidance on
ordering, send a PROFS note to BOOKSHOP at DKIBMVM1 or E-mail to
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Customers may order hardcopy ITSO books individually or in customized
sets, called BOFs, which relate to specific functions of interest. IBM
employees and customers may also order ITSO books in online format on
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ITSO Redbooks on the World Wide Web (WWW)

Internet users may find information about redbooks on the ITSO World Wide Web
home page. To access the ITSO Web pages, point your Web browser to the
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Chapter 1. Overview of the Tools

This document should be used in conjunction with the tools provided on the
included diskette. To install the tools onto a system, use the following

command:

[# tar xvf /dev/rfd0

The tools are installed in the /usr/HACMP_ANSS directory.

All the tools are written to use this directory. If you wish to change this, it will
involve a considerable effort on your part, and your scripts may not be in the
same place in all sites where you use the tool.

The main subdirectories are:

tools

script

utils

dessin

backup

This directory contains the tools provided to help you customize your
environment. There is a subdirectory for each tool under this
directory. Certain files which are common to all of the tools are also
stored here.

DOC_TOOL - there are two tools here. The first, inventory, is used to
obtain the state of the system before installing HACMP. This will also
give you a list of any problems you may encounter due to different
machines having similar logical volume names, SCSI ids, or other
characteristics. The second tool, doc_dossier, produces a detailed
description of your cluster configuration and should be run after
installing HACMP. You can print out the report either in an ascii, VM
or PostScript format.

ERROR_TOOL - this tool allows you to customize the handling of
system errors.

EVENT_TOOL - this tool allows you to customize the actions taken in
response to cluster events.

This directory is not created at install time. It is created the first time
one of the tools needs to write something into it. You should place all
of your customized scripts here and this directory should never be
deleted. Skeleton files are created here for certain events and errors;
these should be tailored to suit your needs.

This directory contains site specific scripts which are created by the
tools.

This directory contains the files used to draw the cluster
configuration.

This directory is created the first time it is called. It contains the
output files for the tools when they are run.

Log files for the messages, errors and warnings generated by the customized
scripts are stored in the directory /var/HACMP_ANSS/log. This directory is
automatically created the first time that the tools are used. It contains two files
which are created when they are first invoked. The files are called:

hacmp.errlog

hacmp.eventlog
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As you use the tool, you will notice a French flavor in the variable names and file
names. This has been preserved to recognize the heritage of the tools.

1.1 Installation Tips

Do not copy /usr/HACMP_ANSS from one machine in order to install the tools onto
another machine. The script, utils and backup subdirectories will contain
customized files which are specific for that machine.

To recover the tool for installation upon another machine, use the SAVE script in
the /usr/HACMP_ANSS/tools directory, which has been specifically designed for
this task, or use the original diskette if you still have it. To run this script (do not
forget to insert a diskette) issue the command:

[# /usr/HACMP_ANSS/tools/SAVE ]
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Chapter 2.

Inventory Tool

This tool examines the system configuration and determines if there are any
points where we might have to pay particular attention. The shell script is called
inventory and is found in the directory /usr/HACMP_ANSS/tools/DOC_TOOL.

The output file contains information on the configured adapters and disks. If you
take this file to another system and run inventory, the tool will compare the
output of the two files and indicate any potential points of conflict between the
two systems.

2.1 Inventory - Communication adapters

This part of the inventory tool detects the presence of ethernet, token ring or
FDDI adapters and gives the following:

Slot number it is installed in

Device name of the adapter

2.2 Inventory - Disks

This part of the inventory tool does the following:
Lists the disk adapters

Checks the SCSI ID of each adapter so you will know whether you you will
have to change it (SCSI disks ONLY)

Lists the disks connected to an adapter

Lists the logical volumes (LVs) and indicates whether they are mirrored or
not

Checks that LV names and mount points are unique for each filesystem on
the cluster nodes

Checks that LV names are not trivial (like Iv0OO or Iv01)

2.3 Output from the Inventory Tool
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You will need a diskette and a printer, if you wish to have a hard copy of the
output. The diskette is used to transfer the inventory produced on one node to
another node. This allows the tool to identify any potential problems or conflicts
between nodes.

If your machine does not have a floppy disk drive, then use ftp or rcp to transfer
the files across to the other node.

If you do not have a printer connected to your machine, you can use the tool to
save the output files on to a DOS or UNIX diskette. Then you can print the
output from a PC or other UNIX or AIX machine.

All these options are presented by a menu after the inventory program has
terminated.



2.4 Output Files

You can always examine the results which are presented on the screen. All
output files are saved in the /tmp directory, with the name prefixed by
HACMPmachine- and followed by hostname and a suffix indicating the type of output.

On a machine with the hostname jack, the files would be called:

HACMPmachine-jack-conf
HACMPmachine-jack-1v
HACMPmachine-jack-tty

2.5 Sample Configuration

Figure 1 on page 5 shows an inventory report generated by the inventory tool.
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6 6 6666 6666 66666 6 6 66 6 6 666666
6 6 6 6 6 6 66 6 6 6 66 66 6 66666
666666 6 6 6666 6 66 6 6 6 6 66 6 66666
6 6 6 6 6 6 6 66 666666 6 6 6 66666
6 6 6666 6666 6 6 6 6 6 6 6 666666
6 6 66 66666 6 6 6
66 6 6 6 6 6 6 66 66
66 6 6 6 6 6 6 6 66 6
6 66 666666 6 6 6 6 6
6 6 6 6 66666 6 6 6
The following serial ports were found:
ADAP  ADDRESS
sal 00-00-S1
sa2 00-00-S2
The following ttys are configured:
TTY TERM LOGIN STOPS BPC
tty0 ibm3151 enable 1 8
ttyl dumb disable 1 8
The following network adapters were found:
ent0 00-00-0E
The scsi0 adapter has its SCSI ID set to id 7
and has the following disks connected to it:
ADAPT DISK ADDRESS  VOLUME GROUP
scsi0 hdisk0 00-00-0S-00 rootvg
scsi0 hdiskl 00-00-0S-40 nadvg
scsi0 hdisk2 00-00-0S-50 nadvg
Volume group rootvg contains the following Togical volumes
VG NAME LV NAME TYPE MOUNT POINT MIRROR
rootvg hd6 paging N/A no mirrored copies defined
rootvg hd5 boot /blv no mirrored copies defined
rootvg hd7 sysdump /mnt no mirrored copies defined
rootvg hd8 jfslog N/A no mirrored copies defined
rootvg hd4 jfs / no mirrored copies defined
rootvg hd2 jfs /usr no mirrored copies defined
rootvg hd1 Jfs /home no mirrored copies defined
rootvg hd3 jfs /tmp no mirrored copies defined
rootvg hd9var jfs /var no mirrored copies defined
rootvg Tvtmp jfs /netview no mirrored copies defined
Volume group nadvg contains the following logical volumes
VG NAME LV NAME TYPE MOUNT POINT MIRROR
nadvg fs1v00 jfs /alpha mirror 2 copies
nadvg beta jfs /beta mirror 2 copies
nadvg gamma jfs /gamma mirror 2 copies
nadvg delta jfs /delta mirror 2 copies
nadvg nadlog jfslog N/A mirror 2 copies
nadvg zeta jfs N/A mirror 3 copies
nadvg theta jfs N/A mirror 3 copies
nadvg Tv_netview jfs /usr/0V no mirrored copies defined
nadvg Tv_sm6000 jfs /usr/adm/sm6000 no mirrored copies defined

Figure 1. Example of an inventory on a NODE

Chapter 2. Inventory Tool
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2.6 Example of Anomalies Report

An example of /tmp/HACMPmachine-anomalies is shown below. This file is
produced as a result of running inventory on the second machine. You must
already have copied across the results of running inventory on the first machine.

66 66666 66666 666666 6 6 66666 6 6666 6 6

6 6 6 6 6 66 6 6 6 6 6 66 6
6 6 6 6 66666 66 6 6 6 6 6 66 6
666666 6 6 6 6 66 6 6 6 6 6 66
6 6 6 6 6 6 66 6 6 6 6 6 66
6 6 6 6 666666 6 6 6 6 6666 6 6

ANOMALIES: CONFIGURATION INFORMATION

COMPARING THE TWO NODES

IDENTIFYING rs232 PORTS ON THE TWO NODES

NODE: jack - tty0 dumb disable 1 8

NODE: nadim - ttyl dumb disable 1 8

CHECKING THE SCSI ID's OF THE SHARED ADAPTERS
NODE: jack: The scsiO adapter has its SCSI ID set to id 7
NODE: nadim: The scsi0 adapter has its SCSI ID set to id 7

CHECKING THE MOUNT POINTS
The /111 directory has the same mount point on the 2 nodes
The /mountp directory has the same mount point on the 2 nodes

CHECKING THE LOGICAL VOLUME NAMES
logical volume : zz has the same name on the 2 systems
logical volume 1v00 has a non significant name on NODE: jack

Figure 2. Example of a /tmp/HACMPmachine-anomalies file

2.7 When to Run the Inventory Tool

6

The inventory can be run at any time. However, it is most useful to run it early
in your setup process. Typically you would run the tool on each machine that
will be a cluster node, before you have connected your shared disks and defined
your shared volume groups.
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Chapter 3. Setting up a Cluster

This chapter will begin to illustrate the setup of an HACMP cluster, using the set
of tools provided with this document. This chapter, and those to follow, will
cover:

Planning Considerations
Pre-Installation Activities
Installing HACMP

Cluster Environment Definition
Node Environment Definition
Starting and Stopping HACMP
Error Notification Customization
Event Customization
Documenting your Cluster

Spread throughout our example will be descriptions of the correct times to run
each of the various tools provided.

3.1 Cluster Description

We will now describe the cluster we are about to set up. This cluster will consist
of two nodes, and will be set up in what is traditionally called a Mutual Takeover
configuration. This is a configuration where each node serves a set of resources
during normal operations, and each node provides backup for the other. There
will also be a concurrent access volume group included. The cluster to be built
is shown in Figure 3 on page 8.

Several observations should be made about this cluster:

The cluster nodes are evenly matched 5XX model CPUs. This makes them
good candidates for Mutual Takeover, since each node is able to handle an
equal application load during normal operations.

The main or public network is a Token-Ring network. Each node has two
interfaces on this network, a service and a standby. Since we will be
configuring each node to be able to take over the IP address of the other,
each node will also have a boot address to be used on its service interface.
il.boot address This will allow the machine to boot and connect to the
network without conflicts, when its service address has been taken over and
is still active on the other node.

There is a second network, an ethernet network called etnetl. This network
will be defined to HACMP as a private network. As such, it will be used to
carry Cluster Lock Manager traffic between nodes. A private network is
highly recommended in any configuration using concurrent access. The
private network has only service interfaces, and not standby interfaces.
Standby interfaces can, of course, also be used in private networks, but
since Cluster Lock Manager traffic automatically shifts to the public network
if there is a private network failure, standby interfaces on a private network
are not essential.

[0 Copyright IBM Corp. 1995 7



9.3.1.
9.3.1.

45 mickey_boot
79 mickey

9.3.1.43 pluto

Network: trnet1 9.3.1.46 goog_boot
9,3.1.80 goo
9.3.4.80 goofy_sb

9.3.4.79 mickey sb

Network: etneti
9.3.5.79 mickey_en 9.3.5.80 gooly e

-

=
=

ttyo

Nodename: mickey

NelworKk: rshell
Nodename: goofy

Figure 3. Cluster disney
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The cluster has IBM 9333 Serial disks as its shared disks. There are two
9333 subsystems connected. The first one includes four disk drives, which
will be configured into two volume groups, each containing two disks. The
second subsystem includes two disks, which will be contained in a single
concurrent volume group. The node mickey has two 9333 disk adapters, each
connected to one of the subsystems. The other node goofy has only one
9333 disk adapter, which is connected to both 9333 subsystems.

There is also a raw RS232 link between native serial ports on the two nodes,
who each have a tty device defined. This link will be defined as an HACMP
network called rsnetl, and will be used so that the cluster can continue to
send keepalive packets between nodes, even if the TCP/IP subsystems fail
on one or more nodes.




Node goofy has two internal disks in its rootvg volume group, while node
mickey has only one. This will cause the shared disks to have different
device names on each of the nodes. For example, one of the shared disks
will be named hdiskl on node mickey, and hdisk2 on node goofy. This is a
common situation in clusters, and is nothing to worry about.

There is a client system, connected on the token-ring network, called pluto.
We will be installing the client component of the HACMP software on this
system.

3.2 Planning Considerations

Depending on the type of hardware configuration you have in your cluster, you
will have more or less planning considerations to deal with. If you are using
SCSI disks as your shared disks, you will have more planning items to consider.
Since we do not have shared SCSI disks in our example cluster, these concerns
will not be ours in this setup, but we will deal with the planning items in this
section. All cluster implementers must deal with planning items associated with:

Networks
Shared Disks
Shared Volume Groups

Planning Worksheets

3.2.1 Network Considerations
Every cluster should have one or more TCP/IP networks, and at least one
non-TCP/IP network. The non-TCP/IP network allows keepalive packets to keep
flowing from a node where the TCP/IP subsystem, but not the node itself, has
failed. Either a raw RS232 link between systems, or a SCSI Target Mode
connection can be used as a non-TCP/IP network. The setup of this network will
be described later in this chapter.

3.2.1.1 TCP/IP Network Addresses
The following points must be considered when planning network addresses:

The same subnet mask must be in use for all adapters on a node.

Standby adapters must be on a different logical subnet from their service
adapters.

If a system will be having its service IP address taken over by another
system, it must have a boot address configured. This boot address will be
on the same logical subnet as the service address. The TCP/IP interface
definition for the service adapter should be set to the boot address in this
situation. If IP address takeover will not be used for this node, no boot
address is necessary.

Please see the Planning Worksheets for our cluster in Appendix E, “Example
Cluster Planning Worksheets” on page 131 to see how we have defined our
adapters.

Chapter 3. Setting up a Cluster 9



3.2.1.2 Hardware Address Takeover

HACMP can be configured to take over the hardware or MAC address of a
network adapter, at the same time as it is taking over the IP address. If this
facility is to be used, you must define, for each service interface that will have its
address taken over, a dummy hardware address. This dummy address will be
assumed by the adapter when it enters the cluster, and will be the hardware
address that client systems associate with the system. This hardware address
will then be moved, along with the IP address, whenever a failure in the cluster
necessitates it.

This capability is only available for Token-Ring and ethernet networks. It allows
you to have an IP address takeover, without having to refresh the ARP cache in
each of the client systems. The relationship between IP address and MAC
address remains constant throughout the takeover.

When you are defining a dummy hardware address, it is necessary for you to
make sure that it does not conflict with any existing hardware address on the
network. A good way to ensure this is to make your dummy address very close
to the real hardware address of the adapter. For Token-Ring adapters, a
convention for such an alternate hardware address is to change the first two
digits of the real hardware address to 42. For ethernet adapters, there is no
such convention. Many users will just change the last two digits of their
adapter's address, and test with the ping command to make sure this address
does not conflict.

3.2.2 Disk Adapter Considerations
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The following considerations have to do with SCSI adapters only. If you are
using 9333 Serial disks or 7133 SSA disks as your shared disks, you need not
worry about any of these considerations. If you are using SCSI disks as your
shared disks, you need to worry about several setup issues:

3.2.2.1 Termination

A SCSI bus must be terminated at each end. Normally, in a single system
configuration, SCSI bus termination is done on the adapter at one end, by use of
terminating resistor blocks. At the other end, the bus is terminated by a
terminator plug, which is attached to the last device on the string.

In an HACMP cluster, you will have at least two and possibly more systems
sharing the same set of SCSI disks. To be able to create a SCSI string, including
both disk devices and SCSI adapters in systems, special Y-Cables are used.
Also, the termination of the bus must be moved off the adapters themselves, and
on to the Y-cables, to allow more than just two systems to share the bus.

Therefore, if you are using SCSI shared disks, you must use the correct Y-cables
to connect them, and you must be sure to remove the terminating resistor blocks
from each of your shared SCSI| adapters. Depending on whether you are using
8-bit or 16-bit Fast/Wide adapters, the location of these terminating resistor
blocks will be different.

There are pictures of the locations of these blocks on each of the adapters, as
well as a full description of how to cable each of the types of shared disks with
HACMP in Appendix D, “Disk Setup in an HACMP Cluster” on page 107.
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3.2.2.2 SCSI IDs

It is mandatory, on a SCSI bus, that each device on the bus have a unique SCSI
ID. Of course, everyone is used to making sure that each of the disk devices on
a SCSI bus has a unique ID. In an HACMP cluster, you must also make sure that
each of the adapters has a unique ID as well. Since SCSI adapters typically
default to an ID of 7, this means you must change at least one.

It is highly recommended to change all SCSI adapter IDs to something other than
7. This is because certain recovery activities, including booting from diagnostic
diskettes, return the SCSI adapters to ID 7, even though they might be configured
for some other ID. If this is the case, an adapter under test could conflict with
another adapter with that ID. Therefore, all shared SCSI adapter IDs should be
changed from 7 to some other number. Since the highest ID always wins any
arbitration for the SCSI bus, you should have all your adapters with the highest
IDs on the bus.

There is a full description of how to change the SCSI ID on each of the supported
types of SCSI adapters in Appendix D, “Disk Setup in an HACMP Cluster” on
page 107.

3.2.2.3 Rebooting the Nodes

Whenever you have to reboot your cluster nodes, it is important that you do it
one node at a time. If both nodes reach the point in their boot procedure where
they are configuring the shared disks at the same time, you may have conflicts
which will cause the disks not to be properly configured. This is why you should
always first reboot one node, and wait until it has completed before rebooting
the next node.

3.2.3 Shared Volume Group Considerations
There are several things to keep in mind when implementing shared volume
groups. The special concerns have to do with naming and with major numbers.

3.2.3.1 Shared Volume Group Naming

Any shared volume group entity, including journaled filesystem logs (jfslogs),
logical volumes, filesystems, and the volume groups themselves, must be
explicitly named by you. If you allow the system to assign its default name for
any of these items, you are most likely to have a naming conflict with an existing
entity on one of the systems in the cluster.

Before you create any filesystems in your shared volume group, you should first
create and explicitly name your jfslog. Once this is done, all filesystems you
create in that volume group will use it.

Also, for any shared filesystems, you should not just create the filesystem, and
allow the system to create the logical volume to contain it. This will allow the
system to assign a logical volume name that is sure to conflict with something
else in the cluster. Instead, first create the logical volume to contain the
filesystem, giving it a unique name, and then create the filesystem on the logical
volume. These procedures are shown later in our setup example.
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3.2.3.2 Major Numbers

It is highly recommended to make sure that your shared volume groups have the
same major number on each node. If you are exporting a shared filesystem
through NFS to client systems, and a failure occurs, the client systems will only
maintain their NFS mounts over the failure if the major number is the same.

This is because NFS uses the major number as part of its file handle.

If you do not specify a major number when you create or import a shared
volume group, the system will assign the next lowest unused number. Since
different systems have different device configurations, it is almost certain that
the next available number on each system will be different. You can check on
the available major numbers on each system by running the Tvistmajor
command. If you run this command on each node, and then choose a commonly
available number to assign to your volume group, you will be OK.

A good recommendation is to use numbers much higher than any of the ones
used in your system. For example, you might want to use numbers 60 and
above to assign to your shared volume groups. We have found that, in
upgrading to AIX Version 4.1, the system reserves many more major numbers
than it did in AIX Version 3.2.5. If you use high numbers, you will not need to
reassign your major numbers again if and when you upgrade to AIX Version 4.1.

3.2.4 Planning Worksheets
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The HACMP/6000 Planning Guide includes a set of planning worksheets. These
worksheets should be filled out when planning your cluster, before starting to set
it up. These worksheets will force you to think through your planned
configuration in detail, and make it much easier when it actually comes to doing
the configuration. The completed worksheets for the cluster we will be setting
up can be found in Appendix E, “Example Cluster Planning Worksheets” on
page 131.
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Chapter 4. Pre-Installation Activities

There are certain AIX configuration activities to be carried out before installing
HACMP on your systems. These activities involve working on each of the
systems that will become cluster nodes. They include preparing your network
adapters, connecting your shared disks, and defining your shared volume
groups.

4.1 Installing the Tools

Make sure that you have 2 MB free in the /usr filesystem. The tools will be
installed into the directory /usr/HACMP_ANSS. The tools themselves take up less
than 1 MB but they will create other directories and generate other programs.

Assuming you have the diskette included with this document, put it in your
diskette drive, and issue the following commands:

# mkdir /usr/HACMP_ANSS
# tar -xvf/dev/fd0

If you do not have enough space in the /usr filesystem, and do not wish to make

it bigger, you can make a separate filesystem for the tools by issuing the
following commands:

# mklv -y' toolhacmp’ rootvg 2

# crfs -v' jfs' -d' toolhacmp’ -m'/usr/HACMP_ANSS' -A'yes' -p'rw' -t'no'
# mount /usr/HACMP_ANSS

# tar -xvf/dev/fd0

4.2 TCP/IP Configuration
The configuration of TCP/IP, before the installation of HACMP, involves:
Configuration of adapters and hostnames
Configuration of the /etc/hosts file
Configuration of the /.rhosts file

Testing

4.2.1 Adapter and Hostname Configuration
Now, each of the TCP/IP network adapters on your system must be defined to
AlIX. Use the worksheets you have prepared, or a diagram you have drawn of
your cluster, like the one in Figure 3 on page 8, to refer to the network
addresses you need.

Service and standby adapters should be configured. If you will be using a boot
address, the service adapter should be configured to this address, rather than
the service address.

[0 Copyright IBM Corp. 1995
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It is recommended to configure the hostname of the system to be the same as
the IP label for your service address, even if the IP address of the service
adapter is initially set to the boot address.

You will issue the command smit mktcpip to take you to the panel where you will
configure your service adapter:

Minimum Configuration & Startup
To Delete existing configuration data, please use Further Configuration menus
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
* HOSTNAME [mickey]
* Internet ADDRESS (dotted decimal) [9.3.1.45]
Network MASK (dotted decimal) [255.255.255.0]
* Network INTERFACE tr0
NAMESERVER
Internet ADDRESS (dotted decimal) O
DOMAIN Name 1
Default GATEWAY Address (]
(dotted decimal or symbolic name)
RING Speed 16 +
START Now yes +
Fl=Help F2=Refresh F3=Cancel Fa=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Note that we have assigned a hostname of mickey, even though we have
configured the IP address to be the boot address. If you are using a
nameserver, be sure also to include the information about the server, and the
domain, in this panel.

From here, we will use the command smit chinet to take us to the panel to
configure the other network adapters. Here is the example for node mickey' s
standby adapter:
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Change / Show a Token-Ring Network Interface
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
Network Interface Name trl
INTERNET ADDRESS (dotted decimal) [9.3.4.79]
Network MASK (hexadecimal or dotted decimal) [255.255.255.0]
Current STATE up +
Use Address Resolution Protocol (ARP)? yes +
Enable Hardware LOOPBACK Mode? no +
BROADCAST ADDRESS (dotted decimal) [9.3.4.255]
Confine BROADCAST to LOCAL Token-Ring? no +
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Continue with this for each of the TCP/IP network adapters on each of the nodes.
If you have more than one network defined, also configure any service, boot, and
standby adapters from those networks to TCP/IP.

4.2.2 Configuration of /etc/hosts File
Whether you are using nameserving or not, you will always want to include
definitions for each of the cluster nodes’ TCP/IP adapters in your /etc/hosts file.
This will allow the cluster to continue working correctly even if your nameserver
is lost.

You can either edit the /etc/hosts file directly, or use smit hostent to use SMIT
for this purpose. Here is an example of the /etc/hosts definitions, configured for
our example cluster:

# Cluster 1 - disney
9.3.1.45 mickey_boot
9.3.1.79 mickey
9.3.4.79 mickey_sb
9.3.5.79 mickey _en
9.3.1.46 goofy boot
9.3.1.80 goofy
9.3.4.80 goofy sbh
9.3.5.80 goofy_en

Once you have created the /etc/hosts file on one system, you can use ftp to
transfer it to each of your other cluster nodes.
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4.2.3 Configuration of /.rhosts File

HACMP uses the /.rhosts file to allow it to carry out remote operations in other
nodes. This is used for such things as synchronizing configurations between
nodes, and running the cluster verification utility.

You should edit the /.rhosts file on the first node, and include each of the TCP/IP
adapters on each of your cluster nodes. If you are using a nameserver, it is
suggested to put each entry in its unqualified form, and also its fully qualified
form, to allow the remote facilities to work correctly, whether the nameserver is
available or not.

Here is an example of the /.rhosts file for our cluster:

(. ™

mickey_boot

mickey

mickey_sb

mickey en

goofy_boot

goofy

goofy_sb

goofy en
mickey_boot.itsc.austin.ibm.com
mickey.itsc.austin.ibm.com
mickey_sb.itsc.austin.ibm.com
mickey en.itsc.austin.ibm.com
goofy_boot.itsc.austin.ibm.com
goofy.itsc.austin.ibm.com
goofy_sh.itsc.austin.ibm.com
goofy en.itsc.austin.ibm.com

— —J

Be sure the permissions on the /.rhosts file are set to 600; that is, read/write for
root, and no access for anyone else. Again, once you have created this file
correctly on one node, you can use ftp to transfer it to each of the others.
Remember that any new files delivered by ftp will be set up with default
permissions. You may need to sign on to each of the other nodes and change
the permissions on the /.rhosts file.

4.2.4 Configuration of /etc/rc.net File

4.2.5 Testing

16
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Unless you will be using your cluster node as a gateway or router, you should
add the following statements to the end of the /etc/rc.net file:

/etc/no -o ipforwarding=0
/etc/no -o ipsendredirect=0

Again, if you are using your cluster nodes as gateways or routers, please skip
this step.

Once you have completed this configuration, test it by using the ping command
to contact each of your defined adapters, including standby adapters. If there is
any problem here, do not continue until you have corrected it.



4.3 Non-TCP/IP Network Configuration

You will always want at least one non-TCP/IP network in your cluster. In our
example, we will be using a raw RS232 link. If you are using SCSI differential
shared disks, you have the option of using SCSI Target Mode communications as
a network also. This will be described in this section also.

4.3.1 RS232 Link Configuration

The first set here is to connect the cable between serial ports on your systems.
The cable can be bought from IBM or put together yourself, as described in
Appendix B, “RS232 Serial Connection Cable” on page 97. Once you have
connected the cable, you are ready for the next step.

4.3.1.1 Defining the tty Device

In most cases, you will use native serial ports on your systems for the RS232
link. This is what we are doing in our example, where we will be using the first
native serial port, S1, on each node for our link.

Entering the command smit mktty will take you to the following panel:

Add a TTY

TTY type tty
TTY interface rs232
Description Terminal asynchrone
Parent adapter sal

* PORT number [s1]
BAUD rate [9600]
PARITY [none]
BITS per character [8]
Number of STOP BITS [1]
TERMINAL type [dumb]
STATE to be configured at boot time [available]
Enable LOGIN disable

Use all the default settings, including leaving the Enable LOGIN field set to
disable, and the TERMINAL type set to dumb. Take note of the tty device number
returned by the SMIT panel, since you will need it later. If this is the first tty
device defined, it will be /dev/tty0, which we will use in our example.

Do this definition on each of your nodes.

4.3.1.2 Testing the RS232 Link

Run the following command on the first node:

[# stty < /dev/tty0 ]

After you have entered the command, nothing should happen until you run the
same command on the second node:

[# stty < /dev/tty0 ]
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If the connection has been properly set up, you should now see the output of the
stty command on both nodes.

Make sure that this is working correctly before proceeding.

4.3.2 SCSI Target Mode Configuration

18

We are not using shared SCSI differential disks in our example, and therefore
will not be using SCSI target mode in our cluster, but a description of how to set
it up is included here.

SCSI target mode connections can only be used with SCSI-2 Differential or
Differential Fast/Wide adapters, and then only when the shared devices are not
RAID arrays.

The inter-node communication (keepalive packets) used by HACMP to monitor
the state of the cluster can also be carried out between SCSI adapters and can
be used in place of (or along with) the RS232 serial network.

To enable the target mode capability, you need to modify the characteristics of
the SCSI adapter. This can be done from the command line:

[# chdev -1 scsi2 -a tm='"yes' ]

It can also be done through SMIT, by entering the command smit chgscsi. The
following panel is presented:

Change/Show Characteristics of a SCSI Adapter
SCSI adapter scsi2
Description SCSI 1/0 Controller
Status Available
Location 00-06
Adapter card SCSI ID [6] +#
BATTERY backed adapter no +
Enable TARGET MODE interface =================> yes +
Target Mode interface enabled no
[PLUS...2]

A reboot is not necessary but you must rerun the configuration manager.

# smit device
Configure Devices Added After IPL

Do the following command to find the name of the target mode SCSI link device:

[# 1sdev -Cc tmscsi ]

If this is the first link you have created, the device name will be tmscsi0. Note
this name down, since it will be used in our testing and in HACMP configuration.
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4.3.2.1 Testing a SCSI Target Mode Connection
Test the connection by carrying out the following steps. This example assumes
that our target mode SCSI device created on each node is tmscsiO.

On the first node, enter the following command:

[# cat < /dev/tmscsi0.tm ]

On the other node, enter the command:

[# cat /etc/motd > /dev/tmscsiO.im ]

The contents of the /etc/motd file should be listed on the node where you
entered the first command.

4.4 Connecting Shared Disks

Use the instructions included in Appendix D, “Disk Setup in an HACMP Cluster”
on page 107 to connect your shared disks. There are instructions there for all
kinds of shared disks supported by HACMP.

4.5 Defining Shared Volume Groups

Now you can create the shared volume groups and filesystems that will reside
on the shared disk devices. Our configuration will have three volume groups.
Volume group testlvg will be in a resource group owned by node mickey, volume
group test2vg will be in another resource group owned by node goofy, and
volume group conclvg will be a concurrent volume group.

Each volume group contains two disks, and the logical volumes are mirrored
from one to the other.

Creating the volume groups, logical volumes, and file systems shared by the
nodes in an HACMP/6000 cluster requires that you perform steps on all nodes in
the cluster. In general, you first define all the components on one node (in our
example, this is node mickey) and then import the volume groups on the other
nodes in the cluster (in our example, this is node goofy). This ensures that the
ODM definitions of the shared components are the same on all nodes in the
cluster.

Non-concurrent access environments typically use journaled file systems to
manage data, while concurrent access environments use raw logical volumes.

Figure 4 on page 20 lists the steps you complete to define the shared LVM
components for non-concurrent access environments.
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Figure 4. Defining Shared LVM Components for Non-Concurrent Access

For concurrent access, the steps are the same, if you omit those steps
concerning the jfslog and filesystems.

4.5.1 Create Shared Volume Groups on First Node
Use the smit mkvg fastpath to create a shared volume group.

1. As root user on node mickey (the source node), enter smit mkvg:

—. —
Add a Volume Group
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
VOLUME GROUP name [testlvg]
Physical partition SIZE in megabytes 4 +
* PHYSICAL VOLUME names [hdiskl hdisk2] +
Activate volume group AUTOMATICALLY no +
at system restart?
* ACTIVATE volume group after it is yes +
created?
Volume Group MAJOR NUMBER [60] +#
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do
N —

Here, you provide the name of the new volume group, the disk devices to be
included, and the major number to be assigned to it. It is also important to
specify that you do not want the volume group activated (varied on)
automatically at system restart, by changing the setting of that field to no.
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The varyon of shared volume groups needs to be under the control of
HACMP, so it is coordinated correctly.

Regardless of whether you intend to use NFS or not, it is good practice to
specify a major number of the volume group. To do this, you must select a
major number that is free on each node. Be sure to use the same major
number on all nodes. Use the Tvlstmajor command on each node to
determine a free major number common to all nodes.

Because testlvg and test2vg contain mirrored disks, you can turn off quorum
checking. On the command line, enter smit chvg and set quorum checking to
no

. —

Change a Volume Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* VOLUME GROUP name testlvg

* Activate volume group AUTOMATICALLY no +
at system restart?

* A QUORUM of disks required to keep the volume no +

group on-Tine ?

F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do
A N— —

Now repeat the two steps above for volume group test2vg, using major
number 61.

For our concurrent volume group conclvg, with major number 62, repeat the
two steps almost exactly, except that quorum protection must be left on for a
concurrent volume group.

. Varyon the three volume groups on node mickey:

# varyonvg testlvg
# varyonvg test2vg
# varyonvg conclvg

Before you create any filesystems on the shared disk resources, you need to
explicitly create the jfslog logical volume. This is so that you can give it a
unigue name of your own choosing, which is used on all nodes in the cluster
to refer to the same log. If you do not do this, it is possible and likely that
naming conflicts will arise between nodes in the cluster, depending on what
user filesystems have already been created.

Use SMIT to add the log logical volumes loglvtestl for the filesystems in
volume group testlvg, and Toglvtest2 for the filesystems in volume group
test2vg. Enter smit mklv, and select the volume group testlvg to which you
are adding the first new jfslog logical volume.
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Add a Logical Volume
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[ToP] [Entry Fields]
Logical volume NAME [Toglvtestl]
* VOLUME GROUP name testlvg
* Number of LOGICAL PARTITIONS [1] #
PHYSICAL VOLUME names [hdiskl hdisk2] +
Logical volume TYPE [ifslog]
POSITION on physical volume midway +
RANGE of physical volumes minimum +
MAXIMUM NUMBER of PHYSICAL VOLUMES ] #
to use for allocation
Number of COPIES of each logical 2 +
partition
Mirror Write Consistency? yes +
Allocate each Togical partition copy yes +
on a SEPARATE physical volume?
[MORE...9]
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

The fields that you need to change or add to are shown in bold type.

After you have created the jfslog logical volume, be sure to format the log
logical volume with the following command:

# /usr/sbin/logform /dev/loglvtestl
logform: destroy /dev/loglvtestl (y)?

Answer yes (y) to the prompt about whether to destroy the old version of the
log.

Now create the log logical volume loglvtest2 for volume group test2vg and
format the log, using the same procedure.

. Now use SMIT to add the logical volumes Tvtestl in volume group testlvg

and Tvtest2 in volume group test2vg.

It would be possible to create the filesystems directly, which would save
some time. However, it is recommended to define the logical volume first,
and then to add the filesystem on it. This procedure allows you set up
mirroring and logical volume placement policy for performance. It also
means you can give the logical volume a unique name.

On node mickey, enter smit mklv, and select the volume group testlvg, to
which you will be adding the new logical volume.



Add a Logical Volume
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[ToP] [Entry Fields]
Logical volume NAME [1vtestl]
* VOLUME GROUP name testlvg
* Number of LOGICAL PARTITIONS [20] #
PHYSICAL VOLUME names [hdiskl hdisk2] +
Logical volume TYPE 0
POSITION on physical volume center +
RANGE of physical volumes minimum +
MAXIMUM NUMBER of PHYSICAL VOLUMES 1 #
to use for allocation
Number of COPIES of each logical 2 +
partition
Mirror Write Consistency? yes +
Allocate each Togical partition copy yes +
on a SEPARATE physical volume?
RELOCATE the Togical volume during yes +
reorganization?
Logical volume LABEL 0
MAXIMUM NUMBER of LOGICAL PARTITIONS [128]
Enable BAD BLOCK relocation? yes +
SCHEDULING POLICY for writing logical sequential +
partition copies
Enable WRITE VERIFY? no +
File containing ALLOCATION MAP 0
[BOTTOM]
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

—

—

The bold type illustrates those fields that need to have data entered or
modified. Notice that SCHEDULING POLICY has been set to sequential . This is
the best policy to use for high availability, since it forces one mirrored write
to complete before the other may start. In your own setup, you may elect to
leave this option set to the default value of parallel to maximize disk write
performance.

Again, repeat this procedure to create a 25 partition logical volume Tvtest2
on volume group test2vg.

Now, create the filesystems on the logical volumes you have just defined. At
the command line, you can enter the following fastpath: smit crjfslv. Our
first filesystem is configured on the following panel:

(. ™

Add a Journaled File System on a Previously Defined Logical Volume

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

* LOGICAL VOLUME name Tvtestl +

* MOUNT POINT [/testl]
Mount AUTOMATICALLY at system restart? no +
PERMISSIONS read/write +
Mount OPTIONS 0 +
Start Disk Accounting? no +

F1=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

[Entry Fields]

Chapter 4.

Pre-Installation Activities
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Repeat the above step to create the filesystem /test2 on logical volume
Tvtest2.

7. Mount the filesystems to check that creation has been successful.

# mount /testl
# mount /test2

8. If there are problems mounting the filesystems, there are two suggested
actions to resolve them:

a. Execute the fsck command on the filesystem.

b. Edit the /etc/filesystems file, check the stanza for the filesystem, and
make sure it is using the new jfslog you have created for that volume
group. Also, make sure that the jfslog has been formatted correctly with
the Togform command.

Assuming that the filesystems mounted without problems, now unmount
them.

# umount /testl
# umount /test2

9. Now, create the logical volumes for our concurrent volume group conclvg.
From checking on the worksheet, you will see that we will be creating the
following logical volumes:

concllv - 10 partitions - 2 copies
conc2lv - 7 partitions - 2 copies

10. Vary off the three volume groups.

# varyoffvg testlvg
# varyoffvg test2vg
# varyoffvg conclvg

4.5.2 Import Shared Volume Groups to Second Node
The next step is to import the volume groups you have just created to node
goofy. Login to node goofy as root and do the following steps:

1. Enter the fastpath command: smit importvg and fill out the fields as shown:
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Type or select values in entry fields.

VOLUME GROUP name
* PHYSICAL VOLUME name
* ACTIVATE volume group after it is
imported?
Volume Group MAJOR NUMBER

F1=Help F2=Refresh
F5=Reset F6=Command
F9=Shel1l F10=Exit

Import a Volume Group

Press Enter AFTER making all desired changes.

F3=Cancel
F7=Edit
Enter=Do

[Entry Fields]

[testlvg]
[hdisk2] +
yes +
[60] +#
F4=List
F8=Image

—

—

2. Change the volume group to prevent automatic activation of testlvg at

system restart and to turn off quorum checking. This must be done each

time you import a volume group, since these options will reset to their
defaults on each import. Enter smit chvg:

—. —
Change a Volume Group
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
* VOLUME GROUP name testlvg
* Activate volume group AUTOMATICALLY no +
at system restart?
* A QUORUM of disks required to keep the volume no +
group on-line ?
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do
N —

3. Repeat the two steps above for volume group test2vg, using major number

61, and for conclvg, using major number 62. For volume group conclvg, leave
quorum protection turned on, since this is a requirement for concurrent

volume groups.

4. Vary on the volume groups and mount the filesystems on goofy to ensure

that there are no problems.

Chapter 4. Pre-Installation Activities
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Chapter 5. Installing the HACMP/6000 Software

The product is known as cluster on the AIX product tape. You can directly
select the product using the / (find) option.

We may not install everything on each machine. Some machines may only
require the client part or may not need the clvm.

5.1 On Cluster Nodes

On each node in the cluster, install the appropriate components of HACMP.
From the panels you are led to from entering smit install, you will want to
select the following:

>3.1.0.0 cluster
cluster.client 03.01.00.00
cluster.server 03.01.00.00
cluster.clvm 03.01.00.00

Select your picks using F7.

In our example, we are selecting the option to install all components, including
cluster.clvm which gives us the ability to do concurrent access.

If we were not running concurrent access, we would select cluster.server, which
will automatically install cluster.client as a prerequisite.

5.2 On Cluster Clients

Here a client is considered to be a machine which is connected to the nodes
through a network and accesses a highly available application on one of the
cluster nodes. We restrict ourselves here to clients which are RISC
System/6000s.

3.1.0.0 cluster

> cluster.client 03.01.00.00
cluster.server 03.01.00.00
cluster.clvm 03.01.00.00

Select your picks using F7.
For non RS/6000 clients we can still carry out ARP cache refreshes using

/usr/sbin/cluster/clinfo.rc.. Refer to Section 5.6, “Customizing the
lusr/sbin/cluster/etc/clinfo.rc File” on page 29 to see how this is done.
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5.3 Installing HACMP Updates

Now is the time to install the latest cumulative HACMP PTF fix from IBM. This
should be done on both cluster nodes and client systems where you have
installed the client portion of HACMP.

5.4 Loading the Concurrent Logical Volume Manager

Since we will be running with concurrent volume groups containing 9333 or SSA
disks, we need to load the alternate Logical Volume Manager, called the
Concurrent Logical Volume Manager (CLVM) which comes with HACMP. We will
need to carry out this step on each node.

Loading the CLVM requires the following steps on each node:
1. Running the cllvm -c concurrent command

2. Running the command bosboot -d /dev/ipldevice -a

3. When the bosboot command completes, rebooting the system
Again, go through this procedure on each node.

Once the CLVM has been loaded as the active LVM, all continuing LVM
administration can be done in the same way as with the standard LVM. The only
exception is that the CLVM must be unloaded, and replaced with the standard
IBM LVM before any AlX updates are applied to the system.

The procedure to reload the IBM standard LVM again is exactly the same as that
shown above, except that the first step is to run the command c1lvm -c standard.
After the AIX updates have been loaded, the CLVM should be reloaded, using
the above procedure, before returning the node to production in the cluster.

Again, these procedures are only required in an HACMP 3.1.1 cluster, if you
have concurrent volume groups using 9333 or SSA disks. If you have concurrent
volume groups using RAID arrays, you need not load the CLVM.

More information about loading the CLVM can be found in Chapter 6 of the
HACMP/6000 Installation Guide.

5.5 Customizing the /usr/shin/cluster/etc/clhosts File
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On a client system, this file will be empty after the product installation. If you
wish to use clinfo, then you must enter the boot and service addresses of each
server node that this client should be able to contact.

On each server node, this file contains the loopback address which clinfo will
use initially to acquire a cluster map. You should replace this with the boot and
service addresses of all nodes in the cluster. On cluster nodes, this is not
mandatory, but recommended.

Entries in this file can be one or the other of:

symbolic names (IP labels)
IP addresses

For example, you could add lines like :



mickey # primary server
9.3.1.80 # backup server - goofy

5.6 Customizing the /usr/sbin/cluster/etc/clinfo.rc File

On each cluster node, if you have not implemented hardware address takeover,
this file should contain a list of the IP addresses of its associated clients. This
allows the node to ping the list of clients after a failure has occurred, so they can
flush their ARP cache to reflect the new hardware address for a service adapter.

On each client system which uses the client portion of HACMP, this file should
contain a list of the nodes with whom it communicates. Its default action is to
flush the ARP cache, but you may want to extend this to execute your own
programs. For example, you might want to display a window telling the user that
the primary server is down and then display another message or window telling
him that the backup server is now providing the services.

You will need to modify the following line in the file:

[PING_CLIENT_LIST="” ]

These entries can be of the form:

IP label (symbolic name)
IP address

For instance:

[PING_CLIENT_LIST="m1‘ckey goofy” ]

Clinfo is started automatically by the /etc/inittab file on cluster clients.
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Chapter 6. Cluster Environment Definition

Defining the cluster environment involves making the following definitions:

Cluster
Cluster Nodes

Network Adapters

These definitions can be entered from one node for the entire cluster.

After this

has been completed, the cluster environment definitions are synchronized from

one node to all the others.

Finally, the cluster environment should be verified,

using the cluster verification utility, to ensure there are no errors before

proceeding.

6.1 Defining the Cluster ID and Name

The first step is to create a cluster ID and name that uniquely identifies the
cluster. This is necessary in case there is more than one cluster on a single
physical network. Refer to your completed planning worksheets in Appendix E,
“Example Cluster Planning Worksheets” on page 131 and complete the following
steps to define the cluster ID and name.

1. Enter the smit hacmp command to display the system management menu for
HACMP: The HACMP menu is the starting point for the definition and
management of all HACMP characteristics and function.

—

HACMP/6000

Manage Cluster Environment
Manage Application Servers
Manage Node Environment
Show Environment

Verify Environment

Manage Cluster Services
Cluster Recovery Aids
Cluster RAS Support

F2=Refresh
F10=Exit

F1=Help
F9=Shell

Move cursor to desired item and press Enter.

F3=Cancel
Enter=Do

F8=Image

—

2. Select Manage Cluster Environment
menu:

[0 Copyright IBM Corp. 1995

—

and press Enter to display the following
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Manage Cluster Environment
Move cursor to desired item and press Enter.

Configure Cluster

Configure Nodes

Configure Adapters
Synchronize A1l Cluster Nodes
Show Cluster Environment
Configure Network Modules

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

— —J

3. Select Configure Cluster and press Enter to display the following menu:

. —
Configure Cluster

Move cursor to desired item and press Enter.
Add a Cluster Definition
Change / Show Cluster Definition
Remove Cluster Definition

F1=Help F2=Refresh F3=Cancel F8=Image

F9=Shell F10=Exit Enter=Do

4. Choose the Add a Cluster Definition option and press Enter to display the
following panel.

—

Add a Cluster Definition
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
**NOTE: Cluster Manager MUST BE RESTARTED

in order for changes to be acknowledged.**
* Cluster ID [1] #
* Cluster Name [disney]
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shel1l F10=Exit Enter=Do

— p—

5. Press Enter. The cluster ID and name are entered in HACMP's own
configuration database managed by the ODM.

6. Press F3 to return to the Manage Cluster Environment screen. From here,
we will move to the next stage, defining the cluster nodes.

32 An HACMP Cookbook



6.2 Defining Nodes

Other parts of the cluster definition refer to the cluster nodes by their node
names. In this section, we are simply defining the names that will identify each

node in the cluster.

1. Select Configure Nodes on the Manage Cluster Environment screen to

display the following menu:

—. -
Configure Nodes
Move cursor to desired item and press Enter.
Add Cluster Nodes
Change / Show Cluster Node Name
Remove a Cluster Node
F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do
N —
2. Choose the Add Cluster Nodes option and press Enter to display the
following screen:
. —
Add Cluster Nodes
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
* Node Names [mickey goofy]
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do
A N— —

Remember to leave a space between names. If you use a duplicate name,
an error message will be displayed. You need only to enter this information
on one node, because you can later execute Synchronize All Cluster Nodes

to propagate the information, using HACMP's Global ODM (GODM), to all

other nodes configured in the cluster.

3. Press Enter to update HACMP's configuration database.

4. Press F3to return to the Manage Cluster Environment screen. From here, we
will move to the next stage, defining the network adapters to HACMP.
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6.3 Defining Network Adapters

Having defined the node names, you can now proceed with defining the network
adapters associated with each node. Again, you can define all the network
adapters for all nodes on one node. You can later synchronize all the
information to the other nodes' ODMs.

We shall use the values for our sample cluster. You should refer to the planning
worksheets for TCP/IP and serial networks for your own cluster definitions. If
you refer to Figure 3 on page 8, you will notice that both mickey and goofy
contain two token-ring network adapters. One adapter is configured as a service
adapter and the other is configured as a standby adapter. If the service adapter
in one node fails, its standby adapter will be reconfigured by the Cluster
Manager to take over that service adapter's IP address. If a node fails, the
standby adapter in the surviving node will be reconfigured to take over the failed
node's service IP address and masquerade as the failed node.

Notice also the RS232 connection between mickey and goofy. The RS232 link
provides an additional path for keepalive (or heartbeat) packets and allows the
Cluster Managers to continue communicating if the network fails. It is important
to understand also that the RS232 network is not a TCP/IP network. Instead it
uses HACMP's own protocol over the raw RS232 link.

Having this non-TCP/IP RS232 network is a very important requirement, since it
provides us protection against two single points of failure:

1. The failure of the TCP/IP software subsystem

2. The failure of the single token-ring network

In either of these cases, if the RS232 network were not there, all keepalive traffic
from node to node would stop, even though the nodes were still up and running.
This is known as node isolation. If node isolation were to occur, mickey and
goofy would both attempt to acquire their respective takeover resources.
However, since the partner nodes would still be up and running, these attempts
would fail, with the respective Cluster Managers endlessly attempting to
reconfigure the cluster.

With the RS232 link in place, either of these failures would be interpreted as a
network failure, instead of a node failure, allowing the administrator to take the
appropriate action (restarting TCP/IP on a node, or fixing a network problem),
without the cluster nodes trying to take over each other's resources
inappropriately.

6.3.1 Defining mickey 's Network Adapters
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Complete the following steps to define mickey' s network adapters:

1. Select Configure Adapters on the Manage Cluster Environments panel to
display the following menu:



Configure Adapters
Move cursor to desired item and press Enter.
Add an Adapter
Change / Show an Adapter
Remove an Adapter
Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do
A N— —

2. Choose the Add an Adapter

option. Press Enter to display the following

panel, where you will fill out the fields for the service adapter:

. /
Add an Adapter
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
* Adapter Label [mickey]
* Network Type [token] +
* Network Name [trnetl] +
* Network Attribute public +
* Adapter Function service +
Adapter Identifier [9.3.1.79]
Adapter Hardware Address [0x42005aa8b484]
Node Name [mi ckey] +
F1=Help F2=Refresh F3=Cancel Fa=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do
— B

3. Press Enter to store the details in HACMP's configuration database.

The following observations can be made about the fields to be filled in on

this panel:

Adapter Label

Network Type

Network Name

This is the IP label of the adapter, which should
be the same as the label you have defined in the
/etc/hosts file and in your nameserver.

If you list this field with F4, you will see the
various Network Interface Modules (NIMs)
available. There is a NIM for each type of
network medium supported, as well as a Generic
IP NIM. Since this adapter is on a token-ring
network, we have selected the token NIM.

This is an arbitrary name of your own choosing,
to define to HACMP which of its adapters are on
the same physical network. It is important that
you use the same network name for all of the
adapters on a physical network.
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Network Attribute

Adapter Function

Adapter Identifier

Adapter Hardware Address

This field can either be set to public, private, or
serial. A public network is one that is used by
cluster nodes and client systems for access, as is
this token-ring network. A private network is
used for communications between cluster nodes
only. The Cluster Lock Manager uses any private
networks that are defined for its first choice to
communicate between nodes. The most common
reason to define a network as private is to
reserve it for the exclusive use of the Cluster
Lock Manager. A serial network is a non-TCP/IP
network. This is the value you will define for your
RS232 connection, and your SCSI Target Mode
network if you have one.

This field can either be set to service, standby, or
boot. A service adapter provides the IP address
that is known to the users, and that is in use
when the node is running HACMP and is part of
the cluster. The standby adapter, as we have
said before, is an adapter that is configured on a
different subnet from the service adapter, and
whose function is to be ready to take over the IP
address of a failed service adapter in the same
node, or the service adapter address of another
failed node in the cluster. The boot adapter
provides an alternate IP address to be used,
instead of the service |IP address, when the
machine is booting up, and before HACMP
Cluster Services are started. This address is
used to avoid address conflicts in the network,
because if the machine is booting after previously
failing, its service IP address will already be in
use, since it will have been taken over by the
standby adapter on another node. A node
rejoining the cluster will only be able to switch
from its boot to its service address, after that
service address has been released by the other
node.

For a TCP/IP network adapter, this will be the IP
address of the adapter. If you have already done
your definitions in the /etc/hosts file, as you
should have at this point, you do not have to fill
in this field, and the system will find its value,
based on the Adapter IP Label you have
provided. For a non-TCP/IP (serial) network
adapter, this will be the device name of the
adapter, for instance /dev/tty0 or /dev/tmscsi0.

This is an optional field. If you want HACMP to
also move the hardware address of a service
adapter to a standby adapter at the same time
that it moves its IP address, you will want to fill in
a hardware address here. This hardware
address is of your own choosing, so you must
make sure that it does not conflict with that of



Node Name

any other adapter on your network. For
token-ring adapters, the convention for an
alternate hardware address is that the first two
digits of the address are 42. In our example, we
have found out the real hardware address of the
adapter by issuing the command 1scfg -v -1
tok0. Our alternate hardware address is the
same as the real address, except that we have
changed the first two digits to 42. This ensures
that there is not a conflict with any other adapter,
since all real token-ring hardware address start
with 10.... If you fill in an alternate hardware
address here, HACMP will change the hardware
address of the adapter from its real address
which it has at boot time, to the alternate
address, at the same time as it is changing the IP
address from the boot address to the service
address. |If this is done, client users, who only
know about the service address, will always have
a constant relationship between the service IP
address and its hardware address, even through
adapter and node failures, and will have no need
to flush their ARP caches when these failures
occur. Alternate hardware address are only used
with service adapters, since these are the only
adapters that ever have their IP addresses taken
over.

This is the name of the node to which this
adapter is connected. You can list the nodes that
you have defined earlier with the F4 key, and
choose the appropriate node.

4. Select the Add an Adapter option again. Press Enter to display the following
panel and fill out the fields for the boot adapter:

—

Add an Adapter
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

* Adapter Label [mickey_boot]
* Network Type [token] +
* Network Name [trnetl] +
* Network Attribute public +
* Adapter Function boot +

Adapter Identifier [9.3.1.45]

Adapter Hardware Address [1

Node Name [mickey] +
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

—
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Notice that we have defined this adapter having the same network name as
the service adapter. Also, you should note that the IP address for the boot
adapter is on the same subnet as the service adapter. These two HACMP
adapters, boot and service, actually represent different IP addresses to be
used on the same physical adapter. In this case, token-ring adapter tok0
will start out on the boot IP address when the machine is first booted, and
HACMP will switch the adapter's IP address to the service address (and the
hardware address to the alternative address we have defined) when HACMP
Cluster Services are started.

. Press Enter to store the details in HACMP's configuration database.

. Select the Add an Adapter option again. Press Enter and fill out the fields for

the IP details for the standby adapter:

. —
Add an Adapter
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
* Adapter Label [mickey_sb]
* Network Type [token] +
* Network Name [trnetl] +
* Network Attribute public +
* Adapter Function standby +
Adapter Identifier [9.3.4.79]
Adapter Hardware Address 1
Node Name [mi ckey] +
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Notice again that we have used the same network name, since this adapter
is on the same physical network. We should also point out that this adapter
has been configured on a different subnet from the boot and service adapter
definitions. Our subnet mask was set earlier in the TCP/IP setup to
255.255.255.0.

. Press Enter to store the details in HACMP's configuration database.

. Select the Add an Adapter option again. Press Enter and fill out the details

for the RS232 connection:



Add an Adapter
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

* Adapter Label [mickey_tty0]
* Network Type [rs232] +
* Network Name [rsnetl] +
* Network Attribute serial +
* Adapter Function service +

Adapter Identifier [/dev/tty0]

Adapter Hardware Address 0

Node Name [mickey] +
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

A N— —

Note here that we have chosen a different network type and network attribute,
and assigned a different network name. Also, the adapter identifier is defined as

the device name of the tty being used.

6.3.2 Defining goofy 's Network Adapters

Repeat steps 2 on page 35 through 8 on page 38 to configure the adapters on
goofy. Remember that all the configuration work can be done on one node
because you can later synchronize this information to the other node(s) using

HACMP's GODM facility.

Enter the service adapter details for goofy:

Add an Adapter
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
* Adapter Label [goofy]
* Network Type [token] +
* Network Name [trnetl] +
* Network Attribute public +
* Adapter Function service +
Adapter Identifier [9.3.1.80]
Adapter Hardware Address [0x42005aa8d1f3]
Node Name [goofy] +
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Here note that we have defined an alternate hardware address for this adapter
also, which corresponds to the real hardware address of adapter tok0, with the
first two digits changed to 42.
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Add an Adapter
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

* Adapter Label [goofy_boot]
* Network Type [token]
* Network Name [trnetl]
* Network Attribute public
* Adapter Function boot

Adapter Identifier [9.3.1.46]

Adapter Hardware Address [1

Node Name [goofy]
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Enter the IP details for goofy' s standby adapter:

Enter the details for goofy' s RS232 connection:

Add an Adapter
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
* Adapter Label [goofy_sh]
* Network Type [token]
* Network Name [trnetl]
* Network Attribute public
* Adapter Function standby
Adapter Identifier [9.3.4.80]
Adapter Hardware Address (1
Node Name [goofy]
Fl=Help F2=Refresh F3=Cancel Fa=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do




Add an Adapter

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* Adapter Label [goofy_tty0]
* Network Type [rs232]
* Network Name [rsnetl] +
* Network Attribute serial
* Adapter Function service
Adapter Identifier [/dev/tty0]
Adapter Hardware Address [1
Node Name [goofy]
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do
6.4 Synchronizing the Cluster Definition on All Nodes
The HACMP configuration database must be the same on each node in the
cluster. If the definitions are not synchronized across the nodes, a run-time
error message is generated at cluster startup time.
You will use the Synchronize All Cluster Nodes option on the Manage Cluster
Environment panel to copy the cluster definition from mickey to goofy.
Manage Cluster Environment
Move cursor to desired item and press Enter.
Configure Cluster
Configure Nodes
Configure Adapters
Synchronize A11 Cluster Nodes
Show Cluster Environment
Configure Network Modules
Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do
1. Select the Synchronize All Cluster Nodes option on the Manage Cluster
Environment menu and press Enter.
SMIT responds: ARE YOU SURE?
2. Press Enter.
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— Note:

Before synchronizing the cluster definition, all nodes must be powered

on, and the /etc/hosts and /.rhosts files must include all HACMP IP
labels.

The cluster definition, including all node, adapter, and network module
information, is copied from mickey to goofy.

For more information, refer to Chapter 8, Defining the Cluster Environment, in the
HACMP/6000 Installation Guide.
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Chapter 7. Node Environment Definition

This step entails telling HACMP how you would like it to behave when cluster
events happen. Here you define the applications that will be managed by

HACMP, and also the other resources, such as volume groups, filesystems, and

IP addresses. By assigning node priorities, you also tell HACMP which node
should take over the resources at what time.
The node environment definition stage involves three major steps:

Defining application servers

Defining resource groups and resources

Verifying the cluster

7.1 Defining Application Servers

An Application Server defines a highly available application to HACMP. The
definition consists of the following:

Name
Application start script

Application stop script

Using this information, the application can be defined as a resource protected
HACMP. HACMP will then be able to start and stop the application at the
appropriate time, and on the correct node.

Application Server start and stop scripts should be contained on the internal
disks of each node, and must be kept in the same path location on each node.
To define an Application Server, perform the following tasks:

1. At the command prompt, enter the SMIT fastpath smit hacmp. The following
panel is presented:

HACMP/6000

Move cursor to desired item and press Enter.

Manage Cluster Environment
Manage Application Servers
Manage Node Environment
Show Environment

Verify Environment

Manage Cluster Services
Cluster Recovery Aids
CTuster RAS Support

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

— —J

2. Select Manage Application Servers to display the following screen:

[0 Copyright IBM Corp. 1995

by
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Manage Application Servers
Move cursor to desired item and press Enter.

Add an Application Server
Change / Show an Application Server
Remove an Application Server

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

— —J

3. Choose Add an Application Server to display the following screen:

. —
Add an Application Server
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
* Server Name [mickeyappl]
* Start Script [/usr/local/mickey start>
* Stop Script [/usr/Tocal/mickey_stop>
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do
A N— —

4. Enter an arbitrary Server Name, and then enter the full pathnames for the start
and stop scripts. Remember that the start and stop scripts must reside on
each participating cluster node. Our script names are:

/usr/local/mickey_start
/usr/local/mickey stop
Once this is done, an Application Server named mickeyappl has been defined,

and can be included in a resource group to be controlled by HACMP.

You can now repeat a similar procedure to define an application server for
goofy’'s application, called goofyappl. Finally, you could create an application for
the concurrent application, called concappl.

7.2 Creating Resource Groups

44

In this section we shall go through the steps of defining two cascading resource
groups, mickeyrg and goofyrg, and one concurrent resource group, concrg , to
HACMP. Both nodes will participate in each resource group. Node mickey will
have a higher priority for resource group mickeyrg and node goofy will have a
higher priority for resource group goofyrg. In other words, mickey will own the
resources in resource group mickeyrg, and will be backed up by goofy, while
goofy will own the resources in resource group rg2, backed up by mickey. This is
called mutual takeover with cascading resources.

Resource group mickeyrg will consist of the following resources:
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/testl filesystem
mickey' s service IP address
NFS export of the /testl filesystem

Application Server mickeyappl

Resource group goofyrg will consist of the following resources:

/test?2 filesystem

goofy' s service IP address

NFS export of the /test2 filesystem

Application Server goofyappl
As a final step, we will define our concurrent resource group concrg. Resource
group concrg will consist of the following resources:

logical volume concllv

logical volume conc2lv

Application Server concappl

The steps required to set up this configuration of resource groups are as follows:

1. Configure the resource group mickeyrg on node mickey by using the SMIT
fastpath command:

[:# smit cl_mng_res :}

Then select Add / Change / Show / Remove a Resource Group from the
following menu:

. —

Manage Resource Groups
Move cursor to desired item and press Enter.

Add / Change / Show / Remove a Resource Group
Configure Resources for a Resource Group
Configure Run Time Parameters

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

— —J

2. Select Add a Resource Group from the next menu:

Chapter 7. Node Environment Definition 45



Add / Change / Show / Remove a Resource Group
Move cursor to desired item and press Enter.
Add a Resource Group

Change / Show a Resource Group
Remove a Resource Group

Fl=Help F2=Refresh F3=Cancel
F8=Image
F9=Shell F10=Exit Enter=Do

3. In the panel that follows, fill out the fields as shown:

(. ™

Add a Resource Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* Resource Group Name
* Node Relationship
* Participating Node Names

[mickeyrg]
cascading
[mickey goofy]

F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do
A N— —

In the field Participating Node Names, be sure to name the highest priority
node first. For resource group mickeyrg, this is mickey, since it is the owner.
Other nodes participating then get named, in decreasing order of priority. In
a two node cluster, there is only one other name, but in a larger cluster, you
may have more than two nodes (but not necessarily all nodes) participating
in any resource group.

4. Press Enter to store the information in HACMP's configuration database.

5. Press F3 twice to go back to the Manage Resource Groups panel. Select
Configure Resources for a Resource Group

. —

Manage Resource Groups
Move cursor to desired item and press Enter.

Add / Change / Show / Remove a Resource Group
Configure Resources for a Resource Group
Configure Run Time Parameters

Fl=Help F2=Refresh
F9=Shell F10=Exit

— —

F3=Cancel
Enter=Do

F8=Image

6. The list that appears should show only one resource group, mickeyrg. Select
this item.
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7.

Select a Resource Group

Move cursor to desired item and press Enter.

mickeyrg
F1=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
/=Find n=Find Next

—

In the SMIT panel that follows, fill out the fields as shown.

—

Make sure that

the Inactive Takeover Activated and the 9333 Disk Fencing Activated fields
are set to false.

. —
Configure Resources for a Resource Group
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

Resource Group Name mickeyrg
Node Relationship cascading
Participating Node Names mickey goofy
Service IP label [mickey] +
Filesystems [/testl] +
Filesystems to Export [/testl] +
Filesystems to NFS mount 0 +
Volume Groups [ +
Concurrent Volume groups 0 +
Raw Disk PVIDs ] +
Application Servers [mickeyappl] +
Miscellaneous Data [
Inactive Takeover Activated false +
9333 Disk Fencing Activated false +

Fl=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

A N— —

The following comments should be made about some of these parameters:

Service IP label

Filesystems

Filesystems to Export

By filling in the label of mickey here, we are
activating IP address takeover. If node mickey
fails, its service IP address (and hardware
address since we have defined it) will be
transferred to the other node in the cluster.
had left this field blank, there would be no IP
address takeover from node mickey to node goofy.

If we

Any filesystems that are filled in here will be
mounted when a node takes over this resource
group. The volume group that contains the
filesystem will first be automatically varied on as
well.

Filesystems listed here will be NFS exported, so
they can be mounted by NFS client systems or
other nodes in the cluster.
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8.

Filesystems to NFS mount

Volume Groups

Raw Disk PVIDs

Application Servers

Filling in this field sets up what we call an NFS
cross mount. Any filesystem defined in this field
will be NFS mounted by all the participating
nodes, other than the node that currently is
holding the resource group. If the node holding
the resource group fails, the next node to take
over breaks its NFS mount of this filesystem, and
mounts the filesystem itself as part of its takeover
processing.

This field does not need to be filled out in our
case, because HACMP will automatically discover
which volume group it needs to vary on in order
to mount the filesystem(s) we have defined. This
field is there, so that we could specify one or
more volume groups to vary on, in the case
where there were no filesystems, but only raw
logical volumes being used by our application.

This field is very rarely used, but would be used
in the case where an application is not using the
logical volume manager at all, but is accessing
its data directly from the hdisk devices. One
example of this might be an application storing
its data in a RAID-3 LUN. RAID-3 is not
supported at all by the LVM, so an application
using RAID-3 would have to read and write
directly to the hdisk device.

For any Application Servers that are defined
here, HACMP will run their start scripts when a
node takes over the resource group, and will run
the stop script when that node leaves the cluster.

In the same way, set up the second resource group goofyrg.
. Y
# smit c1_mng_res
— B
The following panel is displayed:
—. -
Manage Resource Groups
Move cursor to desired item and press Enter.
Add / Change / Show / Remove a Resource Group
Configure Resources for a Resource Group
Configure Run Time Parameters
F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do
N —

Select Add / Change / Show / Remove a Resource Group



Add / Change / Show / Remove a Resource Group

Move cursor to desired item and press Enter.

Add a Resource Group

Change / Show a Resource Group

Remove a Resource Group
F1=Help F2=Refresh F3=Cancel
F8=Image
F9=Shell F10=Exit Enter=Do

Select Add a Resource Group . On the resulting panel, fill in the fields, as

shown below, to define your second resource group.

—

Add a Resource Group
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
* Resource Group Name [goofyrg]
* Node Relationship cascading +
* Participating Node Names [goofy mickey] +
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do
N —
Use F3 to go back to the Manage Resource Groups panel.
. Y
Manage Resource Groups
Move cursor to desired item and press Enter.
Add / Change / Show / Remove a Resource Group
Configure Resources for a Resource Group
Configure Run Time Parameters
Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shel1l F10=Exit Enter=Do
— p—
Select Configure Resources for a Resource Group
—. —
Select a Resource Group
Move cursor to desired item and press Enter.
mickeyrg
goofyrg
F1=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
/=Find n=Find Next
— p—
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Choose the resource group goofyrg .

—. —
Configure Resources for a Resource Group
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

Resource Group Name goofyrg
Node Relationship cascading
Participating Node Names goofy mickey

Service IP label [goofy]

Filesystems [/test2] +
Filesystems to Export [/test2] +
Filesystems to NFS mount M +
Volume Groups ]

Concurrent Volume groups 0

Raw Disk PVIDs (1

Application Servers [goofyappl]
Miscellaneous Data (]

Inactive Takeover Activated false

9333 Disk Fencing Activated false

Fl=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

— p—

Fill in the appropriate fields, as shown above, and hit Enter to save the
configuration.

9. Finally, we will set up our concurrent resource group concrg.

{:# smit c1_mng_res
The following panel is displayed:
. Y
Manage Resource Groups
Move cursor to desired item and press Enter.
Add / Change / Show / Remove a Resource Group
Configure Resources for a Resource Group
Configure Run Time Parameters
Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shel1l F10=Exit Enter=Do
— p—

Select Add / Change / Show / Remove a Resource Group



Add / Change / Show / Remove a Resource Group
Move cursor to desired item and press Enter.
Add a Resource Group

Change / Show a Resource Group
Remove a Resource Group

F1=Help F2=Refresh F3=Cancel
F8=Image
F9=Shell F10=Exit Enter=Do

Select Add a Resource Group . On the resulting panel, fill in the fields, as
shown below, to define the concurrent resource group.

. —

Add a Resource Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* Resource Group Name [concrg]
* Node Relationship concurrent +
* Participating Node Names [mickey goofy] +
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

N —

Use F3 to go back to the Manage Resource Groups panel.

(. h

Manage Resource Groups
Move cursor to desired item and press Enter.

Add / Change / Show / Remove a Resource Group
Configure Resources for a Resource Group
Configure Run Time Parameters

Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

— —

Select Configure Resources for a Resource Group

—. —
Select a Resource Group
Move cursor to desired item and press Enter.
concrg
goofyrg
mickeyrg
Fl=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
/=Find n=Find Next
N —
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Choose the resource group concrg .

—. —
Configure Resources for a Resource Group

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

[Entry Fields]

Resource Group Name concrg

Node Relationship concurrent

Participating Node Names mickey goofy

Service IP label 0 +

Filesystems 0 +

Filesystems to Export 1 +

Filesystems to NFS mount M +

Volume Groups [ +

Concurrent Volume groups [conclvg] +
Raw Disk PVIDs 0 +
Application Servers [concappl] +
Miscellaneous Data (]

Inactive Takeover Activated false +

9333 Disk Fencing Activated false +
Fl=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

— p—

Fill in the appropriate fields, as shown above, and hit Enter to save the
configuration.

In a concurrent resource group, the only two resources to be defined are:
- Concurrent volume group - this gives access to the logical volumes
+ Application server

10. The next job is to synchronize the node environment configuration to the
other node. Hit F3 three times to return you to the Manage Node Environment
panel, as shown below:

(. ™

Manage Node Environment
Move cursor to desired item and press Enter.

Manage Resource Groups
Change/Show Cluster Events
Sync Node Environment

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

— —J

Select Sync Node Environment . You will see a series of messages, as the
ODMs on the other node(s) are updated from the definitions on your node.

You can also synchronize the resource group configuration from the
command line by executing the /usr/sbin/cluster/diag/clconfig -s -r
command.
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—— Note for HACMP Version 2.1 Users

For those users that have used HACMP Version 2.1, it is important for you to
note that in HACMP/6000 Version 3.1 and HACMP 4.1 for AlX, the node
environment must also be synchronized explicitly, along with the cluster
environment. This is a change from HACMP Version 2.1, where the node
environment was automatically synchronized by the Global ODM.

7.3 Verify Cluster Environment

Once you have completed the cluster and node environment definitions, you
should verify that the node configurations are consistent and correct over the
entire cluster. To verify the cluster enter the SMIT fastpath:

[# smit hacmp ]

Select Verify Environment from the following panel:

(. h

HACMP/6000

Move cursor to desired item and press Enter.

Manage Cluster Environment
Manage Application Servers
Manage Node Environment
Show Environment

Verify Environment

Manage Cluster Services
Cluster Recovery Aids
Cluster RAS Support

Fl=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

— —

The following panel is presented:
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Verify Environment
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

Verify Cluster Networks, Resources, or Both both +

Error Count O #
Fl=Help F2=Refresh F3=Cancel F4=List
Fb=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Take the default on this panel, which is to verify both the network configurations
and the resource configurations. The Global ODM of HACMP will check the
definitions on all nodes, to make sure they are correct and consistent. It will
also check various AIX system parameters and system files, to make sure they
are set correctly for HACMP, and will check any application server scripts you
have defined, to make sure they are on all the nodes where they need to be, and
that they are executable. You should see several verification messages, but the
results should yield no errors. If you encounter errors, you must diagnose and
rectify them before starting the cluster managers on each node. Failure to
rectify verification errors will cause unpredictable results when the cluster starts.



Chapter 8. Starting and Stopping Cluster Services

Cluster nodes can be made to join and leave the cluster voluntarily by starting
and stopping cluster services. There are various options available for both
actions, controlling the immediate and future behavior of the node in the cluster.

8.1 Starting Cluster Services

Provided your verification has run without highlighting any errors, you are now

ready to start cluster services on one node at a time. Each node should be able

to finish its node_up processing, before another node is started.

To start cluster services on a node, issue the smit fastpath command smit

clstart, to bring up the following panel:

Start Cluster Services

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

[Entry Fields]

* Start now, on system restart or both now +
BROADCAST message at startup? false +
Startup Cluster Lock Services? true +
Startup Cluster Information Daemon? true +

Fl=Help F2=Refresh F3=Cancel Fa=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Here, you can select all the defaults, and hit Enter to start cluster services on the
node. Since we are running a concurrent access environment in our example,
we would want to change the last two fields to true.

Here are some comments on some of the fields:

Start now, on system restart or both

[0 Copyright IBM Corp. 1995

The recommended setting for this
field is to now. If you set it to system
restart or both, it will put a record
into the /etc/inittab file, so that
HACMP cluster services are started
automatically on the machine each
time it boots. This is not a very good
idea, because it may result in a node
trying to join the cluster before fixes
have been fully tested, or at a time
when the impact of resource group
movement in the cluster is not
desired.
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Startup Cluster Lock Services?

Startup Cluster Information Daemon?

It is much better to have explicit
control over when cluster services
are started on a node, and for that
reason, the now setting is
recommended.

Cluster Lock Services are, almost in
all cases, only needed in a
concurrent access configuration.
The Cluster Lock Manager is
normally used to control access to
concurrently varied on volume
groups. Therefore, we will want to
change the setting to true, since we
have a concurrent access
configuration.

The cluster information daemon, or
clinfo, is the subsystem that
manages the cluster information
provided through the clinfo API to
applications. This option would need
to be set to true if you were going to
be running applications directly on
the cluster node that used the clinfo
API. An example of such an
application would be the cluster
monitor clstat, which is provided as
part of the product. If you are not
running such an application, or are
running such an application, but on a
client machine, this option can be
left with its default of false.

If you are running a clinfo application
on a client machine, it gets its
information from the clsmuxpd
daemon on a cluster node, and does
not need clinfo to be running on that
cluster node.

When you start cluster services on a node, you will see a series of messages on
the SMIT information panel, and then its status will switch to OK. This does not

mean the cluster services startup is complete, however. To track the cluster
processing, and to know when it is completed, you must watch the two main log

files of HACMP:

/var/adm/cluster.log

This log file tracks the beginning and completion of each of the HACMP
event scripts. Only when the node up_complete event completes is the

node finished its cluster processing.

/tmp/hacmp.out

This is a more detailed log file, as it logs each command of the HACMP

event scripts as they are executing.

In this case, you not only see the

start and completion of each event, but also each command being
executed in running those event scripts.



It is recommended to run the tail -f command against each of these log files
when you start up nodes in the cluster, so that you can track the successful
completion of events, and so that you can know when the processing is

completed.

8.2 Stopping Cluster Services

To stop cluster services on a node, issue the smit fastpath command smit

clstop, to bring up the following panel:

—

Fl=Help F2=Refresh
Fb=Reset F6=Command
F9=Shell F10=Exit

Stop Cluster Services
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
*Entry Fields*
* Stop now, on system restart or both now +
BROADCAST cluster shutdown? true +
* Shutdown mode graceful +

(graceful, graceful with takeover, fo

F3=Cancel Fa=List
F7=Edit F8=Image
Enter=Do

—

Here are some comments on the field choices:

Stop now, on system restart or both

BROADCAST cluster shutdown?

Shutdown mode

Chapter 8. Starting and Stopping Cluster Services

If you select now, the default, HACMP
will be stopped immediately, and no
further action controlling future
behavior will be taken. If you chose
system restart or both, the system
would also remove any automatic
startup line for HACMP from the
/etc/inittab file.

Controls whether a broadcast
message is sent to all users when
HACMP is shut down on a node.

If you choose graceful, HACMP will
be shut down on the machine, and
any resources being held will be
released. However, no other nodes
in the cluster will take over the
resources. This is a good option
when you want to just shut down
HACMP on all nodes, one at a time.

If you choose graceful with takeover
the HACMP software will be shut
down and the resources released
from the node. The next highest

rced)
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priority node defined for the
resource groups will then take over
the appropriate resources.

If you choose forced, the HACMP
software will be stopped on the
node, but the resources that it is
holding will be retained.

8.3 Testing the Cluster

It is highly recommended at this point, that you spend some time testing the
operations of your cluster. You should try to test every conceivable failure, and
make sure the cluster is reacting, and successfully dealing with them.
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Chapter 9. Error Notification Tool

HACMP includes a menu-driven facility to customize the AIX error notification
function. This allows you to run your own shell scripts in response to specified
errors appearing in the AIX error log. To further ease the customization of the
error notification object in the ODM (errnotify) which deals with both software
and hardware errors, an error notification tool is provided on the diskette.

The shell script is called error_select and is found in the
/usr/HACMP_ANSS/tool1s/ERROR_TOOL directory.

9.1 Description

Hardware and software errors, incidents and operator messages are logged in
the AIX error log. To avoid the need for someone to periodically examine the
error log in search of particular errors, we can configure Error Notification
Methods to react automatically to the arrival of these errors. The errors that you
will want to trap and treat will be dependent upon your installation.

The error notification tool will do the following:

Create the templates for the scripts in the script subdirectory. These scripts
can then be customized so that they react in the desired way to the arrival of
errors. A possible example would be to promote a serial disk adapter failure
to a node failure.

Customize the relevant error notification objects in the ODM.

Provide a test environment so that errors can be sent by you into the error
log, without any real errors actually occurring. This will allow you to test
your scripts. For example, we can generate SCSI_ERRS3 without physically
touching the SCSI adapter or the attached disks.

9.2 Error Notification Example

In our example cluster, we have two 9333 serial disk adapters on node mickey,
but only one adapter on node goofy. Therefore, if the 9333 adapter on goofy
fails, its users would be cut off from all the disks. However, since we have IP
address takeover and disk takeover in our resource group definition, if we were
to cause a node failure in this event, the users would be able to access the
disks, still using the same IP address, through node mickey. Therefore, our error
notification customization will send a warning message to the users, initiate a
controlled HACMP shutdown with takeover, and then shutdown the machine
itself.

Also, as well as sending mail to the root user on goofy, we want to send mail to
our general system administrator, who is on another machine in the network.

The menu you will see when you run the error notification tool is shown below.
The menu is preconfigured for those errors that have most often been
customized in our experience. We have limited our choice to errors which are
hardware and permanent, but you can add any AlIX errors to this menu that you
wish.

[0 Copyright IBM Corp. 1995 59
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A B o O e G EEmn e

Choose one option at a time
You can choose different errors successively

Enter: end (when you have finished)

+ 4+ + + + +
+ + + + o+ +

B T
1) end

2) B R R R R R T

3) X25 - X25 adapter error

4) DISK - SCSI disk error

5) LVM - LOGICAL VOLUME MANAGER error

6) SCSI - SCSI adapter error

7) TOK - TOKEN RING adapter error

8) EPOW - POWER SUPPLY problem

9) FDDI - FDDI adapter error

10) SDA - SERIAL disk ADAPTER error

11) SDC - SERIAL disk CONTROLLER error

12) TMSCSI - SCSI network problem
Amongst this list, which errors would you like to treat:

— —J

We will make the following selection for our error:

[Amongst this Tist, which error would you like to treat: 10 ]

We could also choose more errors at the same time, if we wished. Here is what
we will see on the screen:

. —

hhkhhhhkhhhhdhdhddhhdhhhhhhhhhhhhhrhrhhrdx

**  UPDATING ODM

hhkhhhhkhhhhrhdhddhhdhhhhhhhhhhhhhhhrrhrdx

/usr/HACMP_ANSS/utils/error_SDA applied
khhkkhkhkhhhkhhhhdrhhkhhhhhdhhhdhhhhhdhhdrhhrhdhhhdhhdrhdhhhhhdhdkx
**  In order to delete your choice from the ODM **

**  use error_del **
kkkkkkkhkkkhkhkkkhkkkhkhkkhkhkkhkhkkhkkkhkhkkhkhkkhkhkkhkkkhkhkkhkhkkhkhkkkhkkkhkkkkk

— —

This procedure, as well as the procedures used to deselect the errors, (created
automatically by the tool) are put into the utils subdirectory.

[/usr/HACMP_ANSS/utﬂs/error_SDA ]

The following routines, which will be executed as soon as the relevant error is
logged in the error log, will be automatically created in the
/usr/HACMP_ANSS/script subdirectory.

error_SDA
error NOTIFICATION

It is up to you to modify these scripts so that they behave as you require. As
they are created by the tool, they are just empty template scripts.
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The error NOTIFICATION script, which is automatically invoked by the error SDA
script, logs the incident in the /var/HACMP_ANSS/1og/hacmp.errlog file and sends a
mail message to the root user.

Here is a listing of the error_SDA script, as we have modified it to our
requirements:

. —

#1/bin/ksh
[fdddzdzdzdsdsdsdsdsdsdsdadsdadadadasaddsasdadddadsdsdsdadadadadsdsdadadadadadad
# Written by: AUTOMATE

Last modification by *** who ***

script: error_SDA
parameters: 8 parameters (documented in error NOTIFICATION)

#
#
#
#
#
# ARGUMENTS received :
# "sequence number in the error log = §1”
# "error ID = §2"
# "error class = §3"
# "error type = §4"
# "alert flag = $5"
# "resource name = $6"
# "resource type = §7"
# "resource class = $8"
# "error label = §9”
igddaddaddddsdsadsddsddadsddsddadzadsddadsddsddsdzadsddsdzadsddsdzddsddsdaddaddd
# Variables:
. /usr/HACMP_ANSS/tools/tool var
STATUS=0
( echo "n=error_ SDA===============date”
echo "ERROR DETECTED: error SDA") |tee -a $ERREURS/hacmp.errlog> /dev/console
. $SCRIPTS/error NOTIFICATION
#HFHAHH R EAFAF RS #F44F START OF CUSTOMIZATION #########4#######FHHHRFFHFHHH
#
LOCALNODENAME=$ (/usr/sbin/cluster/utilities/get_Tocal _nodename)
mail -s "Error Alert” sysadm@theboss.company.com << END
An error has been detected on the HACMP cluster node $LOCALNODENAME
Took at the $LOG file on the node.
DEVICE = $6
ADAPTER = §8

The system will be shut down and the users moved to a backup node.
END

wall "System will be shutting Down in 20 Seconds. Please log off now.
You will be able to login to your application again within 5 minutes.”
sleep 20

# This command does a shutdown with takeover of HACMP

r ’

/usr/sbin/cluster/utilities/clstop -y ' -N'
sleep 5

-gr
# We now want to shutdown the machine, until our administrator can
# investigate the problem.

/etc/shutdown -Fr

th###### S H 4 A H A A ##4##  END OF CUSTOMIZATION ################4##HH#HFHAHHHH
return $STATUS
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The error NOTIFICATION script, automatically created along with error SDA in the
script subdirectory, looks like this:

(. ™

#!/bin/ksh

i ddddddssiaddddsasddddtaadiddagaddddddastadddddddasddddaiddi
#

# name : error_NOTIFICATION

# INPUT paremeters : $§1 to $8 sent by errpt

# Description : called by each error, sends a message

# into hacmp.errlog

s s adssddddsdssddddddsdddddssssdddiddasddddddaisddd I sssaddda
# Variables:

. /usr/HACMP_ANSS/tools/tool_var
STATUS=0
G=$ (tput smso)
F=$(tput rmso)
LOG="$ERREURS/hacmp.errlog”
i dddddassaddddsasaadddddasasddddtssasddddassadddddtaddddad
# main
s dddddassaddddsasasdddddasasddddtasddddassadddddtaddddad
(pr-int Mkkkkkkkkhkkkk Source and cause Of error *khkkkkhhkkhhkkkrhkxkx
print "HOSTNAME=$ (hostname) DATE=$(date)"”
print "sequence number in error log = $1”

print "error ID = 2"
print "error class = $3"
print "error type = $4"
print "alert flag = §5"
print "resource name = $6"
print "resource type = §7"
print "resource class = §8"

print "error Tlabel = $9") >> $L0G
lgddsddsdtadsadaadadtasdaddsadtadtagtadtadatagtagagagadgadaadaddaii
# DO NOT FORGET TO set TO_WHOM in error_MAIL

. /usr/HACMP_ANSS/tools/ERROR_TOOL/error MAIL $1 $2 $3 $4 $5 $6 $7 $8 $9
HE###FHHARRR A AR AR AR R AR AR R AR AR R AR AR A
# DO NOT FORGET TO set QUEUE in error_PRINT
# . /usr/HACMP_ANSS/tools/ERROR_TOOL/error PRINT $1 $2 $3 $4 $5 $6 $7 $8 $9
fgddsddsdtadsadaddadtasdadsdsaddaddaatadtadadagdagagasadtadaadadbiii

return $STATUS

— —

The only customization required to this script might be to uncomment the line
near the end that will cause a record of the error to be printed to the printer of
your choice.

The /usr/HACMP_ANSS/tools/ERROR_TOOL/error MAIL script, in its default form, will
send mail to the root user on the system on which the error occurs. This could
also be changed as required. The script is shown below:
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#!/bin/ksh
# this script is executed if it has been uncommented in
# error_NOTIFICATION

#

# variable: TO _WHOM should be set to the name of a user

# and should be in the form

# "user” or "user@hostname”
[fdddzdzdsdsdsdsdsdsdsdsdadadadadaddsdsdsdsdsdsdadsdaddsdsdadadadadadad

. /usr/HACMP_ANSS/tools/tool var

TO_WHOM="root"
LOCALNODENAME=$(/usr/sbin/cluster/utilities/get_local nodename)
mail $TO_NHOM << END

An error has been detected on the HACMP cluster node $LOCALNODENAME
look at the $LOG file

DEVICE = $6
ADAPTER = $8
END

— —J

Finally, if you wish to use the printing option, you will need to set the QUEUE
variable in the /usr/HACMP_ANSS/tools/ERROR_TOOL/error PRINT script to the name
of a valid print queue for your system. The script is shown below:

. —

#1/bin/ksh
# this script is executed if it has been uncommented in
# error_NOTIFICATION
#
# variable: QUEUE should be set to a local or remote print queue
# which has been defined in /etc/qconfig
st tadiddsaddddddasadddddtadaddddddsdidddddaaaddddadiad
QUEUE="NONE"
if [ $QUEUE = " NONE' ]
then
FILE_CIBLEE=""
else
FILE_CIBLEE="-P $QUEUE"
fi
(banner 'Machine:" $(hostname )
print "
print "$(date)”
print "
print "refer to $LOG and look at errpt”
banner "error” "on” "device” "$6" ) | gprt $FILE_CIBLEE
it adiddssidddddaaddddstadsdddddtdddddddadaadddddaad

9.2.1 Checking the ODM
We will just do a check of the ODM to make sure that the error notification
method has been set up correctly. Issue the SMIT fastpath command smit hacmp,
and select the following options in the SMIT panels:

Cluster RAS Support
Error Notification
Change/Show a Notify Method

Our error notification tool actually set up two error notification methods, for the
errors sda_errl and sda_err3. If we choose the first one, the following panel is
presented:
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Change/Show a Notify Method
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

* Notification Object Name sda_errl

* Persistence across system restart? Yes +
Process ID for use by Notify Method [0] +#
Select Error Class All +
Select Error Type A1l +
Match ALERTable errors? All +
Select Error Label [SDA_ERR1] +
Resource Name 0 +
Resource Class [1 +
Resource Type 0 +

* Notify Method [/usr/HACMP_ANSS/script>

Fl=Help F2=Refresh F3=Cancel F4=List

Fb=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Once we have customized these scripts as we want them, and have checked that
they are correctly in the ODM, we are able to test the error notification method,
simulating the actual error with the error testing tool.

9.3 Testing the Error Scripts

64

We can test the error handling scripts that we have created by running the
/usr/HACMP_ANSS/tools/error_test script. This will send the required error to the
AlX error log.

The menu that you will see when you start up error_test is shown below. As
well as testing your scripts, this menu can be used during the acceptance testing
phase to generate errors, without having to try to simulate them by pulling
adapters and cables.

. —

++++++HH
MENU: Testing errors

Choose one option at a time
You can choose different errors successively

Enter: end (when you have finished)

+ 4+ + + + + + +
+ + o+ o+ o+ o+

T S B o o o o TS SR
1) end

2) SDA_ERR1

3) SDA_ERR3

Which of the above errors would you like to generate:

— —

If you wanted to run error_test to simulate SDA_ERRL1, then you would do the
following:
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[:Which of the above errors would you like to generate: 2 :J

You will have to enter the adapter for which you wish to simulate the error.

For which device are you simulating this error
For example enter: scsi2 hdisk4 entO
The defective device is: serdasda0

Here is an example of what you will see on your screen:

(. ™

The defective unit is: serdasda0

Error id : bl35ae8b
B135AE8B 1214112795 P H serdasda0 STORAGE SUBSYSTEM FAILURE
FEC31570 1213144095 P H serdasda0 UNDETERMINED ERROR
B135AE8B 1213141195 P H serdasda0 STORAGE SUBSYSTEM FAILURE
B135AE8B 1213120895 P H serdasda0 STORAGE SUBSYSTEM FAILURE
FEC31570 1213115495 P H serdasda0 UNDETERMINED ERROR
B135AE8B 1213114095 P H serdasda0 STORAGE SUBSYSTEM FAILURE
FEC31570 1213104695 P H serdasda0 UNDETERMINED ERROR
B135AE8B 1213101995 P H serdasda0 STORAGE SUBSYSTEM FAILURE
FEC31570 1212180795 P H serdasda0 UNDETERMINED ERROR
B135AE8B 1212180595 P H serdasda0 STORAGE SUBSYSTEM FAILURE
B135AE8B 1212175595 P H serdasda0 STORAGE SUBSYSTEM FAILURE
BAECC981 1128181495 P H serdasda0 MICROCODE PROGRAM ERROR

— —

Each time this error is generated, the following entry will be added to the
/var/HACMP_ANSS/Tog/hacmp.errlog file. This file should be checked periodically,
since it will grow over time. The entry added is formatted by the

error NOTIFICATION program which can also send mail messages if desired.

(. ™

=error_SDA===============|Jed Dec 13 11:40:55 CST 1995
ERROR DETECTED: error_SDA

kkhkkkkkkkhkkkk Source and cause Of error kkkkkkhkkhkhkkhkhkkhkkx
HOSTNAME=goofy DATE=Wed Dec 13 11:40:55 CST 1995
sequence number in error log = 1790

error ID = 0xb135ae8b
error class =H

error type = PERM

alert flag = TRUE
resource name = serdasda0
resource type = serdasda
resource class = adapter
error Tabel = SDA_ERR1

— —

At the same time as the hacmp.errlog is being updated, the error_SDA shell script
will be executed, carrying out whatever instructions you have added there.

For more information about error notification refer to the AIX Problem Solving
Guide.
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9.4 Deleting Error Notification Routines

You may decide that you no longer wish to take special action for a particular
error. The procedures necessary to do this have been provided as part of the
tool.

The script to use is called error_del. On running this script, the following menu
will appear on the screen:

(. ™

T

+ +
+ REMOVING AN ERROR NOTIFICATION OBJECT CLASS +
+ +
+ Choose one option at a time +
+ You can remove different errors successively +
+ +
+ Enter: end (when you have finished) +
+ +
S S s i T S A
1) end
2) SDA
Amongst this 1ist, which errors would you Tike to remove: 2

Suppose you choose number 2. The errnotify object class within ODM will
automatically be modified, deleting the entry for the treatment of errors
generated by the failure of the 9333 serial disk adapter.

The error_SDA script will be removed from the script subdirectory. The script is

not actually deleted. Rather, it is moved to the backup subdirectory and its name
is suffixed with YYYYMMDDhhmmss.
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Chapter 10. Event Customization Tool

This tool helps in the customization of HACMP events. The main script is called
event_select and is found in the /usr/HACMP_ANSS/tools/EVENT TOOL directory.

10.1 Description

HACMP constantly surveys the states of the nodes in the cluster and at any

given moment knows if:

A node has failed

A node has come up and has rejoined the cluster

Sometimes you need to customize HACMP's reactions to an event because the
event script, as provided with HACMP, does not fulfill your needs. For instance,
you may have some of the following requirements:

A node goes down. The cluster clients access this node through X.25. What
must | do on the backup machine so that HACMP will correctly restart all the

applications?

A node goes down. The database has also crashed. What procedures do |
have to run (rollback, redologs) before restarting the application on the

backup machine?

A node goes down.

How do | recover the print jobs and cron jobs?

HACMP handles all changes to the cluster with cluster events. There are two

types of events:

Primary Events - 14 of them, called by the cluster manager

Secondary or Sub Events - 16 of them, called by primary event scripts

A short description of each of the events is given below.

10.2 Primary Events
Event

config_too_long

fail_standby

join_standby

network_down

network_down_complete

[0 Copyright IBM Corp. 1995

Cause and action

Sends a periodic console message when a node has
been in reconfiguration for more than six minutes.

Sends a console message when a standby adapter
fails or is no longer available because it has been
used to take over the IP address of another adapter.

Sends a console message when a standby adapter
becomes available.

Occurs when the cluster determines that a network
has failed. The event script provided takes no default
action, since the appropriate action will be site/LAN
specific.

Occurs only after a network down event has
successfully completed. The event script provided
takes no default action, since the appropriate action
will be site/LAN specific.
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network_up

network_up_complete

node_down

node_down_complete

node_up

node_up_complete

swap_adapter

swap_adapter_complete

event_error

Occurs when the cluster determines that a network
has become available. The event script provided
takes no default action, since the appropriate action
will be site/LAN specific.

Occurs only after a network up event has successfully
completed. The event script provided takes no
default action, since the action will be site/LAN
specific.

Occurs when a node is detaching from the cluster,
either voluntarily or due to a failure. Depending on
whether the node is local or remote, either the
node_down_local or node_down_remote sub event is
called.

Occurs only after a node_down event has successfully
completed. Depending on whether the node is local
or remote, either the node_down_Tocal complete or
node _down remote complete sub event is called.

Occurs when a node is joining the cluster.
Depending on whether the node is local or remote,
either the node_up_local or node_up_remote sub event
is called.

Occurs only after a node_up event has successfully
completed. Depending on whether the node is local
or remote, either the node _up local complete or
node up remote complete sub event is called.

Exchanges or swaps the IP addresses of two network
interfaces. NIS and name serving are temporarily
turned off during this event.

Occurs only after a swap_adapter event has
successfully completed. Ensures that the local ARP
cache is updated by deleting entries and pinging
cluster IP addresses.

Occurs when an HACMP event script fails for some
reason.

10.3 Secondary or Sub Events
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Event

acquire_service_addr

acquire_takeover_addr

get_disk_vg _fs

Cause and action

Configures boot address to the corresponding service
address and starts TCP/IP servers and network
daemons by running the telinit -a command.
HACMP modifies the /etc/inittab file by setting all
the TCP/IP related startup records to a run level of a.

Acquires takeover IP address by checking configured
standby addresses and swapping them with failed
service addresses.

Acquire disk, volume group and file system
resources as part of takeover.



node_down_local

node_down_local_complete

node_down_remote

Releases resources taken from a remote node, stops
application servers, releases a service address taken
from a remote node, releases concurrent volume
groups, unmounts file systems and reconfigures the
node to its boot address.

Instructs the cluster manager to exit when the local
node has completed detaching from the cluster. This
event only occurs after a node_down_local event has

successfully completed.

Unmounts any NFS file systems and places a
concurrent volume group in non-concurrent mode
when the local node is the only surviving node in the
cluster. If the failed node did not go down gracefully,
acquires a failed nodes resources: file systems,
volume groups and disks and service address.

node_down_remote_complete Starts takeover application servers if the remote

node_up_local

node_up_local_complete

node_up_remote

node_up_remote_complete

release_service_addr

release_takeover_addr

release_vg_fs

start_server

stop_server

node did not go down gracefully. This event only
occurs after a node_down_remote event has
successfully completed.

When the local node attaches to the cluster:

acquires the service address, clears the application
server file, acquires file systems, volume groups and
disks resources, exports file systems and either
activates concurrent volume groups or puts them into
concurrent mode depending upon the status of the
remote node(s).

Starts application servers and then checks to see if
an inactive takeover is needed. This event only
occurs after a node_up_local event has successfully
completed.

Causes the local node to release all resources taken
from the remote node and to place the concurrent
volume groups into concurrent mode.

Allows the local node to do an NFS mount only after
the remote node is completely up. This event only
occurs after a node_up_remote event has successfully
completed.

Detaches the service address and reconfigures to its
boot address.

Identifies a takeover address to be released because
a standby adapter on the local node is masquerading
as the service address of the remote node.
Reconfigures the local standby into its original role.

Releases volume groups and file systems that the
local node took from the remote node.

Starts application servers.

Stops application servers.
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10.4 How the Event Customization Tool Works
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Each of the HACMP events has a corresponding shell script in the
/usr/shin/cluster/events directory. Some of these shell scripts have no default
action defined but are given as frameworks for you to fill in and customize as
you wish.

When the cluster manager detects an event, it will run the associated script.
This script is defined within the ODM by the HACMPevent object class found in
/etc/objrepos/HACMPevent. The ODM entries for the first 3 events (before any
modifications) are shown below:

(. h

HACMPevent:
name = "swap_adapter”
desc = "Swap adapter event happens. Swapping adapter.”
setno = 0
msgno = 0
catalog =
cmd = "/usr/shin/cluster/samples/swap_adapter”
notify = ""
pre = ""
post =
recv =
count = 0

mn

nn

mn

HACMPevent:
name = "swap_adapter_complete”
desc = "Swap adapter event completed.”
setno = 0
msgno = 0
catalog =
cmd = "/usr/shin/cluster/samples/swap_adapter_complete”
notify = ""

mn

mn

count = 0

HACMPevent:
name = "network_up”

desc = "Network up event happens.”

setno = 0

msgno = 0

catalog = ""

cmd = "/usr/sbhin/cluster/samples/network_up”
notify = ""

pre = ""

post _

recv = ""

count = 0

The event you choose to modify with the Event Customization Tool is copied
from its original location in /usr/sbin/cluster/events into the
/usr/HACMP_ANSS/script directory. The copied event script has its name prefixed
by CMD_

The tool will also ask you whether you want to configure a pre, post or recovery
event for this event. You can choose one, some, all or none. Depending on your
choice(s), the tool will copy one or more shell templates into the



/usr/HACMP_ANSS/script directory. These templates will have the same name as
the event but will be prefixed by PRE_, POS_, or REC_, appropriate to your choice.

10.5 Event Custom

ization Tool Example

To start the tool, issue the following command:

[# /usr/HACMP_ANSS/tool1s/EVENT_TOOL/event_select

After replying to the questions asked, you will see the following panel:

—

S Y
+ +
+ MENU: Modifying the events +
+ +
+ Choose one option at a time +
+ You can choose different events successively +
+ +
+ Enter: end (when you have finished) +
+ +
B T
1) end 17) node_down_local

2) swap_adapter 18) node_down_Tocal complete
3) swap_adapter_complete 19) node_down_remote

4) network_up 20) node_down_remote_complete
5) network_down 21) node_up_Tocal

6) network up_complete 22) node_up_local _complete

7) network_down_complete 23) node_up_remote

8) node_up 24) node_up_remote_complete
9) node_down 25) release_service_addr

10) node_up_complete 26) release_takeover addr

11) node_down_complete 27) release_vg_fs

12) join_standby 28) start_server

13) fail_standby 29) stop_server

14) acquire_service_addr 30) unstable_too Tong

15) acquire_takeover_addr 31) config_too_long

16) get_disk vg_fs 32) event_error
Which event would you like to modify: 19

—

The tool will create the necessary templates and also create the corresponding
event notification script. Suppose, for example, you chose the following two
events:

node_down_remote

node_up_remote

For each event you have chosen, the tool will ask you whether you would like to
add a PRE, POS or REC event with the aid of the following menu:
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You have selected: 19 node_down_remote

Do you want to configure the PRE, POS and REC events ?
Choose one option at a time, run as many times as desired
Enter end or 4 to exit

You cannot use this procedure to delete events from the ODM
To do this you will have to use smit

1) PRE event

2) POST event

3) RECOVERY event

4) end

enter your choice ?

—

We will choose PRE and POST events for node_down remote and a PRE event for
node_up_remote.

10.5.1 Looking at the ODM
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You can see below how the HACMPevent objects have been modified:



. —

HACMPevent:

name = "swap_adapter”

desc = "Swap adapter event happens. Swapping adapter.”
setno = 0
msgno = 0
catalog =
cmd = "/usr/shin/cluster/events/swap_adapter”
notify = ""

pre = ""

post =
recv =
count = 0

mn

nn

mn

HACMPevent:
name = "node_down_remote”
desc = "Script run when it is a remote node which is leaving the cluster.”

setno = 0
msgno = 0
catalog = ""

cmd = "/usr/HACMP_ANSS/script/CMD_node_down_remote”
notify = "/usr/HACMP_ANSS/script/event NOTIFICATION"
pre = "/usr/HACMP_ANSS/script/PRE_node_down_remote”

post = "/usr/HACMP_ANSS/script/POS_node_down_remote”
recv = ""
count = 0

HACMPevent:

name = "node_up_remote”
desc = "Script run when it is a remote node which is joining the cluster.”

setno = 0
msgno = 0
catalog = ""

cmd = "/usr/HACMP_ANSS/script/CMD_node up remote”
notify = "/usr/HACMP_ANSS/script/event_NOTIFICATION"
pre = "/usr/HACMP_ANSS/script/PRE_node up_remote”
post = ""

recv =
count = 0

— —

nn

A list of the shell scripts the tool will have created in the script subdirectory is
given below. The scripts are copies of the standard HACMP scripts, put into this
alternate location, so future PTF updates to the HACMP scripts will not
immediately overwrite any customizations. If you wish, you can modify or
customize them so that the event behaves as you require for your specific
cluster configuration.

CMD_node_up_remote
CMD_node_down_remote

The templates for the PRE (before), POS (after) and REC (recovery) are also
created, where they are requested. For the above example, a PRE event was
requested for the node up_remote event, and PRE and POS events were
requested for the node_down_remote event, so the following files are created:
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PRE_node_up_remote
PRE_node_down_remote
POS_node_down_remote

Also, you can see that the event NOTIFICATION script is automatically identified as
an event notification customization, for any event chosen with the tool.

You can also look at the ODM entries for the HACMP events by entering smit
hacmp, and selecting the following options:

Manage Node Environment
Change/Show Cluster Events

Selecting, for example, our local node and the node_down_remote event results in
the following panel:

—

Change/Show Cluster Events
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
Node Name mickey
Event Name node_down_remote
Description Script run when it is >
Event Command [/usr/HACMP_ANSS/script>
Notify Command [/usr/HACMP_ANSS/script>
Pre-event Command [/usr/HACMP_ANSS/script>
Post-event Command [/usr/HACMP_ANSS/script>
Recovery Command 0
Recovery Counter [0] #
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

If you pressed the right arrow key in the appropriate fields, you could see the
locations of the event customization scripts.

10.5.2 Customizing the Scripts

We will customize the PRE node_up_remote script to send mail about the event to
our main system administrator, and also to send out an immediate message to
all users. The message warns those users from the node goofy that it is coming
back online, and that they should logoff and wait a few minutes before logging
back in.

The customized script is shown below:
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#!/bin/ksh
# Program  : PRE_node_up_remote
# Role : run before the event
# Arguments : $1 = event name
# and the parameters passed in
# Written : Wed Dec 13 16:50:41 CST 1995
# Modified :
. /usr/HACMP_ANSS/tools/tool_var
STATUS=0
(print "\n=PRE-EVENT===============§(date)"

print "on : $(hostname) "

print "BEFORE : §$1"

shift

print "Input Parameters: $*" ) >> $LOG
idddaddsddsddsddadiddsddsddsddddssdaddsddsdtadaddsddsddadaddsdaddadad
# Enter your customizing code here

mail -s "Event Alert” sysadm@theboss.company.com << END
Node goofy is about to re-enter the cluster. Users will be
migrated back from node mickey.

END

wall "Machine goofy has been recovered and is coming on-line.

There will be a short interruption for users of machine goofy.

Please Togoff your application now.

You will be able to login to your application again within 5 minutes.”
sleep 10

th####H########4###44 END OF CUSTOMIZATION ################H#FHH#AHHHH
return $STATUS

— —

In a similar way, you can customize the other PRE and POST event scripts.

10.6 Synchronizing the Node Environment

When you have finished doing your customizations, be sure to synchronize the
node environment from the node where you have been working to all the others,
before you restart the cluster

To do this, enter the SMIT fastpath command smit hacmp and select the following
options:

Manage Node Environment
Sync Node Environment

10.6.1 Logging the Events
To check that your customized event scripts are functioning correctly, you can
output debug comments into the /var/HACMP_ANSS/Tog/hacmp.eventlog file. This
file should be checked periodically. The messages sent into it are put there by
the event NOTIFICATION script, which also allows the possibility of sending mail
messages if required.

An example of the output sent by event NOTIFICATION into
/var/HACMP_ANSS/1og/hacmp.eventlog is shown below:
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=0DM_EVENT====================|{ed Dec 13 16:43:27 CST 1995
Modification of object ++ node up_remote ++ in HACMPevent
adding customized procedures PRE

return code = 0

=0DM_EVENT====================|ed Dec 13 16:50:43 CST 1995
Modification of object ++ node_down_remote ++ in HACMPevent
adding customized procedures PRE POS

return code = 0

=NOTIFICATION===============Mon Dec 18 14:21:11 CST 1995
on: mickey

=PRE-EVENT===============Mon Dec 18 14:21:12 CST 1995
on : mickey

BEFORE : node_down_remote

Input Parameters: goofy graceful
START: node_down_remote
arguments: goofy graceful

=POST-EVENT===============Mon Dec 18 14:21:12 CST 1995
on : mickey

AFTER : node_down_remote

return code : 0

=NOTIFICATION===============Mon Dec 18 14:21:13 CST 1995
on: mickey

OUTPUT: node_down_remote

return code : 0

10.7 Testing the Event Customizations

Make sure that you have access to all of the cluster nodes, and that there are no
clients connected or using the application(s). Here are some suggested tests:

1. Start HACMP on the nodes and try to provoke a few failures. If you have no
subtle solutions, powering off is generally a good way of provoking a failover.
Disconnecting the network adapter cable will generate network events.
Powering off external disks will create LVM errors.

2. You should NEVER disconnect the SCSI cables because you would risk
seriously damaging the disks.

3. Test your application restart on the backup machine.
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Chapter 11. Cluster Documentation

This step is carried out after you have configured all of the cluster nodes and
your tests have been carried out. The output is a snapshot of your cluster
containing:

Cluster configuration
Details of any HACMP customization you have carried out
Scripts you have written

System files used/modified by HACMP

You have three options for printing the output:

1. ASCII file which can be printed out under AIX

2. Bookmaster file for printing out on a VM host

3. PostScript file produced by the troff command
The report for each machine is called /tmp/HACMPdossier-<hostname>-vm or
/tmp/HACMPdossier-<hostname>-ascii or /tmp/HACMPdossier-<hostname>-ps

depending upon whether you replied vm or ascii or postscript when you ran the
documentation tool.

Nothing prevents you from doing all of them. Obviously, you would need to run
the tool multiple times.

An example report, from the doc_dossier tool, is provided in Part 1, “Cluster
Documentation Tool Report” on page 137.

11.1 Generating your Cluster Documentation

On one of your cluster nodes, issue the following command:

[# /usr/HACMP_ANSS/too1s/DOC_TOOL/doc_dossier ]

Once the command has executed, a menu will appear on the screen. You
should select option 4 ) Save the output on a UNIX diskette. If you don't have a
formatted diskette, choose option 3 first.

Take the diskette produced by the first step to the second cluster node, and
restore it by issuing the following command:

[# tar -xvf/dev/fd0 ]

Once you have run doc_dossier on this machine, and returned to the menu,
choose option 4.

The diskette now contains the configurations of the two machines.
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11.2 Printing the Report on a UNIX System
If you have access to a printer from your system, then you can print the ASCII or
PostScript file directly as an option at the completion of a running of the
doc_dossier script, or by using the gprt or Tp command on the resulting report
files left in the /tmp directory.

1. Restore the diskette you have just created using the tar command, if the
files are not already on your machine.

2. Print the files named HACMPdossier-<hostname>-ascii or
HACMPdossier-<hostname>-ps as appropriate.

11.3 Printing the Report on a VM System
To print the report on a VM system, you will first need a RISC System/6000
connected to that system.

1. Restore the UNIX diskette you created earlier, if necessary.

2. Transfer the files named HACMPdossier-<hostname>-vm to the VM host.
You can transfer them using your favorite file transfer program, such as e789
or ftp. Give the VM files a filetype of SCRIPT on the VM host system. If you
are using e789 to transfer the files, you will need to set the attributes
variable format and record length = 132.

3. To create the LIST3820 file, use the appropriate VM printing command for
your system, using at least the twopass option.

You could also use the dcf command script.
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Appendix A. Qualified Hardware for HACMP

The following is the most current copy, as of the writing of this book, of a
document called HAMATRIX. This document lists the disk adapters, disks,
cables, network adapters, and CPU models that are qualified for use with
HACMP. By qualified, this means that the device has been tested by IBM, with
HACMP, so the user can have a high degree of confidence that there will not be
mysterious errors with the device that cannot be fixed.

The HAMATRIX document is maintained on an IBM tools disk called MKTTOOLS.
If you are planning on implementing HACMP, or are considering adding new
hardware to an existing cluster, contact your IBM representative to receive the
latest version of this document.

A.1 The HAMATRIX Document

DISK STORAGE MEDIA, PROCESSORS AND ADAPTERS
QUALIFIED FOR USE WITH HACMP FOR AIX

Document Version 4.1A
8/17/95

This document designates which hardware has been qualified for use with
HACMP for AIX (herafter referred to as HACMP). The designhated hardware
should only be used on an appropriate RISC System/6000 Platform or 9076
Scalable POWERParallel Platform (SP/2). Please refer to the processor
documentation to be sure that appropriate hardware is obtained.

This document contains the following information:

The main body of the document and Appendix A contain the disk adapters,
disk enclosures and associated cabling;
Appendix B contains other hardware, e.g. processors and network adapters.

The document is intended to convey information pertinent to HACMP support so
cabling methods and hardware features unrelated to HACMP are not shown. If a
piece of hardware is not listed it should be assumed that the hardware is not
supported by HACMP.

The following are the major changes since the last version of this matrix:

Serial Storage Architecture (SSA) supported on HACMP Version 3.1.1
Enhanced SCSI-2 Fast/Wide Adapter/A (FC 2412) supported on HACMP
Version 3.1.1

Target Mode on SCSI-2 Fast/Wide Adapters (FC 2412 and FC 2416) supported
on HACMP Version 3.1.1

IBM RISC System/6000 7013 Model 591, 7015 Model R21 and 7015 Model R3U
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DISK STORAGE MEDIA

The disk storage portions of the document contain brief descriptions of many of
the disk drive adapters, disk enclosures and associated cabling in tabular form.
These tables are grouped as follows and unless specifically noted otherwise, the
hardware in one group can not be used with hardware in another group:

SCSI-2 Differential Device Support
Serial Device Support

One of the columns in the disk tables is titled "HACMP RIse” and contains two
subheadings:

Non-concurrent disk access, denoted by an NC in the column heading
(Modes 1 and 2)
Concurrent disk access, denoted by a CC in the column heading (Mode 3)

Under each subheading in the disk tables is noted the release of HACMP in
which the hardware was first supported for that configuration. The following
conventions were used for this data:

If the specified release is prior to the current release, then the hardware is
still supported unless noted otherwise.

If the column has a TBD in it then no commitment has been made to support
the hardware; the hardware might or might not be supported in the future.

If the column has an N/A in it then there are no plans to support the
hardware.

Attachment A contains the SCSI-1 SE and SCSI-2 SE device support. Existing
HACMP configurations using SCSI SE devices continue to be supported. New
HACMP installations must use SCSI-2 differential or serial devices due to the
unavailability of the PTT cables.

If you have further questions about disk cabling you can also consult the
following information:

RISC System/6000, System Overview and Planning, Chapter 7: Cables and
Cabling (GC23-2406)

A copy of the SCSI cabling portion of publication GC23-2406 can be found on
MKTTOOLS(RS6CABLE)

A pictorial view of some of SCSI cabling for HACMP is available in
MKTTOOLS(HASCSI6)

(The proper hardware documents take precedence over the hardware
information contained in these tables and should be used to resolve any
conflicts.)



SCSI-2 DIFFERENTIAL DEVICE SUPPORT

The following conventions are used in this section:

All 16 bit adapters and enclosures have an * next to their feature codes. Al
16 bit cables or 8 bit to 16 bit cables have an * next to their feature codes.
The 16 bit implementation is generally known as SCSI Fast/Wide.
Enclosures which can be cabled with either 16 bit or a combination of 8 bit
and 16 bit cables have @ next to their feature codes.

All 8 bit adapters, enclosures and cables have no indication next to their
feature codes.

ADAPTERS

Maximum HACMP Rl1se
Feature Cable  —-—mmmmmmooo
(FRU #) MBPS Length NC CC  Notes

2412* 20 25 m 3.1.1 3.1.1 (2,3,5,6,7,8,9)
2416% 20 25 m 2.1 2.1  (2,3,5,6,7,8,9)
(65G7315)

2420 10 19 m 1.2 1.2 (1,2,3,4)
(43G0176)
Notes

1 - Eight external SCSI IDs and eight LUNs are available on these buses.
In an HACMP environment two or more of the addresses are used for
hosts so the bus can have up to a maximum of six other devices
(subject to cabling length and device constraints).

2 - Only SCSI-2 differential devices can be attached to a SCSI-2
differential adapter.

3 - Cable Tength is measured from end to end and includes the cabling
which is within any attached subsystems. Exception: For the 7135,
no internal SCSI-2 SE cabling is included.

4 - In HACMP configurations the differential terminating resistors U8
and U26 must be removed from the 2420 adapter; these resistors are
located next to the external SCSI bus connector on the adapter card.

5 - 2412 and 2416 adapter can execute in either 8 bit or 16 bit mode; a
SMIT option exists to set the adapter to the desired width. A1l the
devices on the bus must of the same type.

6 - HACMP does not support target mode SCSI on the 2412 or the 2416
adapter prior to HACMP Version 3.1.1; on HACMP Version 3.1.1 APAR
IX52772 is required.

7 - In HACMP configurations the three built-in differential terminating
resistors (Tabelled RN1, RN2 and RN3) must be removed from the 2412
and 2416 adapters.

8 - In HACMP Version 4.1 sixteen external SCSI IDs and 32 LUNs are
available on these buses. In an HACMP environment two or more of
the addresses are used for hosts so the bus can have up to a maximum
of fourteen other devices (subject to cabling length and device
constraints). Prior to HACMP Version 4.1 eight external SCSI IDs
and eight LUNs are available on these buses. In an HACMP
environment two or more of the addresses are used for hosts so the
bus can have up to a maximum of six other devices (subject to
cabling length and device constraints).

9 - The 2412 and 2416 can not be assigned SCSI IDs 0, 1 or 8 through 15.
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ENCLOSURES
# # Media HACMP Rlse
Per Dsk Size Disk Rate ----------
Model Bus Drv  GB Feat MBPS NC CC Notes

7204-215 4 1 2.0 - 5.22 2.1 N/A (1)
7204-315* 6 1 2.0 - 5.22 2.1 N/A (1,8)
7204-317* 14 1 2.2 - 9-12 3.1 N/A (1,8)
7204-325* 14 1 4.5 - 9-12 3.1 N/A (1,8)
9334-011 2 4 1.0 2565 3.0 1.2 N/A (1,4)

2 4 2.0 2585 5.22 1.2 N/A (1,4)
9334-501 2 4 1.0 2565 3.0 1.2 N/A (1,4)

2 4 2.0 2585 5.22 1.2 N/A (1,4)
7134-010* 1 16 2.0 2821 5.22 2.1 N/A (1,5)

1 16 2.2 2712 9-12 3.1 N/A (1,5)

1 16 4.5 2714 9-12 3.1 N/A (1,5)
7135-010 - 12 2.0 2720 5.22 N/A N/A (1)
7135-110@ 2 30 1.3 2715 5.22 (7) (7) (1,2,3,7)

2 30 2.0 2725 5.22 (7) (7) (1,2,3,7)

2 30 2.2 2825 9-12 (7) (7) (1,2,3,7)

2 30 4.5 2845 9-12 (7) (7) (1,2,3,7)
7135-210@ 2 30 1.3 2715 5.22 4.1 4.1 (1,2,3)

2 30 2.0 2725 5.22 4.1 4.1 (1,2,3)

2 30 2.2 2825 9-12 4.1 4.1 (1,2,3)

2 30 4.5 2845 9-12 4.1 4.1 (1,2,3)
3514-212@ 2 8 1.0 1011 5-6 2.1 2.1 (1,6)
3514-213@ 2 8 2.0 1008 5.22 2.1 2.1 (1,6)
7137-412@ 2 8 1.0 1020 5.22 2.1 2.1 (1,6)
7137-413@ 2 8 2.0 1030 9-12 2.1 2.1 (1,6)
7137-414@ 2 8 4.4 1040 9-12 2.1 2.1 (1,6)
7137-512@ 2 8 1.0 1020 5.22 2.1 2.1 (1,6)
7137-513@ 2 8 2.0 1030 9-12 2.1 2.1 (1,6)
7137-514@ 2 8 4.4 1040 9-12 2.1 2.1 (1,6)
Notes

1 - A11 SCSI-2 Differential devices use one bus address per disk except
the 7135, 3514 and the 7137 which use one address per controller.
A11 devices on the same bus must be of the same type unless stated
otherwise.

2 - For maximum availability the 7135 array should be configured with
two controllers. HACMP supports RAIDs 1, 3 and 5. The external
interface for the 7135 is SCSI-2 differential; however, internally
the disk drives are SCSI-2 SE.

3 - The specified disk feature provides a full bank of five disks. Disks
in the 7135 array are normally configured in banks of 5 disks each,
for a total capacity of 30 disks.

4 - 9334-011 and 9334-501 enclosures can be daisy chained with up to
two enclosures and six disk drives on a SCSI bus. No tape drives
are permitted.

5 - With two hosts the 7134-010 without an internal expansion unit can
support up to eight drives on one bus. With an internal expansion
unit the maximum number of drives with two hosts and one bus is
fourteen. With an internal expansion unit the maximum number of
drives with two hosts and two buses is sixteen.

6 - Even though the 3514 and 7137 are RAID devices, they have single
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points of failure in the SCSI bus and in the controller. If this is
unacceptable, one or more additional enclosures with LVM mirroring
are required; a total of three enclosures with quorum provides the
"highest” availability. Concurrent access mode (HACMP Mode 3) will
not support mirroring on SCSI devices so the single points of
failure noted above would exist in this configuration.

HACMP Version 4.1 does not support the 7135-110. The 7135-110 is
supported in HACMP Version 2.1 and Tater releases, up to but not
including HACMP Version 4.1.

7204 Models 315, 317 and 325 can be used on the same SCSI-2
differential bus.
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CABLES

Feature
(Part #)

Attachd
From

Attachd Len
To (m)

2422 Adapter
(52G7348) (2420)
N/A Y-cable
(52G7350) (2422)
2423 Y-cable
(52G7349) (2422,
2427)

9334 cable,
3514 cable*,
7137 cable*,
7204-215
cable,
terminator,
2423

self 0

Y-cable 2.5
(2422, 2427)

on other

system

.765 Y-cable:

o base to adapter;
o 8 bit Tong Teg to
- 9334 cable,
- 3514 cable,
- 7137 cable or
- 7204-215 cable;
0 8 bit short leg is
- terminated or
- connected to a 2423 cable to
add additional processors
(>2 processors) to a shared
differential 8-bit bus

Terminator, 8 bit, included
when the Y-cable is ordered.

Cable can be used to attach a
third and fourth system to a
shared differential 8 bit bus.

CONFIGURED ON SERVERS WITH 16 BIT WIDE ADAPTER

kkkkhkkhkhkkhkhkhkhkhkhhkhkhkhkhkhkhkhkhhkhkhkhkhkhkkhkhkkhkhkhkkhkhkkk

2427* Adapter
(5264349) (2412*,

2416%)
2426* Adapter
(52G64234) (2412*,

2416%*)
2426* Adapter
(52G64234) (2412%)

9334 cable,
7204-215
cable,
2424%[2425%,
terminator*

7204-3XX .94
cable*,

3514 cable*,
7137 cable*,
7134-010

cable*,

2424*, 2425*%,
terminator*

7135-210 .94
cable*,

2424*, 2425%*,
terminator*

.765 Y-cable:

0 16 bit base to adapter;
0 8-bit Tong leg to
- 9334 cable or
- 7204-215 cable;
0 8-bit short leg is
- terminated or
- connected to a 2423 cable to
add additional processors
(>2 processors)

Y-cable:

o 16 bit base to adapter;

0 16-bit long leg to
- 7204-3XX cable,

- 3514 cable,
- 7137 cable or
- 7134-010 cable;

0 16-bit short leg is terminated
or is connected to a 2424 or
2425 cable to add additional
processors (>2 processors)

Y-cable:
0 base to adapter;
o 16-bit long Teg to
- 7135-210 cable;
0 16-bit short leg is terminated



2426* Adapter  7135-110
(52G4234) (2416%) cable*,
2424*, 2425%,
terminator*
N/A* Y-cable self
(61G8324) (2426%*)
N/A Y-cable self
(52G7350) (2427%*)
2424*/2425*%Y-cable  Y-cable
(2426%) (2426%)
on other
system

CONFIGURED ON 7204-215

kkkkhkkhkhkkkhkhkkhkhkhkkhkhkkkk

2854/2921 Y-cable 7204-215
(2422,
2427%)
2848 7204-215  7204-215
(74G8511)

.94

2.5

N B O
O N O

or is connected to a 2424 or
2425 cable to add additional
processors (>2 processors)

Y-cable:

0 base to adapter;

0 16-bit long Teg to
- 7135-110 cable;

0 16-bit short leg is terminated
or is connected to a 2424 or
2425 cable to add additional
processors (>2 processors)

Terminator, 16-bit, included
when the Y-cable is ordered.

Terminator, 8 bit, included
when the Y-cable is ordered.

Cable can be used to attach a
third and fourth system to a
shared differential 16 bit bus.
2424 (52G4291)

2425 (52G4233)

Needed on 7204-215 at each end
of the shared unit.

2854 (87G1358)

2921 (67G0593)

Used between 7204-215"s on the
shared string.

CONFIGURED ON 7204-315, 7204-317, 7204-325

kkkkkkhkhkkhkhkhkhkhkhkhkhkhkhkhkhkkhkhkhkhkhkkhkhkkhkhkhkkhkhkkk

2845%/2846* Y-cable  7204-315%,
(2426*)  7204-317*,
7204-325*

2845%/2846* 7204-315* 7204-315*%,
7204-317* 7204-317%*,
7204-325* 7204-325*

CONFIGURED ON 9334-011
2921/2923 Y-cable 9334-011
(2422,

2427%)

2925
(95x2492)

9334-011 9334-011

0.6
2.5

N O
(62 Ne))

@ &~
o

2.0

2845 (52G4291)

2846 (52G4233)

Needed on 7204-3XX at each end
of the shared unit.

2845 (52G4291)

2846 (52G4233)

Used between 7204-3XX's on the
shared string.

Needed on 9334-011 at each end

of the shared unit.

2921 (67G0593)

2923 (95X2494)

To conform to the cable length
limit, the 8.0 meter cable must be
paired with the 4.75 meter cable.
Allows daisy chaining of

two 9334-011 enclosures
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CONFIGURED ON 9334-501
EE e e e )
2931/2937 Y-cable  9334-501
(2422,
2427%)

2939
(95Xx2498)

9334-501 9334-501

CONFIGURED ON 7134-010
2902-2918* Y-cable
(2426%)

7134-010*

2.
4.
12.
14.
18.

CONFIGURED ON 7135-110 AND 7135-210

2919 Y-cable 7135
(6168323) (2422) cable*
2901*-14* 2919, 71350
Y-cable
(2426%)
CONFIGURED ON 3514
khkhkkkhkhkhkkhkhkhkkkhkhkkk
2002* Y-cable 35140
(2422%)
2014* Y-cable 35140
(2426%)
3001* 3514* 35146
CONFIGURED ON 7137
khkhkkkhkhkhkkkhkhkkkhkhkkk
2002* Y-cable 7137@
(2422*)
2014* Y-cable 71370

14
18

o~ N

nN O
~

.48
.38
.75

oo oo

Needed on 9334-501 at each end
of the shared unit.

2931 (70F9188)

2933 (45G2858)

2935 (67G0566)

2937 (67G0562)

To conform to the cable length
Timit, the 8.0 meter cable must
be paired with a shorter cable.
Allows daisy chaining of

two 9334-501 enclosures

Needed on 7134-010 at each end
of the shared unit.

2902 (88G5750)

2905 (88G5749)

2912 (88G5747)

2914 (88G5748)

2918 (88G5746)

Cable interposer; connects 8 bit
Y-cable to 16 bit 29XX cable for

7135

Connects 7135 array
controller to an interposer
(2919) or to a 16 bit Y-cable
2901 (67G1259)

2902 (67G1260)

2905 (67G1261)

2912 (67G1262)

2914 (67G1263)

2918 (67G1264)

To conform to the cable length
Timit, the 12m, 14m and 18m
cables must be paired with
shorter cables.

Needed on 3514 at each end of
the shared unit (8-bit to
16-bit cable)

Needed on 3514 at each end of
the shared unit

Allows daisy chaining of two
3514 units

Needed on 7137 at each end of
the shared unit (8-bit to
16-bit cable)

Needed on 7137 at each end of



(2426%) the shared unit
3001* 7137* 71376 2.0 Allows daisy chaining of two
7137 units

1 - After configuring a SCSI-2 differential bus for the HACMP
environment , use the following checklist to validate the
configuration:

- At least two and no more than four processors are attached to the
bus.

- Only SCSI-2 differential cables, adapters and devices were used.

- A Y-cable is attached to each processor on the bus.

- The bus must have a terminator on the short leg of each Y-cable
which is at the end of the bus (total of 2 terminators per bus).

- 8 bit wide and 16 bit wide enclosures can not be used on the same
bus.

- You must not exceed maximum SCSI-2 differential bus lengths,
including the cabling within enclosure cabinets. Cable lengths
within enclosure cabinets are:

- 7204-215 nil

- 7204-315 nil

- 7204-317 nil

- 7204-325 nil

- 9334-011 3.1 meters

- 9334-501 2.66 meters

- 7134-010 3.0 meters/bus

- 7135-110 0.66 meters/controller
- 7135-210 0.66 meters/controller
- 3514-2XX 1.0 meters

- 7137-XXX 0.2 meters

The publication "Common Diagnostics and Service Guide" (SA23-2687)

contains additional information about cabling.

2 - For a given cable, any item listed in the "Attachd From" column can
be connected to any item in the "Attachd To" column. Y-cables do
not follow this rule; they have three legs and the above tables show
what connects to each of the legs.

3 - The configurations in this table assume that processors are at
the two ends of the bus (just prior to each terminator) and all the
storage devices are connected to the bus between the processors.

4 - The recommended 7135 configuration for HACMP is:

- Two controllers on the 7135, each controller on a separate SCSI-2
differential bus

- Each controller is attached to every processor in the cluster.

This yields two different SCSI-2 differential buses, each bus is

connected to one controller and to every processor in the cluster.

The Disk Array Manager software in the processors manages access to

the different controllers and will switch controllers if one of the

controller fails; this occurs independently of HACMP.

5 - SCSI buses can not include non-disk devices (i.e. tape, CD ROM).
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SERIAL DEVICE SUPPORT

Feature @ = —----mmm-
(FRU #) MBPS NC CC Notes

6210 8 1.1 1.2 (1,2,3)
(5261071)
6211 8 1.1 1.2 (1,2,3)
(00G3357)
6212 8 1.2 1.2 (1,2,3)
(67G1755)

1 - Only serial devices can be attached to a serial adapter.

2 - For serial adapters the maximum cable length is measured from the
adapter to the subsystem controller. The cabling which might be
within a subsystem is not included.

3 - Serial adapters contain four serial Tink connectors to allow the
attachment of up to four serial subsystems (e.g. four 9333's). Data
transfer rates on the microchannel side of the adapter are:

6210 - 40 MBPS, used for 9333 Model 010 or Model 500

6211 - 80 MBPS, used for 9333 Model 010 or Model 500

6212 - 40 or 80 MBPS, used for 9333 Model 011, Model 501, Model 010
or Model 500

ENCLOSURES
# Media HACMP Rlse
Dsk Size Disk Rate ----------
Model Drv  -GB- Feat MBPS NC CC Notes

9333-010 4 857 3100 3.0 1.1 1.2
4 1.07 3110 3.0 1.1 1.2
9333-011 4 857 3100 3.0 1.2 1.2
4 1.07 3110 3.0 1.2 1.2
4 2.0 3120 5.22 1.2 1.2
9333-500 4 857 3100 3.0 1.1 1.2
4 1.07 3110 3.0 1.1 1.2
9333-501 4 857 3100 3.0 1.2 1.2
4 1.07 3110 3.0 1.2 1.2
4 2.0 3120 5.22 1.2 1.2
Notes

1 - The following table shows the HACMP support for the 9333:
AIX Release 3.2.3E 3.2.4 3.2.5

HACMP Release 1.2 1.2 2.1 1.2 2.1

Configuration NC CC NC CC NC CC NC CC NC CC

9333 010/500 2 2 2 N 2 N 2 N 2 N
PTF # - - - - - ..o
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9333 011/501 N N 2 2 2 2 2 2 4 4
PTF # - - - a - - - b - c

N = Not supported

2 = 2-way is supported, if PTF# is not specified then the support
is in the base system. Under AIX 3.2.4 Feature codes 4001
and 4002 of the 9333-011 and -501 subsystem are not permitted.

4 = 2-, 3- and 4-way are supported, if PTF# is not specified then
the support is in the base system. If either 3- or 4-way is
desired then Feature 4001 must be installed on the 9333-011 or
-501.

a = U421401 or supersede

b = U425614 or supersede

c = U426577 or supersede

2 - 9333 Models 010 and 500 come standard with two ports connected to
one controller card; the controller card controls up to 4 disks
inside the enclosure. The ports can be connected to two different
hosts using one serial link connector on each host adapter. An
upgrade is available to go from a 9333 Model 010 to a 9333 Model
011, or from a 9333 Model 500 to a 9333 Model 501.

3 - 9333 Models 011 and 501 come standard with two ports connected to
one controller card; the controller card controls up to 4 disks
inside the enclosure. The ports can be connected to two different
hosts using one serial link connector on each host adapter. With
the 9333 Models 011 or 501, the number of attachable hosts can be
expanded by ordering the appropriate expansion features, either to 4
systems (feature 4001) or to 8 systems (features 4001 and 4002).

4 - The data transfer rate for a serial bus is 8 MB/sec.
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CABLES

1 - There are no special cabling requirements for HACMP for AIX. The
publication "Common Diagnostics and Service Guide” (SA23-2687)
contains information about cabling serial buses.

2 - Each 9333 enclosure comes standard with one attachment cable.

Additional cables need to be ordered to attach it to more than one
system.
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SERIAL STORAGE ARCHITECTURE (SSA)

Feature @ = —----mmm-
(FRU #) MBPS NC CC Notes

6214 80 (1) (1) (1,2)

1 - The 6214 adapter is supported on HACMP Version 3.1.1 only; APAR
IX52776 is required.

2 - Only two 6214 adapters can be put into a single SSA loop; one in
each processor in the cluster.

ENCLOSURES
# Media HACMP Rlse
Dsk Size Disk Rate ----------
Model Drv  -GB- Feat MBPS NC CC Notes

7133-010 16

1.1 31XX 35 (1) (1) (1,2,3)

16 2.2 32XX 3% (1) (1) (1,2,3)

16 4.5 34XX 35 (1) (1) (1,2,3)

7133-500 16 1.1 31XX 3% (1) (1) (1,2,3)
16 2.2 32XX 35 (1) (1) (1,2,3)

16 4.5 34XX 3% (1) (1) (1,2,3)

1 - The 7133-010 and 7133-500 are supported on HACMP Version 3.1.1 only;
APAR IX52776 is required.

2 - The disk features are YYXX where YY is as shown in the table above
and XX is 01, 08 or 16 for one, eight or sixteen

3 - Up to 96 disks can be supported in a single SSA Toop.

CABLES

1 - There are no special cabling requirements for HACMP. The publication
"Common Diagnostics and Service Guide” (SA23-2687) contains
information about cabling.
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ATTACHMENT A

Attachment A contains the SCSI-1 SE and SCSI-2 SE device support. Existing
HACMP configurations using SCSI SE devices continue to be supported. New
HACMP installations must use SCSI-2 differential or serial devices due to the
unavailability of the PTT cables.

The SCSI SE PTT cables (FC 2914 and FC 2915) are available via an RPQ but only
with prior Austin lab approval of the specific configurations. Two of these cables
are required for a minimum HACMP configuration.

None of the equipment in this attachment can be configured in a new HACMP
installation.

SCSI-1 SE AND SCSI-2 SE DEVICE SUPPORT

T
Feature Y Cable --=—-=—---
(FRU #) MBPS P

2835 4 1 6m 1.1 N/A  (1,2,3,4)
(3169729)

2410 10 2 4.75m 1.2 NA (1,2,3,5)
(5265484

5267509)

2415 20 2 note7 N/A N/A (1,2,3,6,7)

1 - Eight external device addresses are available on these buses. In an
HACMP environment two of the addresses are used for hosts so the bus
can have up to six other devices (subject to cabling Tength
constraints).

2 - Only SCSI SE devices can be attached to a SCSI SE adapter.

3 - Cable Tength is measured from one end of the bus to the other and
includes the cabling which is within any attached disk subsystem
enclosures.

4 - In an HACMP environment the 2835 adapter can only be used with
SCSI-1 SE disk enclosures. Minimum assembly numbers which can be
used for an HACMP configuration is part #3169722 and Field
Replaceable Unit (FRU) #31G9729. For HACMP configurations the 50
position card edge terminator must be removed, and the jumper J1
must be removed. The removed jumper can be moved over and attached
to only one row of pins for storage, the row furthest from the the
external SCSI connector.

5 - In an HACMP environment the 2410 adapter can only be used with the
7203 and/or 7204 enclosures utilizing the 1 GB SCSI-2 SE disk,
(7203-001 with feature 2320 or 7204-001). For HACMP configurations
the 50 position card edge terminator must be removed, and the jumper
P3 must be removed. The removed jumper can be moved over and
attached to only one row of pins for storage, the row furthest from
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the external SCSI connector.

6 - This adapters can execute in either 8 bit or 16 bit mode; a SMIT
option exists to set the adapter to the desired width. A1l the
devices on the bus must of the same type.

7 - Maximum cable length varies with the configuration:

- 6m when attached to 9334-500
- 3m what attached to anything else.

ENCLOSURES
T # # Trans. Rate HACMP Rlse
Y Per Dsk Size Disk MBPS  —--mmmmeee
Model P Bus Drv -GB- Feat Media Bus NC CC Notes

7203-001 1 4 1 .355 2300 1.87 4 1.1 N/A (5)

1 4 1 .670 2310 1.87 4 1.1 N/A (5)

2 2 1 1.0 2320 5.0 5 1.2 N/A (3,5)
7204-320 1 5 1 .320 - 2.0 4 1.1 N/A
7204-001 2 2 1 1.0 - 3.0 5 1.2 N/A (3,5)
7204-010 2 - 1 1.0 - 3.0 5 N/A N/A
9334-010 1 - 4 670 2510 1.87 4 N/A N/A (1)

1 - 4 .857 2530 3.0 4 N/A N/A (1)

1 - 4 1.37 2570 4.5 5 N/A N/A (1)

2 - 4 2.0 2580 5.22 10 N/A N/A (1)

2 - 3+1 2.4 2590 3.0 10 N/A N/A (1,4)

2 1.0 2555 3.0 10 N/A N/A (1,4)
9334-500 1 1 4 670 2510 1.87 4 1.1 N/A (6)

1 1 4  .857 2530 3.0 4 1.1 N/A (6)

1 1 4 1.37 2570 4.5 5 1.2 N/A (2,6)

2 - 4 2.0 2580 5.22 10 N/A N/A

2 - 3+1 2.4 2590 3.0 10 N/A N/A (4)

2 1.0 2555 3.0 10 N/A N/A (4)
Notes

1 - The internal cabling of the 9334-010 makes it unsuitable for sharing
between systems. Therefore it is not supported by HACMP. Only the
9334-500 is supported, with the features as noted in the table
above.

2 - Disk fencing must not be enabled in an HACMP environment unless the
fix documented in the HACMP Version 1.2 Release Notes is applied.

3 - For use with HACMP in a twin-tailed environment, 1 GB disks for the
7203 and 7204 enclosures (7203-001 with feature 2320, 7204-001) are
only tested and supported using the SCSI-2 SE adapter (feature
2410).

4 - The 2590 which uses two bus addresses is two 1.2 GB disks within a
single package. The 2555 drive is available only as the fourth
drive within a 9334 which contains 3 2590's.

5 - The Timitation in the table under "# Per Bus" is not a cabling
Timitation but a testing limitation and only the specified number of
devices is supported on the bus. (Cable Timitations allow one more
device to be connected than is shown.)

6 - 9334-500 in an HACMP environment is supported only on the 2835
adapter.
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CABLES

Feature Attachd Attachd Len
(Part #) Type From To (m) Notes
3130 SCSI-1/2 SE 7203, 7203, 0.66 Device-to-Device cable.
(31F4222) 7204 7204 Used between devices in
a shared string.
2915 SCSI-1 SE Adapter 7203, 1.57 Passthru terminator
(00G0959) (2835) 7204 (PTT) cable, withdrawn
from marketing.
See note #4.
2915 SCSI-1 SE Adapter 9334-500 1.48 Passthru terminator
(70F9171) (2835) (PTT) cable, withdrawn
from marketing.
See note #4.
2914 SCSI-2 SE Adapter 7203, 1.57 Passthru terminator
(51G8568) (2410) 7204 (PTT) cable, withdrawn
from marketing.
See note #4.
Notes

1 - After configuring a SCSI SE bus for the HACMP environment, use the

following checklist to validate the configuration:

- Two processors must be attached to the bus.

- Only SCSI SE cables, adapters and enclosures can be used.

- A shared SCSI SE bus requires two PTT cables, one attached to each
adapter.

- You must not exceed maximum SCSI SE bus Tengths, including the
cabling within enclosure cabinets. The SCSI SE maximum bus cable
lengths are:

- SCSI-1 SE 6 meters

- SCSI-2 SE 4.75 meters
Cable Tlengths within enclosure cabinets:
- 7203 nil

- 7204 nil

9334-010 not supported by HACMP

9334-500 2.66 meters
The publication "Common Diagnostics and Service Guide” (SA23-2687)
contains additional information about cabling.

2 - For a given cable, any item listed in the "Attachd From” column can
be connected to any item in the "Attachd To" column

3 - SCSI bus can not include non-disk devices (i.e. tape, CD ROM)

4 - The PTT cables are available via an RPQ but only after the Austin
Tab approves the specific SCSI SE bus configuration(s) involved.
FC 2915 1is available via RPQ #8A0759; FC 2914 is available via RPQ
#8A0758.
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PROCESSORS
7009-C10
7009-C20
7011-22W
7011-220
7011-23S
7011-23T
7011-23W
7011-230
7011-25S
7011-25T
7011-25W
7011-250
7012-32E
7012-32H

Symmetric
7012-G30,

ATTACHMENT B
OTHER HARDWARE QUALIFIED WITH HACMP

7012-320 7013-52H 7013-58F 7015-97E
7012-34H 7013-520 7013-58H 7015-97F
7012-340 7013-53E 7013-580 7015-970
7012-350 7013-53H 7013-59H 7015-98B
7012-355 7013-530 7013-590 7015-98E
7012-36T 7013-540 7013-591 7015-98F
7012-360 7013-55E 7015-R10 7015-980
7012-365 7013-55L 7015-R20 7015-99E
7012-37T 7013-55S 7015-R21 7015-99F
7012-370 7013-550 7015-R24 7015-99J
7012-375 7013-56F 7015-930 7015-99K
7012-380 7013-560 7015-95E 7015-990
7012-39H 7013-57F 7015-950

7012-390 7013-570 7015-97B

Multi-Processors
7013-330, 7015-R30 and 7015-R3U

9076 Scalable POWERParallel Platforms (SP/2) - supported on HACMP

Version 3.

Asynchronous

FC 2930 -
FC 2950 -
FC 2955 -
FC 6400 -
FC 8128 -

1.1 but not HACMP Version 4.1

Communication Adapters

8 Port Async Adapter - EIA-232

8 Port Async Adapter - MIL-STD 188
16 Port Async Adapter - EIA-232

64 Port Async Controller

128 Port Async Controller

Local Area Network (LAN) Communication Adapters

FC 2402 -

Network Terminal Accelerator

- High performance ethernet adapter permitting up to 256 login
sessions when used in conjunction with a 7318 Model S20 Serial
Communications Network Server. HACMP supports only the MAC Layer
Interface for the adapter, not the HTY functionality.

FC 2403 -

Network Terminal Accelerator

- High performance ethernet adapter permitting up to 2048 Togin
sessions when used in conjunction with a 7318 Model S20 Serial
Communications Network Server HACMP supports only the MAC Layer
Interface for the adapter, not the HTY functionality.

FC 2720 -
FC 2722 -
FC 1906 -
FC 2723 -
FC 2724 -
FC 2725 -
FC 2726 -
FC 2970 -
FC 2972 -

Fiber Distributed Data Interface Adapter

Fiber Distributed Data Interface Dual Ring Upgrade KIT
Fiber Channel Adapter/266

FDDI / Fiber Dual-Ring Upgrade

FDDI - Fiber Single-Ring Adapter

FDDI - STP Single-Ring Adapter

FDDI - STP Dual-Ring Upgrade

Token-Ring High-Performance Network Adapter

Auto Token-Ring Lanstreamer 32 MC Adapter
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FC 2972 - Auto Token-Ring Lanstreamer 32 MC Adapter
FC 2980 - Ethernet High-Performance LAN Adapter
FC 4224 - Ethernet 10BASET Transceiver (Twisted Pair)

RS-232 Serial Network

FC 3107 - C10 Serial Port Converter
FC 3124 - 3.7 Meter Serial to Serial Port Cable
FC 3125 - 8 Meter Serial to Serial Port Cable

Other Adapters / Subsystems

7318-P10 Serial Communications Network Server
-allows attachment of async devices and parallel printers
to an Ethernet LAN attached RISC System/6000
(Most commonly concerned with HACMP configurations when
used with FC 2402/3 Network Terminal Accelerator)
7318-S20 Serial Communications Network Server
-allows attachment of async devices and parallel printers
to an Ethernet LAN attached RISC System/6000
(Most commonly concerned with HACMP configurations when
used with FC 2402/3 Network Terminal Accelerator)
FC 2860 - Serial Optical Channel Converter
FC 4018 - High Performance Switch (HPS) Adapter-2
- supports node fallover on an SP/2
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Appendix B. RS232 Serial Connection Cable

In implementing the non-TCP/IP RS232 link between cluster nodes, implementers
of HACMP now have at least three choices for the cable:

1. A standard cable for this purpose, marketed by IBM

2. Putting together the correct connection, using a combination of IBM and
non-IBM cables and connectors

3. Building a custom cable

B.1 IBM Standard Cable

IBM now markets a special asynchronous communications cable to serve as the
HACMP RS232 connection cable. This cable has the correct pinouts configurated
to allow the cable to connect a 25-pin RS232 port on one machine to a 25-pin
RS232 port on another machine. The newer models of RS/6000 have 25-pin
native RS232 ports, where this cable can be used.

If you have an older model, with its 10-pin native RS232 ports, you will have to
add a 10-pin to 25-pin converter cable to each end. The part number of this
cable is 58F3740.

The standard IBM cable comes in two lengths. The feature numbers are
orderable against any RS/6000 CPU model:

Feature 3124 (Part number 88G4853) - 3.7 meter cable

Feature 3125 (Part number 88G4854) - 8.0 meter cable

Each of these cables has the null modem pinout connections required to make a
direct connection between serial ports.

B.2 Putting together Available Cables and Connectors

If you are going to make up the serial network between the cluster nodes using
standard IBM cables you will need the following:
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A
| CPU |
. |
L
B RS232 port
(*) 59F3740 | connect 10-pin to 25-pin (30cm long)
[ ]
[ |
6323741 | cable EIA-232 3m long (25-pin connector at each end)
|
[ ]
]
58F2861  terminal/printer interposer
[ |
[ ]
| DB25 female to DB25 female (non IBM)
[ ]
[ |
(*) 59F3740 | connect 10-pin to 25-pin (30cm long)
B RS232 port
L
| |
| CPU |

L
(*) optional if your machine has a 25-pin port

B.3 Making your Own Cable

You can make up your own cable for the serial connection. The wiring scheme
is given below:

Female Connector N 1 Signal Female Connector N 2
1 Shield Ground shell

2 TxD 3

3 RxD 2

4 RTS 5

5 CTS 4

6,8 DSR,CD 20

7 Signal Ground 7

20 DTR 6,8

Table 1. Wiring scheme for the RS232 connection between nodes
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Appendix C. List of AIX Errors

The following is a list of the current AIX errors, capable of being written into the
AlIX error log. These errors apply to AIX 3.2.5 maintenance level 3251. They are
obtained by running the command errpt -t.

id Label TypeCLEnor_Description

00530EA6DMA_ERR UNKNH UNDETERMINEDERROR

01F2D769X25 ALERT2S PERMH X-25RESTARTREQUESTBYX25ADAPTER
(0299F00BFDDI_NOMBUFS TEMPS RESOURCEUNAVAILABLE
03348BA6CXMA MEM BD PERMS CarttAllocatebd tStructures

0375DFC2 X25 ALERT9 TEMP HX9 FRAME TYPE W RECENVED
(038F2580 SCSI ERR7 UNKN H UNDETERMINED ERROR
(038F3117MPQP_DSRDRP TEMPH COMMUNICATIONPROTOCOLERROR
03ACD152NB20 PERMS SOFTWAREPROGRAMERROR
04B1C8COVCA INITZ TEMPS  Hostindependentiniializationfailed
0502F666SCS| ERR1 PERMH ADAPTERERROR

069DBI3BMEM2 PERMH Memoryfaiure

06ABB2EBCOM _CFG BUST PERMS  Configurationfailed:badbustype
06CC7029CXMA _CFG _FEPOS PERMS  AdapterFEPOSExecutionFailed
0733FFA0SDA ERR2 TEMPH STORAGESUBSYSTEMFAILURE
0734DA1DDISKETTE_ERR3 PERMH DISKETTEMEDIAERROR
(08502E29FDDI TRACE PERMH ADAPTERERROR
0873CFOFTTY_TTYHOG TEMPS tiyhogover+un

087468D0OPSLAD02 TEMPS SOFTWAREPROGRAMERROR
08784A20TOK_RMV_ADAP2 TEMPS REMOVEADAPTERCOMMANDRECENED
0AB67C32WHP0001 TEMPS SOFTWAREPROGRAMERROR
0A940597NB9 TEMPS SOFTWAREPROGRAMERROR
O0C1ECO9FALVWM SA WRTERR UNKNH  Failedtowrite VolumeGroupStatusArea
0CACEC26RS PROG _IOCC UNKNS  Softwareenorioccnotconfigured
O0CFAD921RS PROG _SLIH UNKNS  Softwareerror.cannotfindslin

0D5C1698X25 ALERT33 PERMH  X-33(DCE)RESETINDICATIONX 25ADAPTER
OEO17EDIMEMORY PERMH Memoaryfaiure

OE37FES8LVM_BBEPOOL UNKNH  Badblockrelocationfailure-PVnolon
OEC7E7TESEPOW _RES UNKNH  Electricalpowerresumed
OF27AAE5CORE_DUMP PERMS SOFTWAREPROGRAMABNORMALLYTERMINATED
OFS63474IENT_ERR2 TEMPS CONFIGURATIONORCUSTOMIZATIONERROR
103F1912X25 ALERT34 TEMPH X-34(DCE)RESTARTINDICATIONX 25ADAPT
10C6CEDEMPQP_RCVERR TEMPH COMMUNICATIONPROTOCOLERROR
1104AA28SYS RESET TEMPS  Systemresetinterruptreceived
1251B5B7LION_HRDWRE PERMS  Cannotaccessmemory.64portcontrolier
13881423SCS|_ERR4 TEMPH MICROCODEPROGRAMERROR
13C3A0AANB22 PERMS SOFTWAREPROGRAMERROR
150ACBAAX25 ALERT39 TEMPH  X-39(DCE)TIMEOUTONCLEARIND,T13
1581762BDISK_ERR4 TEMPH DISKOPERATIONERROR
1588DDDICDROM_ERR3 PERMH OPTICALDISKDRIVEERROR
160544E1SLA DRIVER ERR PERMH  SLALINKCHECK aultinlaserdriver
1642BBA7X25 ALERT26 PERMH X-26TIMEOUTONRESTARTREQUEST,T20
173D5818CDROM _ERR7 TEMPH OPTICALDISKDRIVEERROR
17AIF1E4ACPA INITZ TEMPS  Hostindependentiniializationfailed
18A546CDLVM BBDIRERR UNKNH  Badblockrelocationfailure-PVnolon
18B25E18ACPA INTR2 TEMPS  Unexpectedintenmupt

192AC071ERRLOG OFF TEMPO  Enorloggingtumedoff

1A1D42FOACPA LOAD TEMPS  Faiedloadingmicrocode

1A2E7186L VM MISSPVADDED UNKNS  Physicalvolumedefinedasmissing
1A660730C327_START PERMS C327Startemor

1A9465A3LVM_ MWCWFFAIL UNKNH  MimorWhiteCachewitefailed
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1ACB2784LVM_SA FRESHPP UNKNS  Physicalpartiionmarkedactve

1B1647DFMPQP_XMTUND PERFH COMMUNICATIONSUNDERRUN
1CCD189FNB21 PERMS SOFTWAREPROGRAMERROR
1D5588BEVWHPO013 TEMPS SOFTWAREPROGRAMERROR
1E629BB1RS 8 16 ARB PERMS  Invalidg/16portarbitrationregister
1FO5D2DEFDDI_ DWNLD TEMPH MICROCODEPROGRAMABNORMALLYTERMINATED
1FDEC71AX25 ALERT3? PERMH  X-32(DCE)CLEARINDICATIONX 25ADAPTER
20188DE1TOK WIRE_FAULT PERMH WIREFAULT

20FAED7FDSI PROC PERMS  DataStoragelntenupt,Processor
21D5B396NB23 TEMPS SOFTWAREPROGRAMERROR
21F54B38DISK_ERR1 PERMH DISKOPERATIONERROR
225E3B63KERNEL._PANIC TEMPS SOFTWAREPROGRAMABNORMALLYTERMINATED
22F7B47BRS MEM IOCC PERMS  Cannotallocatememory:ioccstructure
233E36D2NB26 PERMS SOFTWAREPROGRAMERROR
24247FB2WHPO006 TEMPS SOFTWAREPROGRAMERROR
24DCDBASNB24 TEMPS SOFTWAREPROGRAMERROR
25D74748EU_DIAG_ACC PERMS  Cannotperformdestructivediagnostics
270CB959VCA INTR2 TEMPS  Unexpectedintenupt

273FEOACNB14 PERMS SOFTWAREPROGRAMERROR
27CIEFFFDS|_IoCC PERMH  DataStoragelnterrupt,IOCC

28935927NLS MAP PERMS SOFTWAREPROGRAMERROR
289590AENB13 PERMS SOFTWAREPROGRAMERROR
29202CA2COM_MEM SLH PERMS  Cannotallocatememory:shhstructure
2929FD6DFDDI_RCVRY_EXIT TEMPH PROBLEMRESOLVED
29975223COM_CFG DEVD PERMS  Configurationfailed:devswdelfailed
2A53071FFDDI PATH ERR PERMH ADAPTERERROR

2A7392A2COM _CFG_MNR PERMS  Configurationfailed:badminornumber
2AAQ0CCDCXMA _I0_ATT PERMS  l[OSegmentAttachFailed
2B60DD24WHP0012 TEMPS SOFTWAREPROGRAMERROR
2B76062DMPQP_BFR PERFS OUTOFRESOURCES
2BFAT6F6REBOOT_ID TEMPS  Systemshutdownbyuser
2C7CE30EEU_BAD ADPT PERMH  Expansionuniterror
2CF9AB6CCFGMGR_MEMORY  UNKNS  Notenoughmemoryforconfigurationmgr
2D3BDDD6BADISK_ERR8 PERMH DISKOPERATIONERROR
2DACEEG5FDDI ADAP_ CHECK ~ PERMH ADAPTERERROR

2F24221AENT_ERR4 TEMPH ADAPTERERROR

2F65D788 X25 ALERT7 PERM H X-7 MODEM FAILURE: ACU NOT RESPONDING
30911E21 X25 ALERTS PERM H X5 MODEM FAILURE: DCD, DSR, CABLE
30F182AACDROM _ERR1 PERMH OPTICALDISKOPERATIONERROR
342CB115FDDI_TX ERR TEMPH ADAPTERERROR
3A5707F5TTY_INTR_HOG TEMPH  PlOexception

34FC3203CDROM_ERR2 TEMPH OPTICALDISKOPERATIONERROR
3503BDBAX25_ALERT30 PERMH  X-30DIAGNOSTICPACKETRECEIVED
35890E9FTOK_NOMBUFS UNKNS RESOURCEUNAVAILABLE
358D0A3EDOUBLE._PANIC TEMPS SOFTWAREPROGRAMABNORMALLYTERMINATED
35BE4BCOIENT_ERR1 TEMPH ADAPTERERROR

35BFCA99DISK_ERR3 PERMH DISKOPERATIONERROR
36C3328BATE_ERR1 PERMS COMMUNICATIONPROTOCOLERROR
3766B2C7FDDI_BYPASS PERMH ADAPTERERROR
334E0485BADISK_ERR1 TEMPH DISKOPERATIONERROR
39DCD110SLA PROG_ERR TEMPS  SLAprogrammingcheck
3A30359FINIT_RAPID TEMPS SOFTWAREPROGRAMERROR
3A58ABEZRS PIN_IOCC PERMS  Cannotpinmemory:ioccstruciure
3AG7TAFEOATE _ERR6 PERMS COMMUNICATIONPROTOCOLERROR
3A9C2352DISKETTE ERR2 UNKNH  DISKETTEDEVICEFAILURE
3B145117IENT_ERR4 UNKNS UNDETERMINEDERROR

3C19F251NB2 TEMPS SOFTWAREPROGRAMERROR
3CFR4028DISK_ERR5 UNKNH UNDETERMINEDERROR
3D858A1BMEML PERMH Memoryfaiure
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3EC3C657COM_CFG_NADP PERMS  Configurationfailed:adaptermissing

3F86401ALION BOX DIED PERMH  Lostcommunication:64portconcentrator
419D40C2NB23 PERMS SOFTWAREPROGRAMERROR
4224BASCWHPO003 TEMPS SOFTWAREPROGRAMERROR
4287A984COM _CFG_BUSID PERMS  Configurationfailed:badbusidrange
43D4ADCETTY _PARERR TEMPS  Parity/Framingerroroninput
4ACBOECEMPQP_DSRTO TEMPH UNABLETOCOMMUNICATEWTHDEVICE
4523CAAOCMDLVM PERFH DISKOPERATIONERROR
476B351DTAPE_ERR2 PERMH TAPEDRIVEFAILURE
47EB4916IENT_ERR5 UNKNS COMMUNICATIONSSUBSYSTEMFAILURE
484F5514NB6 TEMPS SOFTWAREPROGRAMERROR
4865FA9BTAPE_ERR1 PERMH TAPEOPERATIONERROR
4A29D32AMACHINECHECK PERMH MachineCheck

4AAFBE2BNB16 TEMPS SOFTWAREPROGRAMERROR
4AB56573CAT_ERR2 PERMS MICROCODEPROGRAMERROR
4BOE39BBCXMA MEM CH PERMS CatttAllocatech_tStruciures
4C2BDAIENB3 TEMPS SOFTWAREPROGRAMERROR
4CEBE931COM CFG_UIO PERMS  Configurationfailed:residnotcorrect
4EDEFSA1SCS| ERRS PERMS SOFTWAREPROGRAMERROR
4F3E9630INIT_UNKNOWN TEMPS SOFTWAREPROGRAMERROR
4F515DFOWHP0005 TEMPS SOFTWAREPROGRAMERROR
504B04D3NB18 PERMS SOFTWAREPROGRAMERROR
506E5213ACPA IOCTL2 TEMPS  Invalidioctirequest

50CA5315LI0N BUFFERO TEMPS  Bufferoverrun:64portconcentrator
5114C792COM CFG IRL.G PERMS  Configurationfailed:badintemuptfiag
51F9313ANB17 PERMS SOFTWAREPROGRAMERROR
52DB7218SCS| ERR6 TEMPS SOFTWAREPROGRAMERROR
532D1CA9TOK_DOWNLOAD PERMH MICROCODEPROGRAMABNORMALLYTERMINATED
53920B1FACPA IOCTL1 PERMS  Invalidioctirequest
5416CE51COM_TEMP_PIO TEMPH  PlOexception

544FF289COM _CFG SLH PERMS  Configurationfailed:i_initofsih
54B73180LVM_BBDIRFUL UNKNH  Badblockrelocationfailure
54E423EDSCS| ERR9 PERMH  Potentialdatalosscondition
5520E45BX25 ALERT21 PERMH X-21CLEARINDICATIONRECEIVED
5537ACSFTAPE ERR4 PERMH TAPEDRIVEFAILURE
56816728MPQP_CTSTO TEMPH COMMUNICATIONPROTOCOLERROR
57797644X25 ADAPT PERMH ADAPTERERROR

592D5E9DTOK_ WRAP_TST PERMH OPENFAILURE

59792439X25 ALERT12 TEMPH X-12FRAMETYPEZRECEIVED
59853DAACXMA CFG TALLOC ~ PERMS  talocfailed

59D54E37X25 ALERT16 TEMPH X-16FRAMETYPEZSENT

SA48BAFFFDDI RCVRY_TERM PERMH ADAPTERERROR
SAE97EAAMSLA PROTOCOL TEMPS COMMUNICATIONPROTOCOLERROR

5CC986A0SCS| ERR3 PERMH MICROCODEPROGRAMERROR
5CEQ3B30INIT_OPEN TEMPS SOFTWAREPROGRAMERROR
5CFBFA4AWHP0004 TEMPS SOFTWAREPROGRAMERROR
5D1F16FACAT _ERRS8 TEMPH ADAPTERERROR
5D66BBCADUMP_STATS UNKNS  Systemdump

5DFEADCBLVM HWREL UNKNH  Hardwarediskblockrelocationachieved
5E9573AACXMA ERR ASSRT PERMS  DriverAssertMessage
5F504A40SLA SIG ERR PERMH SLALINKCHECKSsignalfailure
60D5349FCOM PIN_SLIH PERMS  Cannatpinmemory:slihstructure
618DB24AX25 ALERT24 PERMH X-24CLEARREQUESTBYX25ADAPTER
627AAFS5BADISK ERR3 TEMPH DISKOPERATIONERROR
6297CA97DUMP TEMPH Dumpdeviceenor

66C3412BRS MEM EDGE PERMS  Cannotallocatememory.edgestructure
680A6C7CCXMA CFG _PORT PERMS BadAdapterl/OPortAddress
684BOESCLVM _BBDIR90 UNKNH  Badblockdirectoryover90%ofull
68F9701CCXMA ADP_FAIL PERMH  AsyncAdapterFailed
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69221791MSLA_START TEMPS
6BOBA7TFACFGMGR LOCK UNKNS
6DBB57FITOK_BAD ASW PERMH
6F7D7200X25 ALERT11 TEMPH
6FD1189EX25 ALERTI5 TEMPH
70559CAENBA PERMS
71248BF5IS| PROC PERMS
7230AC3DFDDI LLC ENABLE  TEMPH

OUTOFRESOURCES
Couldnotacquireconfigurationiock
MICROCODEPROGRAMERROR
X-11FRAMETYPEYRECENVED
X-15FRAMETYPEYSENT
SOFTWAREPROGRAMERROR
InstructionStoragelnterrupt
PROBLEMRESOLVED

72CBCA36TMSCSI_ UNKN_SFW_ERRUNKNS  SOFTWAREPROGRAMERROR

74533D1AEPOW_SUS UNKNH
TAEOCEASX25 IPL PERMH
760470A6IENT_ERR3 TEMPH
76C9D063DS|_SLA PERMH
770F9606BADISK_ERR2 PERMH
773D6CBENBY TEMPS
77E0148AMEM3 PERMH
7873CE72X25 ALERT31 PERMH

THUAU1X25 ALERT37
7993098BCOM_CFG_UNK

TEMPH
PERMS

79FED1EDNB29 PERMS
7AOCTIEGX25 ALERTIS PERMH
7A9E20BBMPQP_XFTO PERMH
7ABSS1IDOMISC_ERR UNKNH
7B3D4206SLA EXCEPT ERR PERMH
7BDD117ATOK_RCVRY ENTER  TEMPH
7C197591SLA FRAME_ERR TEMPH
7DIE4727TOK_DUP_ADDR TEMPS
7EFOAAFFCFGMGR_NONFATAL DBINKNS
7F005206C0OM_CFG_UNPIN PERMS
7RFASECOWHPO003 TEMPS
804055EBNB15 PERMS
804C1878COM_CFG_RESID PERMS
80A357FOINIT_CREATE TEMPS
80F672FFCAT ERRA TEMPS
813E4BOAX25_ALERT10 TEMPH
81922194%25 ALERT14 TEMPH
835C5977ACPA INTR1 TEMPS
836A2443X25 CONFIG PERMH
83E4C0B2LVM_SWREL UNKNH
84917289LVM _BBRELMAX UNKNH
SA4EE0148MPQP_QUE TEMPH
861365E7EU_CFG_NPLN PERMS
868921F2TMSCS| READ ERR ~ TEMPH
86922CCDX25 ALERT27 PERMH
89B52AA5CONSOLE PERMS
89CE9SBBACPA INTR4 TEMPS
8B5DB1EGCXMA MEM TTY PERMS
8BBEA2SETOK_BEACON3 TEMPS
8C0353CBMPQP_X21CECLR PERMS
8D2CC3AAMSLA WRITE TEMPS
8DCEGSAFFDDI MC_ERR TEMPH
8DD34341CDROM _ERR6 TEMPH
SEAOFFCHECKSTOP TEMPH
8FEFI795DISKETTE_ERR6 PERMH
904CB053VCA INTRL TEMPS
90BOA2FSCAT ERR3 TEMPS
90809FDITOK_ERRI10 PERMH

91D6CAFSCDROM _ERR5
91E8D590TOK_MC_ERR

PERMH
PERMH
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LOSSOFELECTRICALPOWER
ADAPTERERROR
DataStoragelnterupt,IOCC
DataStoragelntermupt, SLA
DISKOPERATIONERROR
SOFTWAREPROGRAMERROR
Memoryfaiure
X-31RESETINDICATIONPACKETRECEVED
X-37(DCE)TIMEOUTONRESETIND, T12
Configurationfailed:badadaptertype
SOFTWAREPROGRAMERROR
X-18UNEXPECTEDDISCRECENVED
ADAPTERERROR
Miscelaneousintermupt
Intemalseriallinkadapterexception
ADAPTERERROR
SLALINKCHECK possiblelostframe
OPENFAILURE
Configurationmgrnonfataldatabaseerr
Configurationfailed:unpincodefailed
SOFTWAREPROGRAMERROR
SOFTWAREPROGRAMERROR
Configurationfailed:residnotcorrect
SOFTWAREPROGRAMERROR
RESOURCEUNAVAILABLE
X-10FRAMETYPEXRECENED
X-1AFRAMETYPEXSENT
Interupthanderregistrationfailed
X25CONFIGURATIONERROR
Softwarediskblockrelocationachieved
Badblockrelocationfailure-PVnolon
MPQPunabletoaccessqueue
Configurationfailed:adaptermissing
AttachedSCSlinitiatorerror
X271 TIMEOUTONRESETREQUEST, T22
SOFTWAREPROGRAMERROR
Interruptimedout
CarttAllocatetty tStructures
TOKEN-RINGTEMPORARYERROR
X21ERROR
ADAPTERERROR
ADAPTERERROR
OPTICALDISKDRIVEERROR

Chedkstop

PIOexception
Interupthandierregistrationfailed
RESOURCEUNAVAILABLE

MANAGEMENTSERVERREPORTINGLINKERROR

OPTICALDISKDRIVEERROR
ADAPTERERROR



91F9700DLVM_SA QUORCLOSE

91FDASEACFGMGR_OPTION
925AACIBSLA CRC_ERR
9PA72C14COM _CFG ILVL
9359F226L\VM_MISSPVRET
974CC01X25 ALERT19
9844042CNB27
98ATOFS5ENT ERRS

98F39A90TMSCS| RECVRD _ERR

99227331ENT_ERR3
9A335282EXCHECK_RSC
9ADBACIFVCA INTR4
9B55A553FDDI RMV. ADAP
9C7FE9OBLION_ MEM _ADAP
9D30B78ETTY_OVERRUN
9DBCFDEEERRLOG_ON
9E45396DNB5
A194D797TOK_ERRI15
A28B6SBDMSLA ADAPTER
A3SBEA35ENT ERR1
A3SESCF2CDROM_ERR4
ABA17864WHPOO11
ABBSF553DISK_ERR2

AGBADSEGCORRECTED SCRUB

AT41AD52MPQP_DSROFFTO
AB0B5OF3WHP0014
ABACB81BVCA MEM
AB53FICEEU_DIAG_MEM
A92AET15DISKETTE_ERR1L
A9BMFEEEXCHECK_DMA
A9ED5BB6SDC_ERR1
AASAB2410PMSG
AADSCI21TOK_AUTO RMV
ABBBICDSENT ERR2
ABECOF35TOK_RMV_ADAP1
ACATFASAX25 ALERT38
ACDAE3FCTOK_ADAP CHK
ADBS2624CDROM _ERR8
ADO17FBAMPQP_ASWCHK
AECTBIBOTOK_BEACON2
AFF4BDNB30
B135AESBSDA ERR1L
B1462F15SDC_ERR3
B18287F3SDA_ERR4
B188909ALVM_SA STALEPP
B216DB3ECOM_CFG_PORT
B29547EFCXMA CFG_RST
B3683B872FDDI XCARD
B5982183EU_CFG_BUSY
B598ECB3PSLACOL
B617E928TAPE_ERR6
B63EICSERS_BAD INTER

B6A6GF2B7CXMA_CFG_MPORT

B7164FASWHPO0O7
B73A1D33X25 ALERT13
B73BC3CDDISKETTE ERR4
B76A0A99LION_ CHUNKNUMC
B7BFIC85CXMA CFG_MEM
B7FOECS3NBI0

UNKNH
UNKNS
TEMPH
PERMS
UNKNS
PERMH
TEMPS
UNKNS
TEMPH
PERMH
PERMH
TEMPS
PERMH
PERMS
TEMPS
TEMPO

TEMPS

UNKNH
PERMH
PERMH
TEMPH
TEMPS
PERMH
TEMPH
TEMPH
TEMPS
TEMPS
PERMS
TEMPH
PERMH
PERMH
TEMPO
PERMH
TEMPH
PERMH
TEMPH
PERMH
UNKNH
PERMS
PERMH
PERMS
PERMH
TEMPH
TEMPH
UNKNS
PERMS
PERMS
PERMH
PERMS
TEMPH
TEMPH
PERMS
PERMS
TEMPS
TEMPH
UNKNH
TEMPS
PERMS
TEMPS

Quorumlost,volumegroupdaosing
Invalidoption:configurationmanager
SLALINKCHECK crcerror
Configurationfailed:interruptievel
Physicalvolumeisnowactive
X-19DMRXDDURINGLINKACTIVATION
SOFTWAREPROGRAMERROR
RESOURCEUNAVAILABLE
Attached SCSltargetdeviceerror
ADAPTERERROR
ExtemalCheck, DMA
Interruptimedout
REMOVEADAPTERCOMMANDRECEIVED
Cannotallocatememory:adapstructure
Receiveroverrunoninput
Enorloggingtumedon
SOFTWAREPROGRAMERROR
ADAPTERERROR
ADAPTERERROR
ADAPTERERROR
OPTICALDISKDRIVEERROR
SOFTWAREPROGRAMERROR
DISKOPERATIONERROR
MemoryscrubbingcomectedECCerror
UNABLETOCOMMUNICATEWITHDEVICE
SOFTWAREPROGRAMERROR
Failedpinningmemory
Cannotallocatermemory:wrapbuffer
DISKETTEOPERATIONERROR
ExtemalCheck, DMA
LINKERROR
OPERATORNOTIFCATION
AUTOREMOVAL
COMMUNICATIONPROTOCOLERROR
OPENFAILURE
X-33(DCE)TIMEOUTONCALLIND, T11
UNABLETOCOMMUNICATEWITHDEVICE
UNDETERMINEDERROR
MICROCODEPROGRAMERROR
TOKEN-RINGINOPERATIVE
SOFTWAREPROGRAMERROR
STORAGESUBSYSTEMFAILURE
STORAGESUBSYSTEMFAILURE
UNDETERMINEDERROR
Physicalparttionmarkedstale
Configurationfalled: portconfigured
AdapterResetFailed
ADAPTERERROR
Configurationfailed:inuse
DEVICEERROR
TAPEOPERATIONERROR
Interuptfromnon-existantport
BadorMissingPortonAdapter
SOFTWAREPROGRAMERROR
X-A3FRAMETYPEWRECEIVED
DISKETTEOPERATIONERROR
Badchunkcount64portcontroler

BadAdapterMemoryAddress
SOFTWAREPROGRAMERROR
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B8392A14DS| SCU
BAB1333BNBS
BAECCO81SDM ERR1
BB5SC513FACPA MEM
BBA1D78BACPA_UCODE
BCSFOBBBCOM CFG_DEVA
BDAA44CSSLA PARITY ERR
BE42630EREPLACED _FRU
BE7E5290LION_PIN_ADAP
BEZFOCSDCOM_CFG_DVA
BE910C7FCAT ERR7
BFOGFAODFDDI_LLC DISABLE
BF3F8433PSLAO3
BF6DO219LION_UNKCHUNK
BFI3BG00TOK_RCVRY_TERM
BFEA74ADCCXMA MEM ATT
C0073BBATTY_BADINPUT
CO514A3FX25 ALERT35
C1423E5BWHP0010
C14C511CSCS| ERR2
C2B30BFBX25 ALERT36
C580DEDEWHPOO09
C5CO9FFAPGSP KILL
CB7E7DOFLVM_HWFAIL
CBACASB6SYSLOG
CBEB3E75FDDI_SELF TEST
CT0E1E46X25 ALERTI7
C88D3DDBMPQP_X21CPS
C89DE914C327 INTR
C8F22ESEFLPT_UNAVALL
C92F456FNB11
C9AOCTA1X25 UCODE
C9E358D3CXMA LINE_ERR
CO9FAEE17EU_CFG_NADP
CBE1DIASLVM_SA PVMISS
CBE25456MSLA INTR
CEDCBYOFFDDI_PIO
CF4781D3BADISK_ERR4
CFCIAADDMPQP_ADPERR
CFCDESF6FDDI_DOWN
CFFF77BDTOK_ADAP_ERR
DOSOEOBDCAT _ERRS
D2360951TOK_CONGEST
D2BIB5A9BADISK ERRS
D3BOECBF X25 ALERTS
D3F26EC3NBL
D41B92ESRS_PIN_ EDGEV
D62AAFDSLVM BBDIRBAD
D7BDE2ADINTR ERR
D7DDDCA6CAT_ERRL
D824DB48VCA INTR3
D84B1CSBLION_ MEM LIST
DSEAG14BFDDI_USYS
DOEE4ACIEU CFG GONE
DA244DCACOM CFG PIN
DASOB2D4NB12
DB3E3DFDENT_ERR6
DB451F82MPQP_RCVOVR
DBF56911EU_ CFG HERE
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PERMH
TEMPS

PERMH
TEMPS
TEMPS
PERMS
TEMPH
PERMH
PERMS
PERMS
TEMPS
TEMPH
TEMPH
TEMPS
PERMH
PERMS
TEMPS
TEMPH
TEMPS
TEMPH
TEMPH
TEMPS
PERMS
UNKNH
UNKNS
TEMPH
PERMH
PERMS
PERMS
PERMS
TEMPS

PERMH
PERMH
PERMS
UNKNH
TEMPS
TEMPH
PERMH
PERMH
TEMPH
PERMH
TEMPH
PERFS

PERMH

DataStoragelnterrupt, SCU
SOFTWAREPROGRAMERROR
MICROCODEPROGRAMERROR
Failedpinningmemory
FailedioadingmicrocodeontoM-ACPA/A
Configurationfailed: devswaddfailed
SLAbufferparityerror
Repairaction
Cannatpinmemory-adapstructure
Configurationfailed:dmalevelconfiict
RESOURCEUNAVAILABLE
LANERROR
LINKERROR
Unknownerrorcode; 64portconcentrator
ADAPTERERROR
MemorySegmentAtiachFailed
Badityinputretum
X-35(DCE)RESTARTRESETRECEIVED
SOFTWAREPROGRAMERROR
ADAPTERERROR
X-36(DCE) TIMEOUTONRESTARTIND, T10
SOFTWAREPROGRAMERROR
SOFTWAREPROGRAMABNORMALLYTERMINATED
Hardwarediskblockrelocationfaied
Messageredirectediromsysiog
LANERROR
X-A7FRAMERETRYN2REACHED
X21ERROR
C327Interruptenror
OPERATORNOTIFCATION
SOFTWAREPROGRAMERROR
X25MICROCODEERROR
SynchronousLineErrors
Configurationfailed:adaptermissing
Physicalvolumedeciaredmissing
COMMUNICATIONPROTOCOLERROR
PIOexception
DISKOPERATIONERROR
ADAPTERERROR
ADAPTERERROR
ADAPTERERROR
COMMUNICATIONSOVERRUN
DISKOPERATIONERROR

PERM HX-8 X21 NOT CONNECTED

TEMPS

PERMS
UNKNH
UNKNH
PERMH
TEMPS
PERMS
UNKNS
PERMS
PERMS
PERMS
PERMH
PERFH

PERMS

SOFTWAREPROGRAMERROR
Cannotpinmemory.edgevector
Badblockrelocationfailure-PVnolon
UNDETERMINEDERROR
MICROCODEPROGRAMABNORMALLYTERMINATED
Invalidinterrupt

Cannotallocatememory:ttyp tlist
UNDETERMINEDERROR
Configurationfailed:unconfigured
Configurationfailed: pincodefailed
SOFTWAREPROGRAMERROR
CSMA/CDLANCOMMUNICATIONSLOST
COMMUNICATIONSOVERRUN

Configurationfailed:alreadyconfigured



DBF832FFLVM_BBFAIL
DDOE4902TOK_RCVRY_EXIT
DD11B4AFPROGRAM INT
DD2201A9X25 ALERT28
DDBCAOEEVCA [OCTL2
DFCS08F5PPRINTER_ERRL
EOEA14BFTOK_BEACONL
E180FDOECXMA_CONC_DOWN
E18E984FSRC
E2109F7ACOM_PERM PIO
E225351DCXMA ERR EVNT
E252FE92MPQP_X21DTCLR
E2AMEC26RS_MEM EDGEV
E2BOEO2BTTY_PROG PTR
E47E212EINIT_UTMP
E4EFOASOWHPOO02
E4F5FS6EMPQP _IPLTO
E61501A6MPQP_X21TO
EGAEC259TAPE_ERR3
E6509C95X25 ALERT23
E6784BCAX25 ALERT29

UNKNH
TEMPH
PERMS
PERMH
TEMPS
UNKNH
TEMPS
PERMH
PERMS
PERMH
PERMS
PERMS
PERMS
UNKNS
TEMPS
TEMPS
PERMH
TEMPH
PERMH
PERMH
PERMH

EBCDBCFCCFGMGR _PROGRAM NBNKNS

E70473E7VCA |OCTLL
E79A3C09ACPA INTR3
E7DOFE3FRS_PIN_EDGE
E7E2E3EONLS BADMAP
ES5CSCACHFTERR
E9645CCSFDDI RCV
E97374FFRS MEM _PVT
EA3SBEROX25_ALERT22
EB5F98B2RCMERR
EE18DFO1TMSCS| CMD_ERR
EESBCSDSCXMA CFG BIOS
EFEC314DDISKETTE_ERRS
F15F3C50FDDI_ RCVRY_ENTER
F2F30ADFFDDI_ PORT
F3D17657CXMA_CFG_MTST
F438E969SDC._ERR2
FACB727FFDDI_SELFT ERR
F5345AABNB25
FB458763COM_CFG_ADPT
FEE3CSATATE._ERR7
F734B19%4NB19
F7E70BSIEXCHECK SCRUB
F81946D8CFGMGR_CHILD
F9171B5CCFGMGR_FATAL DB
FO24E95ETOK_PIO_ERR
FB683A72ACCT OFF
FBD2B2BSMSLA IOCTL

PERMS
TEMPS
PERMS
PERMS
PERMS
UNKNH
PERMS
PERMH
PERMS
TEMPH
PERMS
TEMPH
PENDH
TEMPH
PERMS
PERMH
PERMH
PERMS
PERMS
TEMPS
PERMS
PERMH
UNKNS
UNKNS
PERMH
TEMPS
TEMPS

Badblockrelocationfailure-PVnolon
PROBLEMRESOLVED

Programintemupt
X-28TIMEOUTONCALLREQUEST, T21
Invalidioctirequest

PRINTERERROR

OPENFAILURE
ConcentratorRemovedFHomSystem
SOFTWAREPROGRAMERROR
PIOexception

EventhandlerFailure

X21ERROR
Cannotallocatermemory:edgevector
Softwareerror:t_hptrfieldinvaid
SOFTWAREPROGRAMERROR
SOFTWAREPROGRAMERROR
ADAPTERERROR

X21ERROR

TAPEDRIVEFAILURE
X-23RESETREQUESTBY X 25ADAPTER
X-29TIMEOUTONCLEARREQUEST,T23
Programormethodnotfound
Invalidioctirequest

Invalidinterrupt
Cannatpinmemory-edgestructure
Softwareerror: - NLSmapcorupted
SOFTWAREPROGRAMERROR
ADAPTERERROR
Cannotallocatememory: priv.structure
X-22RESTARTINDICATIONRECENED
SOFTWAREPROGRAMERROR
Attached SCSltargetdeviceeror
AdapterBIOSInitializationFaied
PIOexception
Recoverylogiciniiatedbydevice
ADAPTERERROR

AdapterMemory TestFaied
STORAGESUBSYSTEMFAILURE
ADAPTERERROR
SOFTWAREPROGRAMERROR
Configurationfailed:alreadyconfigured
COMMUNICATIONPROTOCOLERROR
SOFTWAREPROGRAMERROR
OPERATORNOTIFICATION
Configurationmgrchidprocessfailed
Configurationmgrfataldatabaseproblem
ADAPTERERROR

EC26

ADAPTERERROR

FBFOBFC1TMSCSI_ UNRECVRD _ERRPERMH  AttachedSCSltargetdeviceernor

FCA980CETOK_ESERR
FDEGASALCOM_CFG_BUSI
FELDA20ATOK_ERR5
FEGA2DBOCOM CFG INTR
FEC31570SDA ERR3
FED1497CMSLA CLOSE
FFCOECAATOK_TX_ERR
FFE2F73ATAPE_ERRS

TEMPS
PERMS
PERMH
PERMS
PERMH
TEMPS
PERMH
UNKNH

EXCESSVETOKEN-RNGERRORS
Configurationfaied:badbusiD
OPENFAILURE
Configurationfaled:interuptpriority
UNDETERMINEDERROR

SOFTWAREPROGRAMABNORMALLYTERMINATED

ADAPTERERROR
UNDETERMINEDERROR
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Appendix D. Disk Setup in an HACMP Cluster

This appendix gives detailed descriptions of the setup of different kinds of shared
disk devices for HACMP. You will see how cluster nodes are connected to
shared disks and how the storage space on these devices becomes visible to the
operating system.

The appendix is divided into three sections, each of which deals with a particular
type of disk or subsystem. These sections are:

SCSI disks and subsystems

RAID subsystems

9333 Serial disk subsystems

Serial Storage Architecture (SSA) disk subsystems

D.1 SCSI Disks and Subsystems

The SCSI adapters that can be used on a shared SCSI bus in an HACMP cluster
are:

SCSI-2 Differential Controller (FC: 2420, PN: 43G0176)
SCSI-2 Differential Fast/Wide Adapter/A (FC: 2416, PN: 65G7315)
Enhanced SCSI-2 Differential Fast/Wide Adapter/A (FC: 2412, PN: 52G3380)

(This adapter was only supported under AIX 4.1 and HACMP 4.1 for AIX at
the time of publishing, but testing was underway to certify the adapter under
HACMP/6000 Version 3.1)

The non-RAID SCSI disks and subsystems that you can connect as shared disks
in an HACMP cluster are:

7204 Models 215, 315, 317, and 325 External Disk Drives
9334 Models 011 and 501 SCSI Expansion Units
7134-010 High Density SCSI Disk Subsystem

D.1.1 SCSI Adapters

The SCSI-2 Differential Controller is used to connect to 8-bit disk devices on a
shared bus. The SCSI-2 Differential Fast/Wide Adapter/A or Enhanced SCSI-2
Differential Fast/Wide Adapter/A is usually used to connect to 16-bit devices but
can also be used with 8-bit devices.

In a dual head-of-chain configuration of shared disks, there should be no
termination anywhere on the bus except at the extremities. Therefore, you
should remove the termination resistor blocks from the SCSI-2 Differential
Controller and the SCSI-2 Differential Fast/Wide Adapter/A or Enhanced SCSI-2
Differential Fast/Wide Adapter/A. The positions of these blocks (U8 and U26 on
the SCSI-2 Differential Controller, and RN1, RN2 and RN3 on the SCSI-2
Differential Fast/Wide Adapter/A and Enhanced SCSI-2 Differential Fast/Wide
Adapter/A) are shown in Figure 5 on page 108 and Figure 6 on page 108
respectively.
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Figure 5. Termination Resistor Blocks on the SCSI-2 Differential Controller

Termination
Rosistor
N\ Internal 16-bit SE Internal 8-bit SE  blocks

P/N 6567315

Figure 6. Termination Resistor Blocks on the SCSI-2 Differential Fast/Wide Adapter/A and

Enhanced SCSI-2 Differential Fast/Wide Adapter/A

The ID of a SCSI adapter, by default, is 7. Since each device on a SCSI bus must

have a unique ID, the ID of at least one of the adapters on a shared SCSI bus
has to be changed.
The procedure to change the ID of a SCSI-2 Differential Controller is:

1. At the command prompt, enter smit chgscsi.

2. Select the adapter whose ID you want to change from the list presented to
you.

An HACMP Cookbook




SCSI Adapter
Move cursor to desired item and press Enter.

scsi0 Available 00-02 SCSI I/0 Controller
scsil Available 00-06 SCSI I/0 Controller
scsi2 Available 00-08 SCSI I/0 Controller
scsi3 Available 00-07 SCSI I/0 Controller

F1=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
/=Find n=Find Next
A N— —

3. Enter the new ID (any integer from 0 to 7) for this adapter in the Adapter card
SCST ID field. Since the device with the highest SCSI ID on a bus gets control
of the bus, set the adapter’'s ID to the highest available ID. Set the Apply
change to DATABASE only field to yes.

—. —
Change / Show Characteristics of a SCSI Adapter
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

SCSI Adapter scsil
Description SCSI I/0 Controller
Status Available
Location 00-06
Adapter card SCSI ID [6] +#
BATTERY backed adapter no +
DMA bus memory LENGTH [0x202000] +
Enable TARGET MODE interface yes +
Target Mode interface enabled yes
PERCENTAGE of bus memory DMA area for target mode [50] +#
Name of adapter code download file /etc/microcode/8d77.a0>
Apply change to DATABASE only yes +

Fl=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

N —

4. Reboot the machine to bring the change into effect.

The same task can be executed from the command line by entering:

[# chdev -1 scsil -a id=6 -P ]

Also with this method, a reboot is required to bring the change into effect.

The procedure to change the ID of a SCSI-2 Differential Fast/Wide Adapter/A or
Enhanced SCSI-2 Differential Fast/Wide Adapter/A is almost the same as the one
described above. Here, the adapter that you choose from the list you get after
executing the smit chgsys command should be an ascsi device. Also, as, shown
below, you need to change the external SCSI ID only.
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Change/Show Characteristics of a SCSI Adapter
SCSI adapter ascsil
Description Wide SCSI I/0 Control>
Status Available
Location 00-06
Internal SCSI ID 7 +#
External SCSI ID [6] +#
WIDE bus enabled yes +
Apply change to DATABASE only yes

The command line version of this is:

[# chdev -1 ascsil -a id=6 -P ]

As in the case of the SCSI-2 Differential Controller, a system reboot is required
to bring the change into effect.

The maximum length of the bus, including any internal cabling in disk
subsystems, is limited to 19 meters for buses connected to the SCSI-2
Differential Controller, and to 25 meters for those connected to the SCSI-2
Differential Fast/Wide Adapter/A or Enhanced SCSI-2 Differential Fast/Wide
Adapter/A.

Individual Disks and Enclosures

The 7204-215 External Disk Drive is an 8-bit disk that can be connected to the
SCSI-2 Differential Controller, the SCSI-2 Differential Fast/Wide Adapter/A, or the
Enhanced SCSI-2 Differential Fast/Wide Adapter/A. While there is a theoretical
limit of six such disks in an I/O bus connected to two nodes, HACMP supports up
to four in a single bus. This support limit is based only on what has been
specifically tested by development.

As there are typically choices to be made in lengths of cable connecting disks
and adapters in the bus, it is important to keep in mind the bus length limits
stated in the last section, while configuring your hardware.

The 7204 Model 315, 317, and 325 External Disk Drives are 16-bit disks that can
only be connected to the SCSI-2 Differential Fast/Wide Adapter/A or Enhanced
SCSI-2 Differential Fast/Wide Adapter/A. For HACMP, the tested limit of these
disks in a single shared 16-bit bus is six for the 7204-315, and fourteen for the

7204-317 and 7204-325.

The 9334 Model 011 and 501 SCSI Expansion Units can each contain up to four
8-bit disks. Because of the bus length limitation, you can daisy-chain a
maximum of two such units on a shared bus. The number of disks in the
enclosures is determined by the number of free SCSI IDs in the bus. The
enclosure itself does not have any SCSI ID.

The 7134-010 High Density SCSI Disk Subsystem can contain up to six 16-bit
disks in the base unit and six more in the expansion unit. You can either
configure your 7134 with just the base unit connected to one shared SCSI bus, or
you can configure it with the base and the expansion unit attached to two
different shared SCSI buses. The maximum number of disks in each unit is
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determined by the number of available SCSI IDs on the shared bus to which it is
attached.

D.1.3 Hooking It All Up

In this section we will list the different components required to connect SCSI
disks and enclosures on a shared bus. We will also show you how to connect
these components together.

D.1.3.1 7204-215 External Disk Drive
To connect a set of 7204-215s to SCSI-2 Differential Controllers on a shared SCSI

bus, you need the following:
SCSI-2 Differential Y-Cable
FC: 2422 (0.765m), PN: 52G7348
SCSI-2 Differential System-to-System Cable
FC: 2423 (2.5m), PN: 52G7349

This cable is used only if there are more than two nodes attached to the
same shared bus.

SCSI-2 DE Controller Cable

FC: 2854 or 9138 (0.6m), PN: 87G1358 - OR -

FC: 2921 or 9221 (4.75m), PN: 67G0593
SCSI-2 DE Device-to-Device Cable

FC: 2848 or 9134 (0.66m), PN: 74G8511
Terminator

Included in FC 2422 (Y-Cable), PN: 52G7350

Figure 7 shows four RS/6000s, each represented by one SCSI-2 Differential
Controller, connected on an 8-bit bus to a chain of 7204-215s.

7204-215 7204-215
#2848

J Dev-to-Dev
—-—

#2420 (8-bity

#2420 (8-bit)

|
Maximum 4 Devices

] #2420 (8-bity

#2420 (8-bit) [ ;
8-bit Terminator 8-bit Terminator

Maximum total cable length: 19m

Figure 7. 7204-215 External Disk Drives Connected on an 8-Bit Shared SCSI Bus
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D.1.3.2 7204 Model 315, 317, and 325 External Disk Drives

To attach a chain of 7204 Model 315s, 317s, or 325s, or a combination of them to
SCSI-2 Differential Fast/Wide Adapter/As or Enhanced SCSI-2 Differential
Fast/Wide Adapter/As on a shared 16-bit SCSI bus, you need the following 16-bit
cables and terminators:

16-Bit SCSI-2 Differential Y-Cable
FC: 2426 (0.94m), PN: 52G4234

16-Bit SCSI-2 Differential System-to-System Cable
FC: 2424 (0.6m), PN: 52G4291 - OR -
FC: 2425 (2.5m), PN: 52G4233

This cable is used only if there are more than two nodes attached to the
same shared bus.

16-Bit SCSI-2 DE Device-to-Device Cable
FC: 2845 or 9131 (0.6m), PN: 52G4291 - OR -
FC: 2846 or 9132 (2.5m), PN: 52G4233

16-Bit Terminator
Included in FC 2426 (Y-Cable), PN: 61G8324

Figure 8 shows four RS/6000s, each represented by one SCSI-2 Differential
Fast/Wide Adapter/A, connected on a 16-bit bus to a chain of 7204-315s. The
connections would be the same for the 7204-317, and Model 325 drives. You
could also substitute the Enhanced SCSI-2 Differential Fast/Wide Adapter/A
(feature code 2412) for the SCSI-2 Differential Fast/Wide Adapter/As shown in the
figure, if you are running HACMP 4.1 for AlX.

7204-315 7204-315
#2845
J Dav-to-Dev
—_—— —
I #2846 #2846 I
Contr. Cable Contr. Cable
" ; #2416 {16-bif)
L - -

1
Maximum 6 Devices

#2424 50.6
2.5)

#2424 (0.6
#2425

#2425 (2.5

#2416 (16-bit)
16-bit Terminater 16-bit Terminator

Maximum total cable length: 25m

Figure 8. 7204-315 External Disk Drives Connected on a 16-Bit Shared SCSI Bus
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D.1.3.3 9334-011 and 9334-501 SCSI Expansion Units
For connecting 9334 Models 011 or 501 to SCSI-2 Differential Controllers on a
shared 8-bit SCSI bus, you require the following, in all cases:

SCSI-2 Differential Y-Cable
FC: 2422 (0.765m), PN: 52G7348

SCSI-2 Differential System-to-System Cable
FC: 2423 (2.5m), PN: 52G7349

This cable is used only if there are more than two nodes attached to the
same shared bus.

Terminator

Included in FC 2422 (Y-Cable), PN: 52G7350

In addition to the common set of cables, the 9334-011 requires:
SCSI-2 DE Controller Cable
FC: 2921 or 9221 (4.75m), PN: 67G0593 - OR -
FC: 2923 or 9223 (8.0m), PN: 95X2494
SCSI-2 DE Device-to-Device Cable
FC: 2925 or 9225 (2.0m), PN: 95X2492

In addition to the common set of cables, the 9334-501 requires:
SCSI-2 DE Controller Cable
FC: 2931 (1.48m), PN: 70F9188 - OR -
FC: 2933 (2.38m), PN: 45G2858 - OR -
FC: 2935 (4.75m), PN: 67G0566 - OR -
FC: 2937 (8.0m), PN: 67G0562
SCSI-2 DE Device-to-Device Cable:
FC: 2939 or 9239 (2.0m), PN: 95X2498
Figure 9 on page 114 shows four RS/6000s, each represented by one SCSI-2
Differential Controller, connected on an 8-bit bus to a chain of 9334-011s.

Figure 10 on page 114 shows four RS/6000s, each represented by one SCSI-2
Differential Controller, connected on an 8-bit bus to a chain of 9334-501s.
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9334-011 9334-011
#2025

J Dev-to-Dev
T

#2420 (8-bit) [ ] #2420 (8-bit)

I
Maximum 2 Devices

#2420 (8-bit) [ ] #2420 (8-bit}

Figure 9. 9334-011 SCSI Expansion Units Connected on an 8-Bit Shared SCSI Bus

9334-501 9334-501
#2939
Dev-to-Dev
—-—

I
Maximum 2 Devices

#2420 (8-bit)

-
&-hit Terminator 8-bit Terminator

Figure 10. 9334-501 SCSI Expansion Units Connected on an 8-Bit Shared SCSI Bus
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D.1.3.4 7134-010 High Density SCSI Disk Subsystem

To attach a 7134-010 to a SCSI-2 Differential Fast/Wide Adapter/A or Enhanced
SCSI-2 Differential Fast/Wide Adapter/A on a shared 16-bit SCSI bus, you need
the following:

16-Bit SCSI-2 Differential Y-Cable
FC: 2426 (0.94m), PN:52G4234

16-Bit SCSI-2 Differential System-to-System Cable
FC: 2424 (0.6m), PN: 52G4291 - OR -
FC: 2425 (2.5m), PN: 52G4233

This cable is used only if there are more than two nodes attached to the
same shared bus.

16-Bit Differential SCSI Cable
FC: 2902 (2.4m), PN: 88G5750 - OR -
FC: 2905 (4.5m), PN: 88G5749 - OR -
FC: 2912 (12.0m), PN: 88G5747 - OR -
FC: 2914 (14.0m), PN: 88G5748 - OR -
FC: 2918 (18.0m), PN: 88G5746
16-Bit Terminator (T)
Included in FC 2426 (Y-Cable), PN: 61G8324
Figure 11 on page 116 shows four RS/6000s, each represented by two SCSI-2
Differential Fast/Wide Adapter/As, connected on a 16-bit bus to a 7134-010 with a
base and an expansion unit. You could also substitute the Enhanced SCSI-2

Differential Fast/Wide Adapter/A (feature code 2412) for the SCSI-2 Differential
Fast/Wide Adapter/As shown in the figure, if you are running HACMP 4.1 for AlX.
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7134010
|ﬂ__ #2902 |

#2416 (16-bif)

#2416 (16-bit)

#2424 #2424

#2416 (16-bif)

#2416 (16-bit)

#2416 (16-bit)

#2416 (16-bit)

#2416 (16-bit)

#2416 (16-bit)

Figure 11. 7134-010 High Density SCSI Disk Subsystem Connected on Two 16-Bit Shared

SCSI Buses

D.1.4 AIX's View of Shared SCSI Disks

If your shared SCSI bus has been set up without violating any of the restrictions

for termination, SCSI IDs, or cable length, the nodes connected to the shared bus
should be able to configure each disk, including the ones inside a 9334 or a 7134,

as a separate hdisk device at the next system restart.

D.2 RAID Subsystems

The SCSI adapters that can be used to connect RAID subsystems on a shared

SCSI bus in an HACMP cluster are:

SCSI-2 Differential Controller (FC: 2420, PN: 43G0176)

SCSI-2 Differential Fast/Wide Adapter/A (FC: 2416, PN: 65G7315)

Enhanced SCSI-2 Differential Fast/Wide Adapter/A (FC: 2412)

(This adapter was only supported under AIX 4.1 and HACMP 4.1 for AIX at
the time of publishing, but testing was underway to certify the adapter under

HACMP/6000 Version 3.1)

The RAID subsystems that you can connect on a shared bus in an HACMP

cluster are:

7135-110 (HACMP/6000 Version 3.1 only, at the time of publishing) and

7135-210 (HACMP 4.1 for AIX only) RAIDiant Array

7137 Model 412, 413, 414, 512, 513, and 514 Disk Array Subsystems
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Note: Existing IBM 3514 RAID Array models continue to be supported as
shared disk subsystems under HACMP, but since this subsystem has been
withdrawn from marketing, it is not described here. As far as cabling and
connection characteristics are concerned, the 3514 follows the same rules as
the 7137 Disk Array subsystems.

D.2.1 SCSI Adapters

A description of the SCSI adapters that can be used on a shared SCSI bus is
given in Section D.1.1, “SCSI Adapters” on page 107.

D.2.2 RAID Enclosures
The 7135 RAIDiant Array can hold a maximum of 30 single-ended disks in two
units (one base and one expansion). It has one controller by default, and
another controller can be added for improved performance and availability.
Each controller takes up one SCSI ID. The disks sit on internal single-ended
buses and hence do not take up IDs on the external bus. In an HACMP cluster,
each 7135 should have two controllers, each of which is connected to a separate
shared SCSI bus. This configuration protects you against any failure (SCSI
adapter, cables, or RAID controller) on either SCSI bus.

Because of cable length restrictions, a maximum of two 7135s on a shared SCSI
bus is supported by HACMP.

The 7137 Model 412, 413, 414, 512, 513, and 514 Disk Array Subsystems can hold
a maximum of eight disks. Each model has one RAID controller, that takes up
one SCSI ID on the shared bus. You can have a maximum of two 7137s
connected to a maximum of four nodes on an 8-bit or 16-bit shared SCSI bus.

D.2.3 Connecting RAID Subsystems

In this section, we will list the different components required to connect RAID
subsystems on a shared bus. We will also show you how to connect these
components together.

D.2.3.1 7135-110 or 7135-210 RAIDiant Array

The 7135-110 RAIDiant Array can be connected to multiple systems on either an
8-bit or a 16-bit SCSI-2 differential bus. The Model 210 can only be connected to
a 16-bit SCSI-2 Fast/Wide differential bus, using the Enhanced SCSI-2 Differential
Fast/Wide Adapter/A.

To connect a set of 7135-110s to SCSI-2 Differential Controllers on a shared 8-bit
SCSI bus, you need the following:
SCSI-2 Differential Y-Cable
FC: 2422 (0.765m), PN: 52G7348
SCSI-2 Differential System-to-System Cable
FC: 2423 (2.5m), PN: 52G7349

This cable is used only if there are more than two nodes attached to the
same shared bus.

Differential SCSI Cable (RAID Cable)
FC: 2901 or 9201 (0.6m), PN: 67G1259 - OR -
FC: 2902 or 9202 (2.4m), PN: 67G1260 - OR -
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FC: 2905 or 9205 (4.5m), PN: 67G1261 - OR -

FC: 2912 or 9212 (12m), PN: 67G1262 - OR -

FC: 2914 or 9214 (14m), PN: 67G1263 - OR -

FC: 2918 or 9218 (18m), PN: 67G1264
Terminator (T)

Included in FC 2422 (Y-Cable), PN: 52G7350
Cable Interposer ()

FC: 2919, PN: 61G8323

One of these is required for each connection between a SCSI-2
Differential Y-Cable and a Differential SCSI Cable going to the 7135 unit,
as shown in Figure 12.

Figure 12 shows four RS/6000s, each represented by two SCSI-2 Differential
Controllers, connected on two 8-bit buses to two 7135-110s each with two

controllers.

Note

The diagrams in this book give a logical view of the 7135 subsystem. Please
refer to the 7135 Installation and Service Guide for the exact positions of the
controllers and their corresponding connections.

42919 7135-110  7135-110 #2019

49490 EI #2902 Controller1J_ Controller 1 #2002 I

QI@__ | #2002 !

g | L #2919

#2420 (8-bif)

#2420 (3-bit)

#2420 (8-blt)

#2420 (8-blt)

Maximum 2 Devices

#2423 #2423

#2420 (8-bif)

#2420 (8-bit)

#2420 (8-bit)

#2420 (8-bit)

Maximum total cable length: 19m

Figure 12. 7135-110 RAIDiant Arrays Connected on Two Shared 8-Bit SCSI Buses

To connect a set of 7135s to SCSI-2 Differential Fast/Wide Adapter/As or
Enhanced SCSI-2 Differential Fast/Wide Adapter/As on a shared 16-bit SCSI bus,
you need the following:

16-Bit SCSI-2 Differential Y-Cable
FC: 2426 (0.94m), PN: 52G4234

16-Bit SCSI-2 Differential System-to-System Cable
FC: 2424 (0.6m), PN: 52G4291 - OR -

An HACMP Cookbook



FC: 2425 (2.5m), PN: 52G4233

This cable is used only if there are more than two nodes attached to the
same shared bus.

16-Bit Differential SCSI Cable (RAID Cable)
FC: 2901 or 9201 (0.6m), PN: 67G1259 - OR -
FC: 2902 or 9202 (2.4m), PN: 67G1260 - OR -
FC: 2905 or 9205 (4.5m), PN: 67G1261 - OR -
FC: 2912 or 9212 (12m), PN: 67G1262 - OR -
FC: 2914 or 9214 (14m), PN: 67G1263 - OR -
FC: 2918 or 9218 (18m), PN: 67G1264

16-Bit Terminator (T)
Included in FC 2426 (Y-Cable), PN: 61G8324

Figure 13 shows four RS/6000s, each represented by two SCSI-2 Differential

Fast/Wide Adapter/As, connected on two 16-bit buses to two 7135-110s, each with
two controllers.

The 7135-210 requires the Enhanced SCSI-2 Differential Fast/Wide Adapter/A
adapter for connection. Other than that, the cabling is exactly the same as
shown in Figure 13, if you just substitute the Enhanced SCSI-2 Differential
Fast/Wide Adapter/A (FC: 2412) for the SCSI-2 Differential Fast/Wide Adapter/A
(FC: 2416) in the picture.

7135-110 7135-110
#2902

#2002 | Controller 1| RAID capls| Controller 1
2= | PPl ™ | soo02 |

#2416 (16-bit) Controller 2| _ #2902 | sonmoller 2 #2416 (16-bit)
p#2002| | AIDCAOlSl ' l4ogo2
= ==
#2416 (16-bif) #2416 (16-bit)
#2424 #2424

#2416 (16-bit)

#2416 (16-bit)

#2416 (16-bit)

#2416 (16-bit)

Maximum total cable length: 25m

Figure 13. 7135-110 RAIDiant Arrays Connected on Two Shared 16-Bit SCSI Buses

D.2.3.2 7137 Model 412, 413, 414, 512, 513, and 514 Disk Array
Subsystems

To connect two 7137s to SCSI-2 Differential Controllers on a shared 8-bit SCSI
bus, you need the following:

SCSI-2 Differential Y-Cable
FC: 2422 (0.765m), PN: 52G7348
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SCSI-2 Differential System-to-System Cable
FC: 2423 (2.5m), PN: 52G7349

This cable is used only if there are more than two nodes attached to the
same shared bus.

Attachment Kit to SCSI-2 Differential High-Performance External 1/O
Controller

FC: 2002, PN: 46G4157

This includes a 4.0-meter cable, an installation diskette, and the IBM 7137
(or 3514) RISC System/6000 System Attachment Guide.

Multiple Attachment Cable
FC: 3001, PN: 21F9046

This includes a 2.0-meter cable, an installation diskette, and connection
instructions.

Terminator (T)

Included in FC 2422 (Y-Cable), PN: 52G7350

Figure 14 shows four RS/6000s, each represented by one SCSI-2 Differential
Controller, connected on an 8-bit bus to two 7137s.

713704 71370
q,k'ﬁ | #2002 - 11 #3001 [T] #2002. |
* Attach. Kit L MuIt Att. i Aftach. Kit
#2420 (8-bit) [ : ; #2420 (8-bit)
- T - — — — — -
Maximum|2 Devices
#2423 (2.5) #2423 (25)
7
m""@ I
#2420 (8-bi) | J
8-bit Terminator 8-bit Terminator
Maximum total cable Iength: 18m

Figure 14. 7137 Disk Array Subsystems Connected on an 8-Bit SCSI Bus

To connect two 7137s to SCSI-2 Differential Fast/Wide Adapter/As or Enhanced
SCSI-2 Differential Fast/Wide Adapter/As on a shared 16-bit SCSI bus, you need
the following:
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16-Bit SCSI-2 Differential Y-Cable
FC: 2426 (0.94m), PN: 52G4234

16-Bit SCSI-2 Differential System-to-System Cable
FC: 2424 (0.6m), PN: 52G4291 - OR -
FC: 2425 (2.5m), PN: 52G4233

This cable is used only if there are more than two nodes attached to the
same shared bus.



Attachment Kit to SCSI-2 Differential Fast/Wide Adapter/A or Enhanced
SCSI-2 Differential Fast/Wide Adapter/A

FC: 2014, PN: 75G5028

This includes a 4.0-meter cable, an installation diskette, and the IBM 7137
(or 3514) RISC System/6000 System Attachment Guide.

Multiple Attachment Cable
FC: 3001, PN: 21F9046

This includes a 2.0-meter cable, an installation diskette, and connection
instructions.

16-Bit Terminator (T)
Included in FC 2426 (Y-Cable), PN: 61G8324

Figure 15 shows four RS/6000s, each represented by one SCSI-2 Differential
Fast/Wide Adapter/As, connected on a 16-bit bus to two 7137s. The Enhanced
SCSI-2 Differential Fast/Wide Adapter/A uses exactly the same cabling, and
could be substituted for the SCSI-2 Differential Fast/Wide Adapter/A in an AlX 4.1
and HACMP 4.1 for AIX configuration.

7137-xxx
#2014 1 #3001
Attach, Kit I 1 Mult. Att.

I
Maximum 2 Devices

#2416 (16-bit)

m 16-bit Terminater 16-bit Terminator m

Maximum total cable length: 25m

Figure 15. 7137 Disk Array Subsystems Connected on a 16-Bit SCSI Bus

D.2.4 AIX's View of Shared RAID Devices

The 7135 and 7137 subsystems come preconfigured with Logical Units (LUNS)
from the factory. Each LUN gets recognized by nodes on the shared bus as an
hdisk device. You can reconfigure the LUNs in a 7135 to suit your requirements
by using the 7135 Disk Array Manager software. A 7137 can be reconfigured by
using the operator panel on the subsystem itself.

The procedure for configuring LUNs is beyond the scope of this book. Please
refer to 7135 RAIDiant Array for AIX - Installation and Reference for instructions
on using the 7135 Disk Array Manager software to create and manage LUNs in a
7135. Please refer to the product documentation that comes with the 7137
subsystem for instructions to set up LUNs on that subsystem.
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D.3 Serial Disk Subsystems

To connect serial disk subsystems as shared devices in an HACMP cluster, the
adapter that you will use is:

High-Performance Disk Drive Subsystem Adapter 40/80 MB/sec. (FC: 6212,
PN: 67G1755)

The serial disk subsystems that you can connect as shared devices in an
HACMP cluster are:

9333 Model 011 and 501 High-Performance Disk Drive Subsystems

D.3.1 High-Performance Disk Drive Subsystem Adapter

The High-Performance Disk Drive Subsystem Adapter has four ports, with each
port supporting the attachment of a single 9333-011 or 501 controller. Since each
controller can drive up to a maximum of four disks, of 2 GB capacity each, you
can access up to 32 GB of data with one High-Performance Disk Drive
Subsystem Adapter. There is no limit on the number of serial disk adapters that
you can have in one node. You do not need to worry about device addresses or
terminators with serial disks, since the subsystem is self-addressing. This
feature makes it much easier to install and configure than the SCSI options
discussed previously.

D.3.2 9333 Disk Subsystems

The 9333 Model 011 and 501 High-Performance Disk Drive Subsystems can each
contain a maximum of four disks. The 9333-011 is in a drawer configuration, and
is used on rack-mounted models. The 9333-501 is in a mini-tower configuration,
and is used on all other models of the RS/6000. Each 9333 subsystem requires a
dedicated port on a High-Performance Disk Drive Subsystem Adapter. A
maximum of four 9333s can attach to one High-Performance Disk Drive
Subsystem Adapter, one for each port. Each 9333 subsystem can be shared with
a maximum of eight nodes in a cluster. To connect 9333s to an RS/6000, you
need to have AIX Version 3.2.4 or later, and AIX feature 5060 (IBM
High-Performance Disk Subsystem Support) installed.

D.3.3 Connecting Serial Disk Subsystems in an HACMP Cluster

To connect a 9333-011 or 501 to two systems, each containing High-Performance
Disk Drive Subsystem Adapters, you need the following:

Serial-Link Cable (Quantity 2)
FC: 9210 or 3010 (10m)
FC: 9203 or 3003 (3m)
To connect a 9333-011 or 501 to three or more systems, each containing
High-Performance Disk Drive Subsystem Adapters, you need the following:
Serial-Link Cable (One for each system connection)
FC: 9210 or 3010 (10m)
FC: 9203 or 3003 (3m)
Multiple System Attachment Feature(s)

FC: 4001 (Connect up to four systems)
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FC: 4002 (Connect up to eight systems)
Feature 4001 is a prerequisite for feature 4002.
Figure 16 shows eight RS/6000s, each having a High-Performance Disk Drive

Subsystem Adapter, connected to one 9333-501 with the Multiple System
Attachment Features 4001 and 4002 installed.

Node B Node C

Node A Node D

2 )
1ol U N ={E
==

|:|
— ,
— 9333-501 deskgide unit

Local
senal-link
cable

Extemal
senal-link

/ cable

”SeE / Y B~

o ; Node F
—
—
C/

Node H

e

i ©

]
(1} 18

Figure 16. 9333-501 Connected to Eight Nodes in an HACMP Cluster (Rear View)

D.3.4 AIX's View of Shared Serial Disk Subsystems

Each individual serial disk inside a 9333 subsystem appears as a separate hdisk
device on all nodes connected to the subsystem.
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D.4 Serial Storage Architecture (SSA) Subsystems

Serial Storage Architecture is a second generation of the high performance
serial disk subsystems, started with the IBM 9333 subsystems. SSA subsystems
provide new levels of performance, reliability, and flexibility, and are IBM's
strategic high performance disk subsystems for the future.

—— SSA Support in HACMP

At the time of publishing, the IBM 7133 SSA subsystem was supported for
sharing between two nodes only, in a cluster running AlX 3.2.5 and
HACMP/6000 Version 3.1. Support for sharing a subsystem between larger
numbers of nodes, and support for the the use of the 7133 in an AIX 4.1 and
HACMP 4.1 for AIX cluster are expected to be added at a later date. Please
check with your IBM representative for the latest support information.

To connect SSA subsystems as shared devices in your HACMP cluster, the
adapter that you will use is:

SSA Four Port Adapter (FC: 6124)
This adapter is shown in Figure 17 on page 125.
The SSA disk subsystems that you can connect as shared devices in an HACMP
cluster are:

IBM 7133-010 SSA Disk Subsystem

This model is in a drawer configuration, for use in rack mounted
systems.

IBM 7133-500 SSA Disk Subsystem

This model is in a standalone tower configuration, for use in all models.

D.4.1 SSA Software Requirements

124

The IBM 7133 SSA Disk Subsystem is supported by AIX Version 3.2.5 with
additional program temporary fixes (PTFs), and the AIX 3.2.5 device driver
shipped with the SSA Four Port Adapter (FC 6214 on the attaching system). For
ease of installation, these PTFs are packaged with the device driver on the
CD-ROM shipped with the adapter.

Customers without access to CD-ROM drives on their machines or network can
obtain the device driver and required PTFs through the FIXDIST system. The
device driver is available as APAR 1X52018. The required PTFs, on FIXDIST, are
identified as PMP3251.

For alternative delivery, contact your Software Service representative for the
appropriate PTFs. The additional Version 3.2.5 PTFs (without the AIX 3.2.5 device
driver for the adapter) are included on all AIX Version 3.2.5 orders shipped after
May 19, 1995, labelled AIX 3.2.5 Enhancement 5 (3250-05-00).

At the time of publishing, SSA support for AIX 4.1 was expected to be announced
by the end of 1995. Please check with your IBM representative for its most
current status.
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D.4.2 SSA Four Port Adapter
The IBM SSA Four Port Adapter supports the connection of a large capacity of
SSA storage. The basic concept of SSA storage connection is that of a loop. An
SSA loop starts at one port on the SSA Four Port Adapter continues through a
number of SSA disk drives, and concludes at another port on an SSA Four Port
Adapter. Each loop can include up to 48 disk devices. Since you can support
two loops on each SSA Four Port Adapter, you can support up to 96 disk devices
on each adapter. If all those disk devices were of the 4.5 GB capacity, this
would provide a potential capacity of 432 GB on an adapter. The adapter itself is
shown in Figure 17.

Figure 17. SSA Four Port Aapter

The labeled components of the adapter in the figure are as follows:
1. Connector B2
. Green light for adapter port pair B

. Connector B1

2
3
4. Connector A2
5. Green light for adapter port pair A
6

. Connector Al
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7. Type-number label

The green lights for each adapter port pair indicate the status of the attached
loop as follows:

Off Both ports are inactive. If disk drives are connected to
these ports, then either the modules have failed or their
SSA links have not been enabled.

Permanently on Both ports are active.

Slow flash Only one port is active.

The SSA loop that you create need not begin and end on the same &ssaadt..
Loops can be made to go from one adapter to another adapter in the same

system or in a different system. There can at most be two adapters on the same
loop.

D.4.3 IBM 7133 SSA Disk Subsystem
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The IBM 7133 SSA Disk Subsystem is available in two models, the rack drawer
model 010 and the standalone tower model 500. While these models hold their
disk drives in different physical orientations, they are functionally the same.
Each model is capable of holding up to 16 SSA disk drives, each of which can be
1.1 GB, 2.2 GB, or 4.5 GB drives. The subsystem comes standard with four 2.2
GB drives, which can be traded for higher or lower capacity drives at order time.

Node 1 Node 2

——|  SSA Adapter | | SSA Adapter [——

7133 Unit )|
Disk Group 4
I3
H15H14 H13 12HitHioH o &
|7 J9
Disk Group 3
Back
____________ ro ][]l
Disk Group 2
1H2H3H4 L5-6—7—8
Disk Group 1

Figure 18. IBM 7133 SSA Disk Subsystem
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As you can see in Figure 18, each group of four disk drives in the subsystem is
internally cabled as a loop. Disk Group 1 includes disk drive positions 1-4 and is
cabled between connectors J9 and J10. Disk Group 2 includes disk drive
positions 5-8 and is cabled between connectors J5 and J6. You can also see
Disk Groups 3 and 4 in the picture. These internal loops can either be cabled
together into larger loops, or individually connected to SSA Four Port Adapters.
For instance, if you were to connect a short cable between connectors J6 and
J10, you would have a loop of eight drives that could be connected to the SSA
Four Port Adapter from connectors J5 and J9.

D.4.4 SSA Cables

SSA cables are available in a variety of different lengths. The connectors at
each end are identical, which makes them very easy to use. These cables can
be used to connect four disk internal loops together into larger loops within the
7133 subsystem itself, to connect multiple 7133 subsystems together in a larger
loop, or to connect a 7133 subsystem to an SSA Four Port Adapter. The same
cable can be used for any of these connections, as long as it is long enough. In
Table 2 is a list of cable feature codes, along with their lengths, and part

numbers:

Table 2. Serial Storage Architecture (SSA) Cables

Cable Description Feature Code Part Number
SSA Copper Cable (0.18 meters) 5002 07H9163
SSA Copper Cable (0.6 meters) 5006 31H7960
SSA Copper Cable (1.0 meter) 5010 07H8985
SSA Copper Cable (2.5 meters) 5025 32H1465
SSA Copper Cable (5.0 meters) 5050 88G6406
SSA Copper Cable (10 meters) 5100 32H1466
SSA Copper Cable (25 meters) 5250 88G6406

The feature code numbers start with the number 5, and the next three digits give
a rounded length in meters, which makes the feature numbers easy to
understand and remember. As was mentioned before, the only difference
between these cables is their length. They can be used interchangeably to
connect any SSA components together.

If you obtain an announcement letter for the 7133 SSA Subsystem, you will also
see a number of other cable feature codes listed, with the same lengths (and
same prices) as those in Table 2. You needn't worry or be confused about
these, since they are the same cables as those in the tables. As long as you
have the correct length of cable for the components you need to connect, you
have the right cable.

The maximum distance between components in an SSA loop using IBM cabling
is 25 meters. With SSA, there is no special maximum cabling distance for the
entire loop. In fact, the maximum cabling distance for the loop would be the
maximum distance between components (disks or adapters), mulitplied by the
maximum number of components (48) in a loop.
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D.4.5 Connecting 7133 SSA Subsystems in an HACMP Cluster

The flexibility of the SSA subsystem creates many different options for attaching
SSA subsystems in a cluster, with varying levels of redundancy and availability.
Since SSA subsystems are currently only supported for sharing between two
nodes, these are the examples that we will use. However, it is expected that you
will be able to expand these examples by adding more nodes into the loop(s) in

the future. We will illustrate two simple scenarios of SSA connection in this
section.
Node 1 Node 2
SSA
Adapter SSA
#6214 Adapter
#6214

T TiFF

J2 7133 Unit 1l

Disk Group 4 !

Disk Group 2

Disk Group 1

Figure 19. High Availability SSA Cabling Scenario 1
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The first scenario, shown in Figure 19, shows a single 7133 subsystem,
containing eight disk drives (half full), connected between two nodes in a cluster.
We have not labeled the cables, since their lengths will be dependent on the
characteristics of your location. Remember, the longest cable currently
marketed by IBM is 25 meters, and there are many shorter lengths, as shown in
Table 2 on page 127. As we said before, all cables have the same connectors
at each end, and therefore are interchangeable, provided they have sufficient
length for the task.

In the first scenario, each cluster node has one SSA Four Port Adapter. The disk
drives in the 7133 are cabled to the two machines in two loops, the first group of
four disks in one loop, and the remaining four in the other. Each of the loops is
connected into a different port pair on the SSA Four Port Adapters.
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In this configuration, LVM mirroring should be implemented across the two
loops; that is, a disk on one loop should be mirrored to a disk on the other loop.
Mirroring in this way will protect you against the failure of any single disk drive.

The SSA subsystem is able to deal with any break in the cable in a loop by
following the path to a disk in the other direction of the loop, even if it does go
through the adapter on the other machine. This recovery is transparent to AIX
and HACMP.

The only exposure in this scenario is the failure of one of the SSA Four Port
Adapters. In this case, the users on the machine with the failed adapter would
lose their access to the disks in the 7133 subsystem. The best solution to this
problem is to add a second SSA Four Port Adapter to each node, as shown in
Figure 20 on page 130. However, this adds an amount of cost to the solution
that might not be justifiable, especially if there is a relatively small amount of
disk capacity involved.

An alternative solution would be to use HACMP's Error Notification feature to
protect against the failure. You could define an error notification method, which
is triggered on the AIX error log record on the failure of the adapter, and which
would run a script to shut down the cluster manager in a graceful with takeover
mode. This would migrate the users to the other node, from which they would
still have access to the disks.

Our second scenario, in Figure 20 on page 130, shows a second SSA Four Port
Adapter added to each node. This allows each system to preserve its access to
the SSA disks, even if one of the adapters were to fail. This solution does leave
an adapter port pair unused on each adapter. These could be used in the future
to attach additional loops, if the remaining disk locations in the 7133 were filled,
and if additional 7133 subsystems were added into the loops.

Appendix D. Disk Setup in an HACMP Cluster 129



Node 1 Node 2
SSA SSA
Adapter Adapter SSA SSA
#6214 #6214 Adapter Adapter
| | | #6214 #6214
7133 Unit E
Disk Group 4 i
13|
| 15
] ] i ] ] ] 7
Disk Group 3
Back
Front
Disk Group 2
Disk Group 1

Figure 20. High Availability SSA Cabling Scenario 2

Any of the loops can be extended at any time, by reconnecting the cabling to
include the new disks in the loop. If these additions are planned correctly, and
cables are unplugged and plugged one at a time, this addition of disks can be
done in a “hot-pluggable” way, such that the system does not have to be
brought down, access to existing disks is not lost, and the new disks can be
configured while the system continues running.

D.4.6 AIX's View of Shared SSA Disk Subsystems

The AIX operating system configures each disk drive in a shared SSA subsystem
as a separate hdisk device on each node.

130 An HACMP Cookbook




Cluster ID
Cluster Name

Network
Name

trneti
etneti
rsheti

[0 Copyright IBM Corp. 1995

disney

Network
Type

Token—Ring
Ethernet
RS232

Figure 21. Worksheet 1 - Cluster
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Cluster Worksheet

Network
Attribute

public
private
serial

Netmask

255.255,255.0
255.255.,255.0
N/A

Node Names

mickey, goofy
mickey, goofy
mickey, goofy
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Network Adapter Worksheet

Node Name mickey

Interface Adapter Adapter Adapter Network Network Adapter
Name IP Label Function IP Address Name Attribute HW Address
tr0 mickey setvice 9.3.1.79 trnett public 42005aa8b484
tro mickey_boot boot 9.3.1.45 trmett public

tr1 mickey_sb  standby 9.3.4.79 trett public

eno mickey_en  service 9.3.5.79 etnet1 private

ttyo mickey_tty0 service /dev/tty0 rsnet1 serial

Node Name goofy

Interface Adapter Adapter Adapter Network Network Adapter
Name IP Label Function IP Address Name Attribute HW Address
tr0 goofy service 9.3.1.80 tret1 public 42005aa8d1f3
tr0 goofy_boot  boot 9.3.1.46 tret1 public

tr goofy_sb standby 9.3.4.80 trmett public

eno goofy_en service 9.3.5.80 etnet1 private

ttyo goofy_tty0  service /dev/tty0 rsnet1 serial

Figure 22. Worksheet 2 - Network Adapters
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9333 Serial Disk Subsystem Configuration Worksheet

Cables Needed: Adapter to Drawer/Tower (Two per drawer/tower unit)

Node A Node B Node C Node D
Node Name mickey goofy
9333 Adapter Label adaptert adaptert
Slot Number 3 6
Logical Name serdasda0 serdasda0
9333 Adapter Label adapter2
Slot Number 5
Logical Name serdasdai
9333 Subsyst. Label towerl
Node A Node B Node C Node D
Adapter /O Connector 0 (adaptert) 0 (adaptert)
Controller serdasdcO serdasdcO
Shared Drives:
Drive Size Logical Device Name
1 857 MB hdisk1 hdisk2
2 1.07 GB hdisk2 hdisk3
3 857 MB hdisk3 hdisk4
4 857 MB hdisk4 hdisk5
9333 Subsyst. Label tower2
Node A Node B Node C Node D
Adapter /O Connector 0 (adapter2) 1 (adapteri)
Controller serdasdct serdasdci
Shared Drives:
Drive Size Logical Device Name
1 2.0GB hdisks hdisk&
2 2.0GB hdiské hdisk7
3
4

Figure 23. Worksheet 3 - 9333 Serial Disk Subsystem Configuration
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Shared Volume Group/Filesystem Worksheet

Node A Node B Node C Node D
Node Names mickey goofy
Shared volume group name testivg
Major Number 60 60
Leg logical volume name loglvtest1
Physical Volumes hdisk1 hdisk2
hdisk2 hdisk3
Logical Volume Name Ivtestt
Number of copies per LP 2
On separate PVs? yes
Filesystem mount point ftestt
Size (MB) 80

Logical Volume Name
Number of copies per LP

On separate PVs?

Filesystem mount point
Size (MB)

Figure 24. Worksheet 4 - Shared Volume Group testlvg
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Shared Volume Group/Filesystem Worksheet

Node A Node B Node C Node D
Node Names mickey goofy
Shared volume group name test2vg
Major Number 61 61
Leg logical volume name logivtest2
Physical Volumes hdisk3 hdisk4
hdisk4 hdisk&
Logical Volume Name Ivtest2
Number of copies per LP 2
On separate PVs? yes
Filesystem mount point /test2
Size (MB) 100

Logical Volume Name

Number of copies per LP

On separate PVs?
Filesystem mount point
Size (MB)

Figure 25. Worksheet 5 - Shared Volume Group test2vg
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Shared Volume Group/Filesystem Worksheet

Node A Node B Node C Node D
Node Names mickey goofy
Shared volume group name conclvg
Major Number 62 62
Leg logical volume name
Physical Volumes hdisk5 hdisk6é
hdisk& hdisk7
Logical Volume Name concllv
Number of copies per LP 2
On separate PVs? yes
Filesystem mount point N/A
Size (MB) 40
Logical Volume Name conc2lv
Number of copies per LP 2
On separate PVs? yes
Filesystem mount point N/A
Size (MB) 28

Figure 26. Worksheet 6 - Shared Volume Group conclvg
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Part 1. Cluster Documentation Tool Report

The following is example output from the documentation tool doc_dossier
included with this document. A report is produced, in either VM, PostScript, or
ascii form, giving detailed configuration information for each node.

You will find that the following is formatted slightly differently from what you will
produce on your own system, but it does give you an idea of the information
produced.

E.1 Preface of the Report
This document includes:
All customized files on the system

System configuration

Its goal is to give a complete picture of a working cluster configuration, including
any customizations, at the time it is put into production.

In case of future malfunctions, this will allow the service personnel to understand
any changes that have been made to the original cluster configuration.
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E.2 SYSTEM CONFIGURATION

E.2.1 Cluster Diagram

CLUSTER: disney CONCURRENT
---------------- J--:-trnetl ---token N B ——
service: standby: service: standby:
mickey mickey_sb goofy goofy sb
9.3.1.79 9.3.4.79 9.3.1.80 9.3.4.80
boot: boot:
mickey boot MAC address: goofy boot MAC address:
9.3.1.45 NODE1_MAC1 9.3.1.46 NODE2_MAC1

----------------- J-----etnetl ---ether S

service: | service: |
mickey en | goofy en
9.3.5.79 | 9.3.5.80 |
NODE NAME: trnetl rs232 NODE NAME:
mickey mickey tty0 goofy tty0 goofy
scsi0 scsi0
rootvg /dev/hdisk0 /dev/hdisk0 rootvg
I I ]
/dev/hdiskl rootvg
|
Lserdasda0 ------ Te=mememmm———a- -
/dev/hdiskl |testlvg /dev/hdisk2
/dev/hdisk2  |testlvg /dev/hdisk3
/dev/hdisk3 |test2vg /dev/hdisk4
|_ _______________ |
/dev/hdisk4  |test2vg /dev/hdisk5
R S serdasda0 -
t----serdasdal = —---mmTemmmmmmmmmemeeeo .
/dev/hdisk5  |conclvg /dev/hdisk6
/dev/hdisk6  |conclvg /dev/hdisk7
R S serdasdal —
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E.2.2 Hosthame

E.2.3 Defined Volume Groups

roovg

testivg

tesi2g

conclvy

ooty

VOLUMEGROUP:  rootvg VGIDENTIFER:  000147325¢ccaf23c
VVGSTATE: acive PP SIZE: 4Amegabyte(s)
VGPERMISSION:  readiwite TOTALPPs: 204(816megabytes)
MAXLVs: 256 FREEPPs: 34(136megabytes)
LVs: 9 USEDPPs: 170(680megabytes)
OPENLVs: 8 QUORUM: 2

TOTALPVS: 1 VGDESCRIPTORS:2

STALEPVS: 0 STALEPPs 0

ACTIVEPVS: 1 AUTOON: yes
VOLUMEGROUP:  testlwg VGIDENTIFER:  0001473205a91022
VGSTATE: acive PP SIZE: 4Amegabyte(s)
VGPERMISSION:  readinite TOTALPPs: 458(1832megabytes)
MAXLVs: 256 FREEPPs: 416(1664megabytes)
LVs. 2 USEDPPs: 42(168megabytes)
OPENLVs: 0 QUORUM: 1

TOTALPVS: 2 VGDESCRIPTORS:3

STALEPVS: 0 STALEPPs 0

ACTIVEPVS: 2 AUTOON: no
VOLUMEGROUP:  test2g VGIDENTIFER:  00014732ca66234e
VVGSTATE: achve PP SIZE: 4Amegabyte(s)
VGPERMISSION:  readiwite TOTALPPs: 406(1624megabytes)
MAXLVs: 256 FREEPPs: 354(1416megabytes)
LVs: 2 USEDPPs: 52(208megabytes)
OPENLVs: 0 QUORUM: 1

TOTALPVS: 2 VGDESCRIPTORS:3

STALEPVS: 0 STALEPPs 0

ACTIVEPVS: 2 AUTOON: no
VOLUMEGROUP:  conclwg VGIDENTIFER:  00014732h5ac04be
VGSTATE: acive PP SIZE: 4Amegabyte(s)
VGPERMISSION:  readinite TOTALPPs: 958(3832megabytes)
MAXLVs: 256 FREEPPs: 924(3696megabytes)
LVs. 2 USEDPPs: 34(136megabytes)
OPENLVs: 0 QUORUM: 2

TOTALPVS: 2 VGDESCRIPTORS:3

STALEPVS: 0 STALEPPs 0

ACTIVEPVS: 2 AUTOON: no

E.2.4 Active Volume Groups
roovg
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E.2.5 Adapters and Disks

scsiOisaSCSladapter

ThescsiOadapterhasits SCSIIDsettoid 7
andhasthefollowingdisksconnectedtoit

ADAPT DISK ADDRESS VOLUMEGROUP
scsi0 hdisk0 00080000 rootvg
TheSERIAL adapterserdasdaOhasthefolowingdisksconnectedtoit
ADAPT DISK ADDRESS VOLUMEGROUP
serdasdal hdisk1 00030000 testlwg
serdasdal hdisk2 00030001 testlwg
serdasda0 hdisk3 00030002 test2wg
serdasda0 hdisk4 00030003 test2vg
TheSERIAL adapterserdasdal hasthefollowingdisksconnectedtoit
ADAPT DISK ADDRESS VOLUMEGROUP
serdasdal hdisk5 00050002 conclvy
serdasdal hdisk6 00050003  conclvy
DISKTYPES

hdisk0857MBSCSIDiskDrive

hdisk1857MB SeriaHLinkDiskDrive

hdisk21.07GB SeriaH.inkDiskDrive

hdisk3857MB SeriaH.inkDiskDrive

hdisk4857MB SeriakLinkDiskDrive

hdisk52.0GB SeriatLink DiskDrive

hdisk62.0GB SeriatLink DiskDrive

E.2.6 Physical Volumes

roovg:
haiskOAvailable00-08-00-00857 MBSCSI DiskDrive

testivg:
hdlisk1 Available00-03-00-00857MB SeriaHLinkDiskDrive
hdisk2 Available00-03-00-011.07GB SeriaHLinkDiskDrive

hdlisk3Available00-03-00-02857MB SeriaHLinkDiskDrive
hdisk4Avaiable00-03-00-03857MB Serial-Link DiskDrive

conclvg:
hdlisk5 Available00-05-00-022.0GB SeriaHLink Disk Drive
hdisk6 Available00-05-00-032.0GB SeriaHLink Disk Drive
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E.2.7 Logical Volumes by Volume Group

roovg

ooy

LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
hd8 ffslog 1 1 1 opensyncd NAA

hd6 paging 20 20 1 opensyned  NA

hd4 IS 3 3 1 opensyned /

hdl s 1 1 1 opensynad /home

hd3 s 5 5 1 opensyncd Amp

hd2 s 135 135 1 opensyned  fusr

hd9var s 1 1 1 open/syned  Aar

hds boot 2 2 1 closed/syncd bv

hd7 sysdump 2 2 1 openfsyned /mnt

testivg:

LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
logtestl jislog 1 2 2 dosedisyned  N/A

Mestl s 22 40 2 dosedisynod  flestl

testvg:

LV NAM TYPE LPs PPs PVs LV STATE MOUNT POINT
logtest2 jislog 1 2 2 dosedisyned  NAA

Mes2 s 5 50 2 dosedisyncd  fes2

conclvo:

LV NAM TYPE LPs PPs PVs LV STATE MOUNT POINT
conclv S 100 20 2  dosedsynad NA

conc2v s 7 14 2  dosedsynod NA

E.2.8 Logical Volume Definitions

LOGICALVOLUME: hd8 VOLUMEGROUP:  rootvg

LV IDENTIFER: 000147325ccaf23c.1 PERMISSION: readiite

VG STATE inactive LV STATE openedisyncd

TYPE fSlog WRITE VERIFY:  of

MAX LPs: 128 PP SIZE: 4 megabyte(s)
COPIES. 1 SCHED POLICY:  parale

LPs: 1 PPs: 1

STALE PPs: 0 BB POLICY: relocaiable
INTERPOLICY: minimum RELOCATABLE: yes

INTRAPOLICY: center UPPER BOUND 32

MOUNT POINT: NA LABEL: None
MIRRORWRITECONSISTENCY:0on

EACHLPCOPYONASEPARATEPV?.yes

LOGICALVOLUME: hd6

LV IDENTIFER: 000147325ccaf23c2
VG STATE inactive

TYPE paging

MAX LPs: 128

COPEES: 1

LPs. 20

STALE PPs: 0

VOLUMEGROUP:  rootvg
PERMISSION: readwite

LV STATE openedisyncd
WRITE VERIFY:  of
PP SIZE: 4 megabyte(s)
SCHED POLICY:  paralel
PPs: 2
BB POLICY: norelocatable
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INTERPOLICY: minimum
INTRAPOLICY: middle
MOUNT POINT: NA
MIRRORWRITECONSISTENCY:off

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: ho4

LV IDENTIFER: 000147325ccaf23c.3
VG STATE inactive
TYPE s

MAX LPs: 128
COPIES: 1

LPs: 3

STALE PPs: 0
INTERPOLICY: minimum
INTRA-POLICY: center
MOUNT POINT: /
MIRRORWRITECONSISTENCY:on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: hdl

LV IDENTIFER: 000147325ccaf23c4
VG STATE inactive
TYPE s

MAX LPs: 128
COPIES. 1

LPs: 1

STALE PPs; 0
INTERPOLICY: minimum
INTRAPOLICY: center
MOUNT POINT: /home
MIRRORWRITECONSISTENCY:on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: hd3

LV IDENTIFER; 000147325ccaf23c5
VG STATE inactive
TYPE s

MAX LPs: 128
COPIES: 1

LPs: 5

STALE PPs: 0
INTER-POLICY: minimum
INTRA-POLICY: center
MOUNT POINT: tmp
MIRRORWRITECONSISTENCY:on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: hd2

LV IDENTIFIER: 000147325ccaf23c.6
VG STATE inactive

TYPE s

MAX LPs: 512

COPIES: 1

LPs: 135
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RELOCATABLE: yes
UPPER BOUND 2

VOLUMEGROUP:  rootvg
PERMISSION: readinrite

LV STATE openedisyncd
WRITE VERIFY:  off
PP SIZE: 4 megabyte(s)
SCHED POLICY:  paralel
PPs: 3
BB POLICY: relocatable
RELOCATABLE:  yes
UPPER BOUND 32
LABEL: /

VOLUMEGROUP:  roolvg
PERMISSION: readinite

LV STATE openedisyncd
WRITE VERIFY:  off
PP SIZE: 4 megabyte(s)
SCHED POLICY:  parale
PPs: 1
BB POLICY: relocatable

RELOCATABLE: yes
UPPER BOUND 32
LABEL: home

VOLUMEGROUP:  rootvg
PERMISSION: readinrite

LV STATE openedisyncd
WRITE VERIFY:  off
PP SIZE: 4 megabyte(s)
SCHED POLICY:  paralel
PPs: 5
BB POLICY: relocatable

RELOCATABLE:  yes
UPPER BOUND 32
LABEL: ftmp

VOLUMEGROUP:  roolvg
PERMISSION: readinite

LV STATE openedisyncd
WRITE VERIFY:  off
PP SIZE: 4 megabyte(s)
SCHED POLICY:  parale
PPs: 135



STALE PPs; 0
INTERPOLICY: minimum
INTRAPOLICY: center
MOUNT POINT: Jusr
MIRRORWRITECONSISTENCY:on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: hd9var
LV IDENTIFER; 000147325ccaf23c.7
VG STATE inactive
TYPE s

MAX LPs; 128
COPIES: 1

LPs: 1

STALE PPs; 0
INTER-POLICY: minimum
INTRA-POLICY: center
MOUNT POINT: Nar
MIRRORWRITECONSISTENCY:on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: hds

LV IDENTIFER: 000147325ccaf23c.8
VG STATE inactive
TYPE: boot

MAX LPs: 128
COPIES: 1

LPs: 2

STALE PPs: 0
INTERPOLICY: minimum
INTRAPOLICY: edge
MOUNT POINT: v
MIRRORWRITECONSISTENCY:on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: hdv

LV IDENTIFER: 000147325ccaf23c9
VG STATE inactive
TYPE sysdump
MAX LPs: 128
COPES: 1

LPs: 2

STALE PPs: 0
INTERPOLICY: minimum
INTRAPOLICY: edge
MOUNT POINT: fmnt
MIRRORWRITECONSISTENCY:on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: logivtest1

LV IDENTIFER: 0001473205291022.1
VG STATE inactive

TYPE jislog

MAX LPs: 128

COPIES: 2

BB POLICY:

relocatable

RELOCATABLE:  yes

UPPER BOUND 7

LABEL: fusr
VOLUMEGROUP:  roovg
PERMISSION: readinite
LV STATE openedisyncd
WRITE VERIFY:  off
PP SIZE: 4 megabyte(s)
SCHED POLICY:  paralel
PPs: 1
BB POLICY: relocatable

RELOCATABLE: yes
UPPER BOUND 32

LABEL: Ner

VOLUMEGROUP:  roolvg

PERMISSION: readwite

LV STATE dosedisyncd
WRITE VERIFY:  off
PP SIZE: 4 megabyte(s)
SCHED POLICY:  pardlel
PPs:. 2
BB POLICY: relocatable

RELOCATABLE: no

UPPER BOUND 32

LABEL:

None

VOLUMEGROUP:  roolvg

PERMISSION: readirite

LV STATE openedisyncd
WRITE VERIFY:  off
PP SIZE: 4 megabyte(s)
SCHED POLICY:  paralel
PPs: 2
BB POLICY: relocatable

RELOCATABLE: yes
UPPER BOUND 32

LABEL: None
VOLUMEGROUP:  testlwg
PERMISSION: readiwvite
LV STATE dosedisyncd
WRITE VERIFY:  of
PP SIZE: 4 megabyte(s)

SCHED POLICY:  paralel
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LPs: 1
STALE PPs: 0

INTERPOLICY: minimum
INTRAPOLICY: center
MOUNT POINT: NA
MIRRORWRITECONSISTENCY:0on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: Mestl

LV IDENTIFIER: 0001473205a91022.2
VG STATE inactive
TYPE s

MAX LPs: 128
COPIES: 2

LPs: 20

STALE PPs; 0
INTERPOLICY: minimum
INTRAPOLICY: middie
MOUNT POINT: festl
MIRRORWRITECONSISTENCY:on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: logivtest2
LV IDENTIFER: 00014732cab66234e.1
VG STATE inactive
TYPE fslog
MAX LPs: 128
COPIES: 2

LPs: 1

STALE PPs: 0
INTERPOLICY: minimum
INTRA-POLICY: middle
MOUNT POINT: NA
MIRRORWRITECONSISTENCY:on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: Mest2

LV IDENTIFIER: 00014732ca66234e.2
VG STATE inactive
TYPE s

MAX LPs: 128
COPIES: 2

LPs:. 25

STALE PPs; 0
INTERPOLICY: minimum
INTRAPOLICY: middie
MOUNT POINT: fest2
MIRRORWRITECONSISTENCY:on

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: concllv

LV IDENTIFER: 0001473205ac04be. 1
VG STATE: inactive

TYPE s

MAX LPs: 128
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PPs: 2

BB POLICY: relocatable
RELOCATABLE:  yes
UPPER BOUND 3

LABEL: None
VOLUMEGROUP:  testlvg
PERMISSION: readiwite

LV STATE dosedisyncd
WRITE VERIFY:  off

PP SIZE: 4 megabyte(s)

SCHED POLICY:  paralel

PPs: 40

BB POLICY: relocatable

RELOCATABLE: yes
UPPER BOUND 32

LABEL: festl
VOLUMEGROUP:  test2wg
PERMISSION: readimite
LV STATE dosedisyncd
WRITE VERIFY:  of
PP SIZE: 4 megabyte(s)
SCHED POLICY:  pardlel
PPs. 2
BB POLICY: relocatable

RELOCATABLE:  yes
UPPER BOUND 32

LABEL: None
VOLUMEGROUP:  test2wg
PERMISSION: readiite

LV STATE dosedisyncd
WRITE VERIFY:  off

PP SIZE: 4 megabyte(s)

SCHED POLICY:  paralel

PPs: 50

BB POLICY: relocatable

RELOCATABLE: yes
UPPER BOUND 32

LABEL: fes2
VOLUMEGROUP:  conclwg
PERMISSION: readiwite
LV STATE dosedisyncd
WRITE VERIFY:  off
PP SIZE: 4 megabyte(s)



COPES: 2 SCHED POLICY:  paralel

LPs: 10 PPs: 2

STALE PPs: 0 BB POLICY: relocatable
INTERPOLICY: minimum RELOCATABLE:  yes

INTRAPOLICY: center UPPER BOUND 7

MOUNT POINT: NA LABEL: None
MIRRORWRITECONSISTENCY:off

EACHLPCOPYONASEPARATEPV?:yes

LOGICALVOLUME: conc2v VOLUMEGROUP:  conclwg

LV IDENTIFER: 00014732h5a004be.2 PERMISSION: readiwvite

VG STATE inactive LV STATE cdosedisyncd

TYPE s WRITE VERIFY:  of

MAX LPs: 128 PP SIZE: 4 megabyte(s)

COPIES: 2 SCHED POLICY:  paralel

LPs: 7 PPs: 14

STALE PPs: 0 BB POLICY: relocatable
INTERPOLICY: minimum RELOCATABLE: yes

INTRAPOLICY: center UPPER BOUND 32

MOUNT POINT: NA LABEL: None
MIRRORWRITECONSISTENCY:off

EACHLPCOPYONASEPARATEPV?:yes

E.2.9 Filesystems

Name Nodename  Mount Pt VFS Size Optons Auto Accounting
[devihda - / fs 24576 - Vs no
[devihdl - fhome ffs 8192 - yes no
[devihd2 - fusr fs 1105920 - yes no
[devihdOvar - Nar s 8192 - Vs no
[devihd3 - tmp fs 40960 - Vs no
[devihd7 - font s - - no no
[devihds - v s - - no no
fustbinbivis - Justbinbivis - - - no no

[deviextvl - finst s - w no no
[devivest, - festh s - w no no
[devivtes2 - fes2 s - w no no

E.2.10 Paging Spaces

Page Space Physical Voume  Volume Group Size

hd6 haiskO rootvg SOVB 25

E.2.11 TCP/IP Parameters
00: flags=h<UP BROADCAST,LOOPBACK>
inet127.0.0.1netmaskOx000000broadcast127.255 255.255
en0:flags=2000063<UP BROADCAST NOTRAILERS RUNNING NOECHO>
inet9.35.79netmaskOxffi00broadcast9.3.5.255
enl:fags=2000062<BROADCASTNOTRAILERS, RUNNING NOECHO>
et0flags=2000002<BROADCAST,NOECHO>
etl:flags=2000002<BROADCAST,NOECHO>
10:lags=8063<UP BROADCAST NOTRAILERS RUNNING ALLCAST>
inet9.3.1.45netmaskOxfffi00broadcast9.3.1.255
1r1:fags=8063<UP BROADCASTNOTRAILERS RUNNING ALL CAST>

%Used Adive Auto Type

yes yes W
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inet9.34.79netmaskOxffffi00broadcast9.34.255

Routingtables

Destination Gateway Hags RefentUse Interface
Netmasks:

(footnode)

(0)0ffo00

(O)offfffflo00

(rootnode)

Route TreeforProtocolFamily2:

(footnode)

defauit itsorusiisc.austUG 2 15781 10

931 mickey bootitscal 22533 10

934 mickey_shitscausU 578797 1l

935 mickey_enitscausU 671431 en0

127 locahost U 0 278190 Io0

(footnode)

Route TreeforProtocolFamily6;

(footnode)

(footnode)

Name Mu  Netwok Address Ipkis lensOpkts OenrsCaol
b0 1536 <k 279124 0 279124 0 0
o0 1536 127 localhost 279124 0 279124 0 0
en0 1500 <ink> 672530 0 672438 0 O
en0 1500 935 mickey_en.isc. 672530 0 672438 0 O
enl* 1500 <Link> 235 0 0 0
et0* 1492 <Link> 0 0 0 0
etl* 1492 <Link> 0 0 0 0
rl 142 ik 748576 0 57803 0 O
rl 1492 934 mickey _shitsc. 748576 0 578803 0 0
10 1492 <ink> 71366 0 38425 0 0
t0 1492 931 mickey_bootis 71366 0 38425 0 O
nameserver 93174

domain itsc.austiniom.com

E.2.12 NFS: Exported Filesystems

E.2.13 NFS: Mounted Filesystems

Name Nodename  Mount Pt VWS Size Optons Auto

E.2.14 NFS: Other Parameters
Slaveserversforthedomain

Domainsthatarebeingserved

TheseNISdaemonswillbestarted.
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E.2.15 Daemons and Processes

fetclcron

fetclinetd

fetchnit

letcimethods/sddserdasda000000002

Jetc/methods/sddserdasdal 00000002

fetc/odaemon

Jetcisomstr

letclsyncd60

Jetcisysiogd

Jetciuprintfl

Jetchvitestv

lustfetchiod6

Justetchfsd8

Jusrfetciportimap

Justfetcipelockd

lusifetcipe.mountd

Justfetcipe statd

Jusrfillendermon

Jusrii/sendmai-od-q30m

lusifippinfolininfod

Jusifsbin/snmpd

cvmd

kproc

swapper

telnetd
E.2.16 Subsystems : Status
Subsystem Group PID Status
syslogd ras 4448  acive
portmap portmap 5987 acive
inetd tcpip 6245 adtive
infod infod 7032 active
snmpd tcpip 004 acive
sendmai mai 10419 achve
biod nfs 12503  achve
mcstaid nfs 12254 acive
rpclockd nfs 14306  acive
gdaemon spooler 10980 acive
witestv spooler 7398 achve
nfsd nfs 14721 acive
rpcmountd nfs 18128  acive
ipd spooler inoperative
iptrace tcpip inoperative
gated fopip noperative
named tcpp inoperative
routed tcpip inoperative
mhod tcpip inoperative
timed tcop inoperative
Id ncs inoperative
nighd ncs inoperative
keyserv keyserv inoperative
ypsav W inoperative
ypbind o inoperative

Part 1. Cluster Documentation Tool Report

147



ypupdated o moperaﬂve
yppasswad o inoperative
clinfo custer inoperative
dstrmgr duster inoperative
diodd lock inoperative
dsmuxpd duster inoperative
E.2.17 BOS and LPP Installation/Update History
Description State Fixld
X11fntcoreXit1.2.30
3250X11fntX11-R5MaintenanceLevel C U491105
X11-R5CoreXFonts C u435220
X1Ufntibm850pcint1.230
3250X11fntX11-R5MaintenanceLevel C U491105
X11-R5IBMPC-850Fonts C u428079
X11fntiso88591.aixnt1.2.30
3250X11ntX11-R5MaintenanceLevel C U491105
X11fntiso83592.nt1.2.30
3250X11ntX11-R5MaintenanceLevel C U491105
X11fntiso83593nt1.2.30
3250X11fntX11-R5MaintenanceLevel C U491105
X11fntiso88594mt1.2.30
3250X11fntX11-R5MaintenanceLevel C U491105
X11fntiso83595it1.2.30
3250X11fntX11-R5MaintenanceLevel C U491105
X11fntiso88597.aixfnt1.2.30
3250X11fntX11-R5MaintenanceLevel C U491105
AXwindowsGreek(ISO8859-7)Fonts C U411708
AXwindowsGreek(ISO8859-7)Fonts C
AXwindowsGreek(ISO8859-7)Fonts C U41079%5
X11-R5ISO-8859-7Fonts C 428080
X11fntis088599.aixfnt1.2.30
3250X11ntX11-R5MaintenanceLevel C U491105
AXwindows Turkish(ISO8359-9)Fonts C U411708
AlXwindows Turkish(ISO8859-9)Fonts C
AXwindows Turkish(1ISO8359-9) Fonts C U4107%
X11-R5IS0-8859-9Fonts C u428081
XUfntkanjiaixit1.2.30
3250X11fntX11-R5MaintenancelLevel C U491105
AXwindowsKanijiFonts C 428082
X11-R5PC-932Fonts C u43s221

XUfntoldXnt1.2.30
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3250X11intX11-R5MaintenancelLevel C U491105

X1lrteextohj12.3.0
3250X11rteX11-R5Maintenancelevel C U491119
AXwindowsRunTimeEnvironmentExtensions C U411705
AXwindowsRunTimeEnvironmentExtensions C
AXwindowsRunTimeEnvironmentExtensions C 409194
X11-R5Additional PostscriptFonts C U428192
X11-R5Extensions C U428193
X11-R5Info C 435058
X11-R5XCustomize Utiities C U435060
X11-R5MotfSMIT C U435062
X11-R5X-Deskiop C U435064
X11-R5FontUtity C u435070
X11-R5AdditionalPostscriptUtiliies C u435222
X1tematifl.2.001.2.30
3250X11rteX11-R5MaintenancelLevel C U491119
Motif1.2 Translatedmwmr cHiles C U428196
Moatif1.2WindowManagerProgram C 435138
X11rte0hj1.2.3.0
3250X11rteX11-R5MaintenancelLevel C U491119
AXwindowsRunTimeEnvironment C U411705
AXwindowsRunTimeEnvironment C
AXwindowsRunTimeEnvironment C U40914
X11-R5RuntmeEnvironmentFonts C U428198
X11-R5RuntimeEnvironmentLocales C U428199
X11-R5RuntmeEnvironment C u435140
X11-R5RuntmeEnvionmentExamples C u435223
X11-R5RuntimeEnvironment C U436634
bosdata3.2.0.0
3250bos dataMaintenancelLevel C 491124
InfoExplorerDatabases C U435065
TeminalCapahiiiesDatabase C u435118
bos.0hj32.00
3250bosMaintenanceLevel C 491123
3251 AlXMaintenanceLevel C U493251
VitalUserInformation C U424153
DeviceDiagnostics C u427865
POSIXAsynchronousliOServices C U428206
UserMessagingUtiiies C u428212
ILSLocaeManagementUtiites C U428215
ClLanguagePreprocessor C U428218
TraceReportingandEmorLogging C u428223
InputMethodLibrary&Keymaps C u428226
MathLiorary C U428231
MathLibrary(SYSVISAAETorSemantics) C U428232
X10Library C U428233
TraceReportingLibrary C U428236
NetworkFleSystem C U428243
SystemResourceController C U428249

BaseOperatingSystem C u432415

Part 1. Cluster Documentation Tool Report 149



150

BaseOperatingSystem
BaseOperatingSystem
TheBaseOperatingSystem
Clibrary-CommonMode
NetworkFleSystem
TraceReportingandErrorLogging
BoumeShel

KomsShel

SYSVIPCUtiites

ClLibrary
SecuritySenvicesLibrary

Kemel

InfoBxplorerUtliies
ttyUtlitiesandDeviceDrivers
PrinterManagementUtiites
SpoolerSenvicesLibrary
SecurityRelatedUtliiesandFles
SystemIPLUtiiies
BaseDeviceDrivers
DeviceDriversRejectUtiies
DevicesMessageCatalog
LogicalVolumeManager
Diskdess\WorkstationManager
SysteminstalationUtiites
FleArchivalUtliies
DeviceConfigurationUtiities
GXT100/[GXT150DeviceDrivers
HFT UtliiesandDeviceDrivers
GXT1000DeviceDrivers&Microcode
GT3/4FamiyDeviceDrivers&Microcode
XU-RALibrary

Motifl.14Library
X11-R4TookitLibrary
FleScanning/SearchingUtiiies
x25DeviceDrivers
StreamsDevices, Interfaces& Utiliies
BaseNetworkUtiiies
LanDeviceDrivers
HastCommunicationsDevice Drivers
awkLanguagelnterpreter
XCOFFFleManagementUtiiies
FleComparisonUtiiies

System, Process, BootUtiies
FleAtrbute Utiliies
FeSystemManagementUtiities
SystemAcocounting
DataCompressionUtliies
cronDaemonUtiities
Date&TimeRelatedUtiities
DIRECTORIES
CharacterStreamEdiing Utiies
MaintenancelevelUpdate Utliies
CharacterSetTables&Libraries
DeviceConfigurationLibrary
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C U435111

u432416
u432447

U434997

u435001

U435110

C u435112

U435113
U435115
U435116
u435117

C U435119

u435120

C u435123

C u435125

C U435155

U435156
u435157
U435158

C U435159

U435160
U435161

U435171
u435178

U435181

u435241



CursesStandardandExtendedLibraries C u435244

RemoteProcedure CallServicesLibrary C u435245
EmorLoggingUtiiies C u435246
MailFaciites C 435247
ManPageFaciity C U435248
MuliMediaDeviceDrivers C U435249
BaseNFSNetworkUtiiies C u435250
ObjectDataManager C U435251
BSDDiskQuotaUtliies C U4365252
SenvicelnformationTodl C U435253
SystemManagementinterface Tool C u435254
SystemActivityReporting C u435255
TeminalCapabiity Utiites C U435256
VideoCaptureAdapter C u435257
viTextEdior C U435258
BaseOperatingSystem C U435625
HFT UtliiesandDevice Drivers C U436256
POSIXAsynchronousliOServices C u436267
tyUtiiiesandDeviceDrivers C U436337
DevicesMessageCatalog C U436439
SystemIPL Utiities C U436739
Device DriversRejectUtliies C U436748
GT3/4FamiyDevice Drivers&Microcode C u436779
StreamsDevices, Interfaces& Utiliies C u436782
BaseDeviceDrivers C U436311
ApplicatoninstaliationUtiites C u437028
ObjectDataManager C U437035
cronDaemonUtiiies C U437079
GXT1000DeviceDrivers&Microcode C U437101
TheBaseOperatingSystem C 437134
TheBaseOperatingSystem C 437135
TheBaseOperatingSystem C U437136
TheBaseOperatingSystem C U437137
CommunicationsDeviceDrivers C u437272
DeviceDiagnastics C u437315
Kemel C u437317
MaiFaciites C U437398
3250PackagingReqisite C U491150
bosadtbosadtdaia3.2.00
NoMaintenanceLevelApplied.
bosadtbosadtabj3.2.00

3250bosadtMaintenanceLevel C U491125
ThebsProgram C u428255
LocaleManagementUtiiies C U428260
lexProgram C U428263
yaccProgram C u428265
DOSDeviceMerge Utiiity C u435121
AssemblerUtiiies C U435259
ClLanguage SourceUtiiies C U435260
FORTRANLanguageUtiiies C U435261
fintProgram C 435262
makeProgram C U435263

ProgramDebugUtiiies C u435264
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SourceCodeControl(sces)Utiities C u435265

bosadtlib.ohj32.00
3250bosadtMaintenanceLevel C U491125
BSDSystemAdministrationHelp C U428266
HFTProgrammingExamples C U428267
Newhardwerefastlibrary C u428263
BaseDevelopmentLibraries&Indudefiles C u432448
BaseDevelopmentLibraries&Indudefiles C 432449
BaseDevelopmentLibraries&Indudefies C u432450
ProgrammingExamples C U435266
intProgramRulesDatabases C u435267
IndudeFies C U435306
IndudeFies C 436252
bosadtprof.0bj3.20.0
3250bosadtMaintenancelLevel C 491125
PerformanceProflingUtiliies C U4349%
BaseProflingSupport C U435923
bosadtxde.0bj3.200
3250hosadtMaintenanceLevel C U401125
xdeProgramDebugger C U428269
bosext1.csh.obj3.200
3250hosextl MaintenanceLevel C U491126
CShel C U434995
bosextl.ecs.0hj3200
3250hosextl MaintenanceLevel C U491126
bosextl.extcmds.data32.0.0
3250bosextl.dataMaintenancelLevel C U491127
manDatabase C u428271
bosextl.extcmds.o320.0
3250basextl Maintenancelevel C U491126
MathCalculatorUtiities C u428272
PerformanceMonitoringUtiiies C U435122
bosext1. mh.obj3.200
3250hosextl MaintenanceLevel C U491126
mhMailProgram C U435268
bosext1.uucp.0bj3200
3250hosextl MaintenanceLevel C U491126
uucpProgramandUtiliies C U435269
bosext1.vdidd.0bj3.2.00
3250hosextl MaintenanceLevel C U491126
VideoCaptureAdapterUtiities C u435270
bosexi2.accto320.0
3250hosext2MaintenanceLevel C U491128
SystemAccountingUtiiies C u435271
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bosext2.ate.00j3.20.0
3250bosext2Maintenancelevel
Simple TerminalEmulator

bosext2. dc8023.0bj3.2.00
3250bosext2MaintenancelLevel
8023DataLinkControl

bosext2.dicether.0bj3.20.0
3250bosext2MaintenancelLevel
EthemetDatalLinkControl

bosext2 dicfddi.ohj3.2.00
3250bosext2MaintenancelLevel
FDDIDataL inkControl

bosext2 dicglic.obj3.2.00
3250bosext2MaintenancelLevel
QLLCDatalLinkControl

bosext2 dicsdic.0bj3.2.0.0
3250bosext2MaintenancelLevel
SDLCDatal inkControl

bosext2.dictoken.ohj32.00
3250basext2Maintenancelevel
TokenRingDataLinkControl

bosext2.dosutil.ohj3.20.0
3250bosext2Maintenancelevel
DOSFile&DiskUtiliies
bosext2.games.ohj3.200
3250bosext2Maintenancelevel
MiscellaneousAmusements

bosext2Im.data3.2.0.0

3250bosext2.dataMaintenanceLevel

bosext2 x25app.0bj3.2.00
3250bosext2MaintenancelLevel

X25Appications

bosnetncs.0bj32.00
3250bosnetMaintenanceLevel

bosnetnfs.0hj3.20.0
3250bosnetMaintenancelLevel
NFSClientUtiities
NFSServerUtliies
NFSSMIT Utiities
NFSClientUtiities

C U401128

C u435272
C U401128
C u435172
C U401128
C u435174
C U401128
C U435173
C U401128
C U435176
C U401128
C u435177
C U401128
C U435175
C U401128
C u435124
C U401128

C U428284
C U491129
C U491128
C u435179

C U491130

C U428286

C U434753
C U491130
C u428287
C U435128
C U435273
C U436325
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bosnetsnmpd.obj3.20.0
3250bosnetMaintenanceLevel

SimpleNetworkManagementProtocolDaemon(Agent)

SNMPDaemon

bosnettcpip.0bj3.20.0
3250bosnetMaintenancelLevel
TCPAPClentUtiities
TCPAPServerUtiiies
TCPAPSMIT Utiities

bslen US.aixloc3200
3250bsIMaintenancelLevel

bslen USpcloc32.00
3250hsIMaintenancelevel

bsmEn_US.msg3.200
3250bsmEn_USMaintenanceLevel
BaseSystemMessages-U.S.English
SMITInstallMessages-U.S.English
BaseSystemMessages-U.S.Engiish

bspEn _US.info325.0
NoMaintenanceLevelApplied.

bssEn USinfo3250
NoMaintenanceLevel Applied.

duster.dient3.1.00
NoMaintenanceLevel Applied.
HACMP/6000

dustercvm3.1.00
NoMaintenanceLevelApplied.

cduster.senver3.1.00
NoMaintenanceLevelApplied.
HACMP/6000

sdbk_dntohj2.3.0.11
NoMaintenanceLevelApplied.

serdasdmc3.20.16
NoMaintenanceLevelApplied.

sysback0bj3.20.30
NoMaintenanceLevel Applied.

txtfimtbib.data3.2.00
3250txtfimtdataMaintenanceLevel

txtfimtbib.obj3.2.00
3250txtimtMaintenanceLevel
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C

U491130
u432417

C u43s274

C u435114
C U435275

C

C

U491130

u435276

U491131

U401131

U491133

u437316

438726

u438726

U491156

U491155



TextFomatingBilography Utiiies

ttimtgraf.obj3.20.0
3250txtimtMaintenanceLevel
Tektronics TerminalDrivers

tdfimthpiint3.2.00
3250txtimtMaintenanceLevel

txtfimtibm3812int3.20.0
3250txtimtMaintenanceLevel
IB\M-3812Fonts

txtfimtibm3816./nt3.20.0
3250txtimtMaintenanceLevel

txtimtspel data32.00

3250ttt dataMaintenancelevel

txtimtspel.oj3.2.00
3250xtimtMaintenancelLevel
SpelCheckerUtiites

pdfimttfs.data3.2.00

3250txtfimtdataMaintenanceLevel

txtfimtifs.00j3.200
3250txfmtMaintenanceLevel
TextFomattingUtiiies
TextFomattingUtiliies

ttfimtts.0j32.00
3250xtimtMaintenancelLevel

PostscriptFomeatter

tdtfimtxqov.00j3.2.0.0
3250xtimtMaintenancelLevel

XPreviewUtity

xlccmp.obj1.3.0.0

3250xiccmpl.3MaintenanceLevel

StateCodes:
A-Applied.
B—Broken.
C-Committed.

N-NotInstalled,butwaspreviouslyinstaled/seenonsomemedia.

-—Superseded, notAppled.
?-InconsistentState...Runippchk-v.

C U428350
C U491155
C U428351
C U491155
C U491155
C U428390
C U491155
C U491156
C U491155
C u428352
C U491156
C U491155
C U428353
C u439408
C U401155
C u42834
C U491155
C U435300
C U491204
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E.2.18 TTY: Definitions

tyO:

Speed 9600

parity none

bpc

Stops

xon yes

tem dumb

login disable

runmodes hupd cread briintjieml,opost ialb3,onicrisigicanon,echoechoe,echokech
octlechokejimaxbeliexten

logmodes hupd cread,echoe,cs8xon,ixoff
autooconfig avaiable

imap none

omap none

E.2.19 ODM: Customized Attributes

thusO T
tooncly T
toonclv T
tooncly T
tooncly T
toonclvg T
toonclvg T
toonclwg T
toonclvg T
toonclvg T
toonc2v T
toonc2v
toonc2v T
toonc2v T
ten0t
ten0t
ten0t
ten0t
tentD T
tentD T
tert0
tentl
tentl T
tentd T
tertl
tgda0 T
todeO T
tgda0 T
tgda0 T
tgda0 T
todeO T
tgda0 T
thdlt
thdlt
thdlt
thd2t

thus_iocc_ mem 1
toopes T

fia t
Tivserial id t
tsize T
tauo on T
tpvt

tpvt

tsete T
twvgseid id - T
toopes T

tinra T
thserial d t
tsize t
throadcast T
tretaddr T
tnetmask T
tsete T
thus io addr 1
tdma_bus ment
tdma M T

Thus intr M t
thus mem addr T
tdma_bus ment
tdma M T
thus mem st 1
tdmal st 1
tdma2 stat 1
tdma3 stat 1
tdmad st 1
tdma channel 1
fitlevd t
tira 1

tlabel T
Tivserial id t
tira 1
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toxffio

21

fct
100014732b5a004bel T
t10t

tnt

0000098547 77a0910000000000000000 T
+000009854777a5060000000000000000 T
ot
100014732h5ac04be T
2t

fct
T00014732b5a004be2 T
71

19. 3. 5. 2551

19. 3. 5. 79t

1255. 255. 255. Ot

Tfupt

107290 T

0x902000

TOxX7 1

TOOT

+Oxd4000 T

10x3a2000 T

TOx6t

T0Oxc4000

+0xa00000 T

+Oxc00000 T
10x1400000
T0x1600000 T

toxat

toxat

fct

1/ homet
1t000147325ccaf23c4 T
fct



the2t
the2t
the2t
tha3t
tha3
tha3
tha3t
thoat
thoat
thoat
thoat
thest
thest
thest
thest
thest
thoot
thaot
thdot
thal7t
thel7t
tha7t
tha7t
thost
thost
thost
thdovar 1
thdovar 1

thaisk0
theiskL
theisie
thisia
theiskd
theisis
theis6
thio +
thio +
thio +
e 1
e t
Hoghestl
Hoghestl
Hoghestl
HoghestL
Hoghest2
Hoghest2
Hoghes2
MestL

hMestL

MestL

MestL

Mes2

Mes2

Mes2

—+ —+ —+ —+ —+ —+ —+

—+ =+ —+ —+ —+ —+ —+

—+ —+ —+ —+ —+ —+ —+

Tlabel T
teerialid T
tsize T

tinra 1

Tlabel T
teerialid T
tsize T

tinra 1

Tlabel T
teerialid T
tsize T

tinra 1
thvserial d T
trelocaisble T
tsize T

Type T

thvserial d T
fsze t

Type T

tinra 1
thvserial d T
fsze t

Type T

tinra 1
thvserial d T
Type T

tia  t

tlabel t
thvserial d T
Toud T

toud T

tovd T

Toud T

Toud T

toid T

tovd T
toonsoe T
toefauk disp T
towkh path T
‘thostname
froue t
toopes
tia  t
thvserial d T
Type t

toopes
toerialid T
Type T

toopes 1
tlabel T
toerialid T
tsze T

toopes 1
tlabel T
toerialid T

1/ usr T
t000147325ccaf23c.6
1135t

fct

T/ tmpt
1t000147325ccaf23c5
151

fct

Tt
1t000147325ccaf23c.3
T3t

tet
1000147325ccaf23c8
nt

2t

thoot T
1000147325ccaf23c2
120t

tpaging T

tet
1000147325ccaf23c9
2t

Tsysdump t

fct
1000147325ccaf23c.1
ffdog T

fct

1 var T

1000147325ccaf23c.7
1000111874109e6740000000000000000
110000411925a746100000000000000000
10000029926 79061e0000000000000000
*00002819699e6320000000000000000
*1000005080b8506880000000000000000
10000098547 77a0910000000000000000
0000098547 77a5060000000000000000

tat
toda0 t

1/ usrlibnistocEn_US hitkeymap

tmickey T

Tnet 093174 T
T2t

fct

100014732052910221

tigog t
T2t

100014732ca66234el T

tfsog T
T2t
t/estl

100014732052910222 T

t20t
T2t
t/es2 1

100014732ca66234e2 T

—+ —+ —+ —+ —+ —+ —+
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tves2 1 tsize t 125t

Tmem® tdesc t 132t

Tmemd tsze T 32t

Tmemd type t T0x8 1

tmemt tdesc T 1321

Ttmemt tsze t 132t

tmemt type T t0x8t

ooyt Tovt 1000111874109e6740000000000000000 1
troovg T toae t tot

troohg tvoserial d -t 1000147325ccaf23c t

tsalt tdma M toet

tscs0 tucode T 1/ etchmicrocode/8d77.32.54 t
tserdasda0 T tdma_bus ment 0250000 T

tserdasda0 Tucode t 1/ etcimicrocode/8f78.00.16 t
tserdasdal t Thus intr M T fox7t

tsardasdal t thus io addr +  tOxc400 T

tserdasdal t tdma_bus ment OX800000 T

tserdasdal T tdma M T TOOT

tserdasdal t tucode t t8f780016 1

tsardasdd Tucode T t8f780016 1

tsadasdcl t tdesc T 151t

tserdasdel t Tucode t t8f780016 T

tsiokb0 1 fitlevd T ot

tsysO T thootdisk T thdst

tsysO T tdcache 1 T64KT

tsysO T ticache 1 Tkt

Tsys0 T theylock 1 tromal 1

tsysO T tmodeloode t TOX0010 T

tsys0 t Trealmem T 165536

TsysO T trosime T 19003071302t

tsys0 T tsyscons t/ devhit T

testivg T tauo on T tnt

testivg 1 Tovt +00000299267906160000000000000000
testlvg  t tovt 0000411925a746100000000000000000
testivg T ‘tououm T mnt

testivg T tstete T tot

festlvg  t fweerial id t 10001473205201022 t

testowg T tauo on T tnt

tesg  t tovt +00000508008506880000000000000000
ey t tovt 00002819699e6320000000000000000 1
festwg T tquoum t nt

teswg T tsete T tot

tesg  t twsei id T 100014732ca66234e t

Tiok0 T tat addr T TOx420052280484 1

ok T tdma_bus ment 0x200000 T

Took0 T ting speed 1 ti16t

Tkl T tat addr T TOx420052a8d1f3 1

Tkl T Thus intr M T To6T

Tkl T thusio addr T  t0x96a0 T

okl T tdma_bus ment 10x352000 T

Tkl T tdma M TO6T

Tiokl T tiing speed 1 t16t

to T tretddr T 19. 3. 1. 45t

to T tretmask 1255. 255. 255. 0t

0 T tsete T tupt
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gEERR

—+ —+ —+ —+

throadcast T
tretaddr T
tnetmask
toate T
tsyval T

19. 3. 4. 255t

19.3. 4. 79t

1255, 255. 255. 0t

Tupt

13 1¢81540011131a1912f1716010702c05d04bd2a003b
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E.3 HACMP CONFIGURATION

E.3.1 Cluster (Command: clisclstr)
D Name

1 disney
E.3.2 Nodes (Command: cllsnode)

NODEQgoofy:
Interfacestonetworketnetl
Senvice Interface: Name goofy en, Afibute private, IP address 93580
Interfacestonetworkrsnetl
Service Interface: Name goafy iyO, Aftibute seial, IP address /devityO
Interfacestonetworktmetl
Boot  Interface: Name goofy_boot, Aftibute publc, IP address 93146
Senvice Interface: Name godfy, Attibute public, IP address 93180
Standby  Interface: Name goafy sb, Attribute public, IP address 9.34.80

NODE mickey
Interfacestonetworketnetl
Service Interface; Name mickey en, Attibute private, IP address 9.35.79
Interfacestonetworkrsnetl
Service Interface: Name mickey ty0, Afibute serial, IP address /devityO
Interfacestonetworkimetl
Boot Inteface: Name mickey boot, Attoute public, IP address 9.3.145
Service Interface; Name mickey, Altribute public, IP address 93.1.79
Standby  Interfface: Name mickey sh, Atfibute public, IP address 9.34.79

E.3.3 Networks (Command: clisnw)

Network Atroute  Node Adapter(s)
enetl pivale  goofy goofy_en

mickey mickey_en
rsnetl sevial goofy gooly_tyO

mickey mickey_tyO
tmetl publc gooly  (gooly_boojgoolygooly_sb

mickey (mickey boaf)mickeymickey sb

E.3.4 Adapters (Command: cllsif)

Adapter Type Network NetType Atbuie  Node P
goofy en senvice  enetl ether private goofy 93580
goaly ty0 savice rsnetl rs232 sevial goafy [devittyO
goofy_boot boat tmetl token publc gooly 93146
goofy senice  tmetl token public goaly 93180
goofy sb sandoy  tmetl token publc gooly 93480
mickey_en senice enetl ether pivae  mickey 93579
mickey _tyO senice rsnetl 1s232 serial mickey  /deuftyO
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boot metl  token
senice tmetl  token
sandoy  tmetl  token

public
public
public

mickey boot
mickey
mickey sb

E.3.5 Topology (Command: cliscf)
ClusterDescripionofClusterdisney

ClusteriD:1
Therewere3networksdefined:etnetl, rsnetl, tmetl
Thereare2nodesinthiscluster.

NODEgoofy:
Thisnodehas3seviceinterface(s):

Senvicelnterfacegooly en:
IP address: 93580
Hardware  Address:
Network: enetl
Attribute; private

Senicelnterfacegoofy_enhasnostandbyinterfaces.

Senvicelnterfacegoofy tyO:
IP address: [devityO
Hardware  Address:
Network: rsnetl
Attribute; serial

Senicelnterfacegoafy_ttyOhasnostandbyinterfaces.

Senvicelnterfacegoofy.
IP address: 93180
Hardware  Address:
Network: metl
Atfribute:

Ox42005a8d113
publc

Senicelnterfacegoofyhasapossiblebootconfiguration:

Boot (Aemate Sewvice) Interface; goofy boot
IP address: 93146
Network: tmetl
Attribute: public
Senicelnterfacegoofyhas1standbyinterfaces.
Standby  Inteface 1 gooly sb
IP address: 93480
Network: tmetl
Attribute; public
NODE mickey:
Thisnodehas3serviceinterface(s).

mickey 93145
mickey 93179
mickey 934.79
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Senvicelnterfacemickey_en:
IP address: 93579
Hardware  Address:
Network: enetl
Attribute; private

Senicelnterfacemickey_enhasnostandbyinterfaces.

Senicelnterfacemickey_ttyO:
IP address: [devityO
Hardware  Address:
Network: rsnetl
Attribute: sevial

Senvicelnterfacemickey _tyOhasnostandbyinterfaces.

Senicelnterfacemickey.
IP address: 93179
Hardware  Address: 0x42006aa80484
Network: metl
Attribute: publc

Senvicelnterfacemickeyhasapossiblebootconfiguration:
Boot (Atemate Service) Interface: mickey boot
IP address: 93145
Network: tmetl
Attribute; public
Senicelnterfacemickeyhas1standbyinterfaces.
Standby  Interface 1: midkey _sb
IP address: 934.79

Network: tmetl
Attribute; publc

Breakdownofnetworkconnections:

Connectionstonetworketnetl
Nodegoafyisconnectedtonetworketnetl bytheseinterfaces:

goofy en

Nodemickeyisconnectedtonetworketnetl bytheseinterfaces:
mickey_en

Connectionstonetworkrsnetl
Nodegoafyisconnectedtonetworkrsnetl bytheseinterfaces:

goofy_ty0
Nodemickeyisconnectedtonetworkrsnetlbytheseinterfaces:
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mickey_ttyO

Connectionstonetworktmetl
Nodegoafyisconnectedtonetworkimet! bytheseinterfaces:
goofy_boot
goofy
goofy_sb

Nodemickeyisconnectedtonetworkimetl bytheseinterfaces:
mickey boot
mickey
mickey sb

E.3.6 Resources (Command: clshowres -n All)
RunTimeParameters:

NodeName Al

DebugLevel
HostusesNISorNameServer

E.3.7 Daemons (Command: clshowsrv -a)

Subsystem Group PID Status
clstrmgr duster inoperative
clinfo duster inoperative
dsmuxqpd duster inoperative
clockd lock inoperative
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E.4 HACMP EVENTS and AIX ERROR NOTIFICATION

Inthefollowing pagesyouwilindshellscriptswhichhavebeenprefixedby CMD, PRE,POSand
REC. Readtheexplanationsgivenbelowinordertounderstandwhattheyareallabouit.

Whenyouhaveunderstoodthat, thenyouwileasilyunderstandwhattheycontain.

E.4.1.1 Event Processing Overview
TheHACMPdaemonswhichrunonthevariousdusternodesallcommunicateamongstthemselves.
Theyreacttothe 32 predefineddustereventssuchas:

- Node2hasjustrejoinedthecluster

- Anetworkhasjustfailed
Defaultshellscriptsforalloftheeventsareinthedirectory/ustishin/dusterfevents.
Someafthescriptsarejustemptyshellswhichyoucancustomizeaccordingtoyourneeds.

Itis advisable NOT to modify the original scripts.  Select the event you wish to customize.

This is copied into the JusHACMP_ANSS/script directory and prefixed by CMD_ (for example,
network_down->CMD_network_down).
Theeventsarecorfiguredinthe ODM. Theeventobjectdassiscaled/etclobjreposHACMPevert.
Asthelocation oftheeventscriptiobe executedis storedwithinthe object, itisnecessary

to modify the path name, either with SMIT or use the tool and let it do it for you
auometicaly.

E.4.1.2 The PRE and POST shell scripts

Sometimes itis necessary to cany out a certain action before (PRE) or after (POS) an event
scriptisexecuted.  An example may be sending a message PRE_stop _server before stopping the

server application through CMD_stop senver.  Then once it has taken place, sending another
messageviaPOS _stop_senver.

ThePREandPOST eventsarealsomodifiedby SMIT orbythetoo!.

Theyareplacedinthe/ustHACMP_ANSS/scriptdirectoryaswell.

E.4.1.3 The RECOVERY shell script

Eacheventshould sendaretumcode of Offithas successfully completedexecution.  Ifnat,
then  HACMP will notterminate the event property and you will see anumber of messages onthe
consoe.

We can customize a reaction to a script terminating with a non 0 exit status by executing a
RECOVER¥cript. This  scriptwill be executed one or more times depending onhowyou have set
the Retry CounterfieldintheSMITEventCustomizationpanel.

OnceagaintheRECOVERY scriptisconfiguredeitherthroughSMIT orwiththetool.

Atemplate is created for you (if you use the tool) in JustHACMP_ANSS/script with the event
name prefixed by REC _ (forexample, REC network_down). The shellscriptisempty,andyouare
freetocustomizeitasyouwish.

E.4.1.4 Primary Events

Event Causeandacton
config_too long Sendsa periodic console messagewhenanodehasbeenin reconfiguration
formorethansixminutes.
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fal_stanchy

jon_standby
netvork doan

network_doan_complete

network_up

network up_complete

node_doan

node_down_complete

node_up

node_up_complete

Swap_adapter

swap adapter complete

evert_enor

Sends a console message when a standby adapter fails or is no longer
availablebecauseithasbeenusedtotakeoverthe IPaddress ofanother
adapter.
Sendsaconsolemessagewhenastandbyadapterbecomesavailable.

Occurswhenthe cluster determinesthatanetwork hasfailed. The event
saipt provided takes no default action, since the appropriate action

wilbesiteLANspecific.

Occurs only after a network_down eventhas successfuly completed.  The

evert script provided takes no default action, since the appropriate

actionwilbesite/ ANspecific.

Occurswhen the cluster determines that a network has become available.

Theeventsaript provided takes no defaultaction, since the appropriate

actionwilbesitel ANspecific.

Occurs only aftera network_up event has successfuly completed.  The

event script provided takes no defauit action, since the action will be
Sl AN spediic.
Occurs when a node is detaching from the duster, either voluntarily or

due to a failure. Dependingon  whether the node is local or remote,
eitherthe node_down localor node down_remotesubeventiscalled.

Occurs only after a node_down event has successfuly completed.
Depending on whether the node is local or remote, either the
node_down_local_complete or  node_down remote complete sub event is
caled

Occurswhenanodeisjoiningthecluster.  Dependingonwhetherthethe

node is local or remote, either the node_up_local or node_up_remotesub
evertiscalled.

Occursonlyaftera node_up eventhassucoessfully completed. Depending
onwhetherthenodeislocalorremote, eitherthe node_up_local complete
or node up_remote completesubeventiscaled.

Exchanges or swaps the IP addresses of two network interfaces. NISand
namesenvingaretemporariytumedoffduringthisevent.

Occurs only after a swap_adapter event has successfully completed.
Ensures that the local ARP cache is updated by deleting entries and
pingingdusterlPaddresses.

OccurswhenanHACMPeventscriptfailsforsomereason.

E.4.1.5 Secondary Events

BEvent
aocquire_senvice_addr

acquire_takeover_addr

et disk \g fs

Causeandaction

Configuresbootaddressestothe correspondingserviceaddressandstarts

TCPIP servers and network daemons by running the telinit -a command.
HACMP modifies the /etcinitiab file by setiing all the TCPAP related

startuprecordstoarunievelof a.

AcquirestakeoverlPaddressby checking coriguredstandby addressesand
swappingthemwithfalledserviceaddresses.
Acquiredisk,volumegroupandfilesystemresourcesaspartoftakeover.
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node_down local Releases resources taken from a remote node, stops application senvers,

releases aservice addresstaken fromaremote node, releases concurrent
voume  groups, unmounts file systems and reconfigures the node to its
boot address.

node_down local complete Instructs the dluster manager to exit when the local node has completed

detaching fom the duster. This event only occurs afier a
node_down_1ocal eventhassuccessfullycompleted.

node_down remote Unmounts any NFS flle systems and places a concurrent volume group in

non-concurrentmodewhenthelocalnodeisthe onlysunivingnodeinthe
duster. If the failed node did not go down gracefully, acquires a
faled node  ¢s resources: fle systems, volume groups and disks and

senice address.

node_down remote_complete Starts takeover application servers if the remote node did not go down
gracefuly. This event only occurs after a node_down_remote event has
Successfuly completed.

node_up local When the local node attaches to the duster: acqures  the senvice

address,  dears the application server file, acquires fle systems,
volume groups and disks resources, exports fle systems and either
activates concurent volume groups or puts them into concurrent mode
dependinguponthestatusoftheremotenode(s).

node_up local complete Startsapplicationsenversandthencheckstoseeifaninactivetakeover
is needed. This event only occurs after a node_up_local event has
Successfuly completed.

node_up remote Causesthelocalnodetoreleaseallresourcestakenfromtheremotenode

andtoplacetheconcurrentvolumegroupsintoconcurrentmode.

node up remoe compete  Alows the local node to do an NFS mount only after the remote node is

completely up. This event only occurs after a node_up_remote eventhas
successiuly completed.

release senice addr Detachestheseniceaddressandreconfigurestoitsbootaddress.

release takeover addr Identifiesatakeoveraddresstobereleasedbecauseastandbyadapteron

thelocalnodeismasgueradingasthe serviceaddressoftheremotenode.
Recoriguresthelocalstandoyintoitsoriginalrole.

release g fs Releasesvolumegroupsandfilesystemsthatthelocalnodetookfromthe
remote  node.
start senver Startsapplicationsenvers.
stop_senver Stopsapplicationservers.
E.4.1.6 HARDWARE and SOFTWARE Errors
AIX has a daemon temdemon T which is alerted by the kemel whenever a HARDWARE or SOFTWARE
incidenttakes place. Errors are logged into the AlX error log, and can be examined with the
tempt T command

166

There exists an object dass /etc/objreposfermoatify in ODM which can be customized for the
special handling of errors.  The customization can be canied out with SMIT, and consists of

configuringthetypesof errorstobe dealtwith, andthe actiontobetakenwhensuchanerror
oocurs. Thisis done through the definition of a scriptto be executed whenthis eroris put
intothe AlXerrorlog.

The program emr_select can also be used for the customization of enor handling.  Itcreates
templatesin/ustHACMP_ANSS/scriptfor youtocustomize.  Allofthese templates are prefixed
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by emor .  The name of the fle depends on the type of error selected (for example,
emor_SCS).

E.4.2 Script: /usr/HACMP_ANSS/script/CMD_node_down_remote
thisflehasnotbeenmodified

E.4.3 Script: /JusrfTHACMP_ANSS/script/CMD_node_up_remote
thisflehasnotbeenmodified

E.4.4 Script: /usr/HACMP_ANSS/script/POS_node _down_remote
#/oinksh
#progam  :POS _node_down_remote

#role runaftertheevent

#arguments:  $l=eventname

# $2=retumcode

#wittlen WedDec1316:43:25CST1995
#modified :

JustHACMP_ANSSHoolstod var

STATUS=0

(it Tn=POST-EVENT————%(dale) T
pint  fon:$hostname) t

pint  TAFTER:$1 T

pint  tretumcode:$2 t) >> $L0G

#Enteryourcustomizingcodehere

HHHHHAHHHHHAHHAHHHENDOFCUSTOMIZATIO
retum$STATUS

E.4.5 Script: /Jusr/fHACMP_ANSS/script/PRE_node_down_remote
#binksh
#Program  :PRE node down remote

#Role :runbeforetheevent

#Aguments:  $1=eventname

# andtheparameterspassedin
#Witten - WedDec1316:43:224CST1995
#Modfied :

JustHACMP_ANSSHoolstod var

STATUS=0

(it  trFPREEVENT————$(date) t
pint  Ton:$hostname) t

pint  tBEFORE:$1 1

shit

pint  TinputParameters:$* t) >>$.0G

#Enteryourcustomizingcodehere

HHHHH A AHAHHHHENDOFCUSTOMIZATIO
retum$STATUS

Part 1. Cluster Documentation Tool Report

167



E.4.6 Script: /usr/HACMP_ANSS/script/PRE_node_up_remote
#binksh
# Progam : PRE node up remote

#Role :runbeforetheevent

#Aguments:  $1=eventname

# andtheparameterspassedin
#Witten - WedDec1316:50:41CST1995
#Modfied :

JustHACMP_ANSSHoolstod var

STATUS=0

(Eint  trFPREEVENT———$(date) t
pint  Ton:$hostname) t

pint  tBEFORE:$1 t

shit

pint  TinputParameters:$* t) >>$.0G

#Enteryourcustomizingcodehere

mail-s  tBentAlet T thiess@thiessen.austinibm.com<<END
Nodegoofyisabouttore-enterthecluster. Userswillbe
migratedbackfromnodemickey.

END

wall  TMachinegoofyhasbeenrecoveredandiscomingorHine.
Therewilbeashortinterruptionforusersofmachinegoofy.

Pleaselogoffyourapplicationnow.

YouwillbeabletologintoyourapplicationagainwithinSminutes. t
Skeep10

HHHHHEHHHAHHHHAHENDOFCUSTOMIZATIO
retum$STATUS

E.4.7 Script: /Jusr/HACMP_ANSS/script/error_NOTIFICATION
#binksh

#

# name :emor NOTIHCATION

#  INPUTparemeters:$1to$8sentbyempt

#  Description : caledbyeacherror,sendsamessage
# intohacmp.emrog
#Variables:

JustHACMP_ANSSHoolstod var

STATUS=0

G=$(tputsmso)

F=${tputmso)

LOGH$ERREURShacmpeniog 1

(print e Sy ropandcaseofirmop ik t
pint  tHOSTNAME=$hostname) DATE=$(date) T
pint  Tsequencenumberinemrorlog=$1 t
pint  femorlD =2 1
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pint  temorciass = t
print  fenortype = t
pint  talertfag = t
pint  fresourcename = t
print  tresourcetype =$7 t
pint  Tresourceclass = t
pint  temorlabel = t

) >> $0G

#DONOTFORGETTOsetTO_WHOMinerror_MAIL
JusHACMP_ANSSHoolsERROR_TOOL/ermor MAIL$1$2$3$4$5$657$3$9

#DONOTFORGETTOsetQUEUEInerror_PRINT
#.JustHACMP_ANSSHoolsERROR _TOOL/ermor_ PRINT$1$2$3$4$5$6$7$3%9

retum$STATUS

E.4.8 Script: /usr/HACMP_ANSS/script/error_SDA
#binksh

#Whitenby: AUTOMATE
#astmodificationby***who**
#

# soript emor SDA

# parameters.8parameters(documentedinerror NOTIFICATION)
#

#ARGUMENT Sreceived:

# Tsequencenumberintheenorlog=$1

# temorlD =
# temordass =

# Tenortype =
# taertfeg =

# tresourcename =
# Tresourcetype =$7
# fresourcedass =

# temorlabel =

—+ =+ —+ —+ —+ —+ —+ —+ —+

#Varables;

JustHACMP_ANSSHoolstod var

STATUS=0

(echo frremor SDA— = “dae T

echo TERRORDETECTED:emor SDA 1) |tee-a$ERREURShacmp.emmog>ideviconsole
SSCRIPTS/emror NOTIFICATION

HHHHHH RS TARTOFCUSTOMIZATIO
#
LOCALNODENAME=$(usrshindusterfutiiies/get local nodename)

mail-s  tEmorAlert T thiess@thiessen.austiniom.com<<END
AnerorhasbeendetectedontheHACMPdusternode$L OCALNODENAME
lookatthe SLOGfileonthenode.

DEVICE=%6

ADAPTER=$3

Thesystemwillbeshutdownandtheusersmovedtoabackupnode.
END
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wall  TSystemwillbeshutiingDownin20Seconds. Pleaselogoffnow.
YouwilbeabletologintoyourapplicationagainwithinSminutes. t
Seep20

# ThiscommanddoesashutdownwithtakeoverofHACMP

Justisbindusterfutiiies/cistop-y ¢N¢ ¢g ¢
sleep5

# Wenowwanttoshutdownthemachine, untlouradministratorcan
#  investigatetheproblem.

fetc/shutdonn-F

HHHHHH R ENDOFCUSTOMIZATION
reum$STATUS

E.4.9 Script: /usr/HACMP_ANSS/script/event_ NOTIFICATION
#binksh

#

# name :event NOTIFICATION

#  INPUT paremeters:$1=nameoftheevent

# $2=startorcomplete

# $3=retumcodeif$2—complete
# altheargumentssenttotheevent
#

#  Destiption : caledbyeachevent
HittHHHHHHVanables

JusHACMP_ANSStoolstool var

STATUS=0

(it tNENOTIFCATION $date) T

pint  fon:$hostname) t) >> $.0G
if [$2= dsat ¢ ]
then
quand= TSTART:$L t
shift2
agumens= fargumens:$* T

guand=TOUTPUT:$1
arguments= fretumcode:$3 t

(it  tSuandt ; pint  tSaguments T ) >> $LOG

#DONOTFORGETTOSetTO WHOMinevent MAIL
JsTHACMP_ANSSHoolsEVENT TOOL/event MAIL$1$2%$3

#DONOTFORGETTOsetQUEUEInevent PRINT
#/usTHACMP_ANSSHoolsEVENT TOOL/event PRINT$1$2$3$4$5$6$7$8

retum$STATUS
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E.4.10 Script : /Jusr/THACMP_ANSS/tools/tool_var

HACMP=ustHACMP._ANSS
D=$HACMP/dessin
S=$HACMPJscript
T=$HACMP/ools
U=SHACMPIutis
L=$HACMPlocks
G=$(tputsmso)
N=$(putmso)

if [!-d$U ]
thenmkdir$u

fi

#Heonf var

#Variables:  PRODUIT=directorycontainingHACMPcommands
SCRIPTS=directorycontainingcustomizedeventscripts
ERREURS=directorywhereemormessagesarewitien
TOOLS  =directorycontainingthetoolsthemselves
BACKUP  =directorywheretheoriginaldefaultscriptsaresaved
UTLS = directoryconainingutliiesusedbythetools
PRODUIT=/ usrisbin/custer t

HACMPH usHACMP_ANSSt

SCRIPTS=T$HACMPSscript - T

TOOLSF$HACMProOs T

ERROR_TOOIS$TOOLSERROR _TOQL
EVENT_TOOL$TOOLSEVENT_TOCL

DOC_TOOL$TOOLSDOC TOGL
CONF_TOOL$TOOLS/ICONF_TOGL

UTILS=T$HACMP/utis T

BACKUPHSHACMP/badup

DESSIN=f$HACMP/dessin T

LOCKSTSHACMPIodks T

ERREURSH vaHACMP_ANSSiog T

if [-diustHACMP_ANSS/script ]

then

HHH R H

mkdirustHACMP_ANSS/script
fi
if [-dustHACMP_ANSShackup ]
then

mkdirustHACMP_ANSShackup
fi
if [-diustHACMP_ANSSutis ]
then

mkdirusfHACMP_ANSS/utis
fi
if [-diustHACMP_ANSShocks ]
then

mkdirustHACMP_ANSS/ocks
fi
expotPATH=  tSPATHSTOOLSS$SCRIPTSSPRODUITSUTILS
LOGH${ ERREUR%hacmpeventog 1
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E.5 SYSTEM FILES

E.5.1 File: /etc/rc

#binksh

#@@E06 113 comVcigletcic.sh,bosbos3204/300114:25:11
#
#COMPONENT_NAME:(CFGETC)Multi-usermodesystemsetup
#

#FUNCTIONS:rc

#

#ORIGINS:27

#

#(C)COPYRIGHT IntemationalBusinessMachinesCorp.1989,1990
#AIRightsReserved

#LicensedMaterials-PropertycfiBM

#

#USGovemmentUsersRestictedRights-Use, duplicationor
#disdosurerestrictedby GSAADP Schedule ContractwithIBMCorp.
#

Jusrhin/dspmsgrc.catl ¢StaringMuli-userlnitializationn
PATH=sbinJusrbinusiuchi/etc:;

ODMDIR=/etc/objrepas

exportPATHODMDIR

#VaryonalVolumeGroupsmarkedasauto-varyon.
#(rootvgalreadyvariedon)

dspmsgrc.cat2 ¢ Performingauto-varyonofVolumeGroups
letclcigvg

#Actvatealpagingspacesinautomaticlist
#(thoselistedin/etc/swapspaces)

dspmsgrc.cat3 ¢ Activatingallpagingspaces n¢
fetclsvapon-a

#Performfilesystemchecks
#The-fllagskipsthecheckiftheloghasbeenreplayedsuccessfully
fsck-fp

#PerformallaLtomounts
dspmsgrc.cat4 ¢ Performingallautomaticrounts n¢
mountall

#Removeletc/nologinifieftbehindbyshutdown
m-fletcinologin

#Runningexpresenvetorecovervieditorsessions
Justfiblexpreserve-2>/devinul

#Whiteadummyrecordtofile/usr/adm/salsa<date>tospecify
#thatsystemstartuphasoccurred.
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#dspmsgrc.cat6 CWhitesystemstartuprecordto/usriadmisalsa
#bin/su-root-clusriio/sa/sadciusradmisalsa “date+%d -

#Manufacturingpostinstallprocess.
#Thismustbeattheendofthisfile, fetcirc.
if [-xfetcimigicpreload ]

then
letofgytc pretoed
fi

dspmsgrc.cats ¢Mulruseriniializationcompletech ¢
exito

E.5.2 File: /etc/rc.net
#binksh

“dae "¢

#Q#H)0 118 comlcmdhetnetstartic.net,cmdnet bos320,9150320k12/11/9114:40

4

#

#COMPONENT_NAME.CMDNET  (fetchcnet)

#

#ORIGINS:27

#

#(C)COPYRIGHT IntemationalBusinessMachinesCorp.1985,1989
#AIRightsReserved

#LicensedMaterials-PropertycfiBM

#

#USGovemmentUsersRestrictedRights-Use,duplicationor
#disclosurerestrictedby GSAADP Schedule ContractwithIBM Corp.
#

#HACMPG000

#HACMP6000 TheselinesaddedbyHACMPE000s0fware

[ T$11 = t-boot T ] &&shift || exit0#HACMPG000
#HACMPG000

#rc.net-calledbycfgmgrduring2ndbootphase.

#

#Configuresandstarts TCP/IPinterfaces.

#Setshostname, defaultgatewayandstaticroutes.
#Note:althestdoutshouldberedirectedtoafie (e.g./devinull),

# becausestdoutisusedtopasslogicalname(s)backtothecfgmgr
# tobeconfigured.  TheLOGFILEvariablespecifiestheoutpuitfie.
#Thefirstsectionofrc.netconfiguresthenetworkviathenew

# configurationmethods. - Thesecorigurationmethodsrequirethat
# theinterfaceandprotocalinformationbeenteredinthe ODM

# database(witheitherSMIT orthehighlevelconfigurationcommands
# (mkdev,chdev).
#Thesecondsection(commentedout)isanexampleoftheequivalent

# tradiionalcommandsusedtoperformthesamefunction.  Youmay
# usethetraditionalcommandsinsteadoftheconfigurationmethods
# ifyouprefer.  ThesecommandsdoNOTusetheODMdatabase.
#Thethirdsectionperformsmiscellaneouscommandswhichare

# compatiblewitheitheroftheprevioustwosections.
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#

#Closefiledescriptor Land2becausetheparentmaybewaiting
#forthefiledesc.1and2tobeclosed.  Thereasonisthatthisshell
#scriptmayspawnachidwhichinheritallthefile descriptorfromtheparent
#andthechildprocessmaystilberunningafterthisprocessisterminated.
#Thefledesc. 1and2arenotclosedandleavetheparenthanging
#waitingforthosedesc.tobefinished.

#LOGHLE=devinul  # LOGFILEiswhereallstdoutgoes.
LOGHLE=tmpicnetout # LOGFILEiswhereallstdoutgoes.
>3 OGHLE # truncateLOGFILE.

execl<&- #closedescriptorl

exec2<&- #closedescriptor2

execl</devinul #opendescriptorl

exec2< ldevinul - # opendescriptor2

no-dlowclust #setcusterlowwatermark

#Partl-ConfigurationusingthedataintheODMdatabase:
#Enablenetworkinterface(s):

#Thisshouldbedonebeforeroutesaredefined.
#Foreachnetworkadapterthathasalreadybeenconfigured, the
#ollowingcommandswilldefine, loadandconfigureacorresponding

#interface.
fustfiaimethods/def >>$L OGHLE 2>&1
Jusrfibimethodsiclgif  $* >>$ OGFILE 2>&1

#  SpedalX25andSLIPhanding

#Inadditiontoconfigurethenetworkinterface,  X25andSLIP
#interfacesrequirespecialcommandstocompletethecoriguration
#Thex25xatecommandbringthex25translationtableintothe
#kemelwhietheslattachchangesthettyhandingforthetty
#portusedbythetheSLIPinterface.  Aseparateslattachcommandis
#executeforeverytty portusedbyconfigured SLIPinterfaces.

X25HOST=Isdev-C-cif-sXT-txt-Savailable )
if [!z TEX2BHOST |

then
X25xate >>8 OGHLE 281
fi
SLIPHOST= Isdev-C-cif-sSL-tsl-Savailable [awk ¢ print$1
forin$SLIPHOST
do
echo$i >>$ OGHLE2>&1
TTYPORT=satr-E-1$i-F tvaue T -atyport )
TTYBAUD=sattr-E-1$i-F tvaue T -abaudate -
TTYDIALSTRING= Isatir-E-$i-F fvaue T -adalsting )
m-fletclocksLCK.$TTYPORT
if [-z T$TTYBAUD -a -z 1$TTYDALSTRING ]
then
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FromHOST= “katr £ 4 $§ F tvalue T -a netladdr

DestHOST= “leatr £ 4 $ F tvale T a dest
SLIPMASK= “lsatlr £ 4 & F tvaue T -a nemask ~
if [ z T$SUPMASKF ]
then

ifconfig $SUPHOST inet $HomHOST $DestHOST up
else

ifconfig $SUPHOST inet $HomHOST $DestHOST netmask $SLIPMASK up
fi
( sattach $TTYPORT ) >>$LOGFILE 2>&1

else

eval DST=¢$TTYDIALSTRINGE >SS$ OGHLE 2>&1

( eval satiach $TTYPORT $TTYBAUD ~ ¢$DST ) >>$LOGH

#Configurethelntemetprotocolkemelextension(netinet):

#Thefollowingcommandswillalsosethostname, defaultgateway,
#andstaticroutesasfoundinthe ODMdatabaseforthenetwork.
Justfibimethods/definet >>$ OGFILE 2>&1
Jusribimethods/ciginet >>H OGFILE 2>&1

#Partll-Tragiional Corfiguration.

#Analtemativemethodforbringingupalthedefauttinterfaces
#istospecifyexplicitywhichinterfacestoconfigureusingthe
#ifconfigcommand.  fconfigrequirestheconfigurationinformation
#bespecifiedonthecommandine.  lfconfigwilnotupdatethe
#informationkeptinthe ODMconfigurationdatabase.

#

#Velidnetworkinterfacesare:

#lo=localloopback, en—standardethemet,et=802.3ethemet
#sk=serialinelP, r=802.5tokenring, xt=X.25

#
#e.g.enOdenotesstandardethemetnetworkinterface, unitzero.
#
#Belowareexamplesofhowyoucouldbringupeachinterfaceusing
#ifconfig.  Sinceyoucanspecifyeitherahostnameoradotied
#decmaladdresstosettheinterfaceaddress, itisconvenientto
#setthehostnameatthispointanduseitfortheaddress of
#aninterface,asshownbelow:

#

#hinhostnamerobo.austinibomcom  >>$LOGHLE2>&1
#

#(Rememberthatifyouhavemorethanoneinterface,

#you ClwanttohaveadifferentiPaddressforeachone.
#Below,xuooxxxstandsfortheintemetaddressforthe

#Hoveninterface).

#

#usrisbinffconfigioOinetioopback ~ up>>$LOGHILE2>&1
#lusr/sbinffconfigenOinet “hostname = up>>$LOGHLE2>&1

LE 2>>$LOGHLE
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#iusrishinffconfigetOineboocoox  up>>$ OGHLE2>&1
#usrfsbinffconfigiOineboooooxx  up>>HOGHLE2>&1
#lusrisbinffconfigslOinebooxxxxx  up>>$LOGHLEZ2>&1
Husr/sbinffoonfigOinebaxxxx  Up>>SLOGHLE2>&1

#

#

#Nowwesetanystaticroutes.

#

#lust/sbinrouteaddOgateway >>$ OGHLE2>&1
#lusrsbinfouteadd192.9.201.Ogateway >>$ OGFILE2>&1

#Partlll-MiscellaneousCommands.

#Setthehostidandunameto “hostname ™ ,wherehostnamehasbeen
#setviaODMinPartl,ordirectlyinPartll.

#(Noteitisnotrequiredthathostname, hostidandunameallbe

#thesame).

Jusrisbinhostd “hostname -~ >>H OGHLE2>&1
bnuname-S  “hosname |sed ¢s2F ¢ SSHLOGHLE2>&1

#Thesocketdefaultbuffersize(initialadverized TCPwindow)isbeing
#settoadefaultvalueof16k(16384). Thisimprovestheperformance
#orethemetandtokenringnetworks.  Networkswithlowerbandwidth
#suchasSLIP(SerialLinelntemetProtocol)and X 250orhigherbandwidth
#suchasSerial OpticalLinkandFDDIwouldhaveadifferentoptimum
#huffersize.

# OPTIMUMWINDOW=Bandwidth*Round Trip Time)

if [-flusrisbinno ];then
Justfsbinho-otcp_sendspace=16384
lusrisbinho-otcp _recvspace=16384
fi

fetcino-oipforwarding=0
fetcino-oipsendredirects=0

E.5.3 File: /etc/hosts

#@E47 11 comiomdhethetstarthosts,bos,bos3207/24/9110:00:46
#

#COMPONENT_NAME:TCPIPhosts

#

#FUNCTIONS:loopback

#

#ORIGINS:26 27

#

#(C)COPYRIGHT IntemationalBusinessMachinesCorp.1985,1989
#AIRightsReserved

#LicensedMaterials-PropertycfiBM

#

#USGovemmentUsersRestictedRights-Use, duplicationor
#disdosurerestrictedby GSAADP Schedule ContractwithIBMCorp.
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#

# letchosts

#
#Thisflecontainsthehostnamesandtheiraddressforhostsinthe
#network.  Thisfileisusedtoresolveahostnameintoanintemet
#address.

#

#Atminimum, thisflemustcontainthenameandaddressforeach
#devicedefinedfor TCPinyour/etcinetfle.  tmayalsocontain
#entriesforwelHaown(reserved)namessuchastimesenver
#andprintserveraswellasanyotherhostnameandaddress.

#

#Thefomatofthisfleis:

#intemetAddress Hosname # Comments
#litemsareseparatedbyanynumberofblanksandiortabs. A
#indicatesthebeginningafacomment;charactersuptotheendafthe
#linearenatinterpretedbyroutineswhichsearchthisfile.

#linesareallowed.

#intemetAddress Hosname # Comments

#1929.2001 net0sample #ethemetnameladdress
#12810001 token0sample # tokenringname/address
#10202 X25sampe #  x.25namefaddress

127001 loopbacklocahost  # loopback(o0)name/address
#Cluster1-disney

93179 mickey.iscaustinibm.commickey
93479 mickey shitscaustinibmoommickey sb
93579 mickey_enitscaustinibm.commickey_en

93146 gooly boatiscaustiniom.comgoofy boot
93180 gooiyitscaustiniom.comgoofy

93480 goofy shitscaustinibmoomgoafy sb
93580 godfy enitscaustinibm.comgoofy en

#Cluster2-dave

9313 hadavel boatitsc.austinibom.comhadavel boot
93116 hadaveliscaustinibm.comhadavel
934.16 hadavel shitscausinibm.comhadavel sb

9316 hadave2 boatitsc.austinibom.comhadave2_boot
93117 hadave2iscaustinibm.comhadave2
93417 hadave? shitscaustiniomoomhadave? sb

#Client&Others
93143 pluto
93174 gandalf

920046194  sunveyor

920041111  axil

9200324 0560

93416 hadavel shitscausiniomocomhadavel sb
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9313  hadavel boctiscaustiniomcom hadavel boot
93145 mickey boctiscausiniomoom mickey

E.5.4 File: /etc/filesystems

*@Eflesysems@()29 118  comciyletcflesystems, bos,bos3208/21/0108:32:3
1

*

*COMPONENT_NAME.CFGETC

*

*FUNCTIONS:

*

*ORIGINS:27
*(C©)COPYRIGHTIntemationalBusinessMachinesCorp.1985,1991
*AllRightsReserved

*LicensedMaterials-PropertyofiBM
*USGovemmentUsersRestictedRights-Use, duplicationor
*disclosurerestrictedby GSAADP Schedule ContractwithIBMCorp.

*

*Thisversionoffetcfilesystemsassumesthatonlytherootflesystem
*iscreatedandready.  Asnewfilesystemsareadded,changethecheck,
*mount,free, log, volandvfsentriesfortheappropriatestanza.

dev =/devihd4
vis =j
log =/devind8
mount = automatic
check = fase
type = bootfs
val =root
free = tue
/home:
dev =/devindl
val = 1/ homet
mount = true
check = tue
free = fase
vis =
log =/dev/hd8
fusr
dev =/devihd2
S =j
log =/devind8
mount = automatic
check = fase
type = bootfs
val =fusr
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mount =
check =
options = w
acoount = fakse
fest2:
dev = /devMest2
Vvis =
log = ldeviogvest2
mount =
check =
options = w
acoount =

E.5.5 File: /etc/inetd.conf

#

#COMPONENT_NAME:TCPIPinetd.conf

#

#FUNCTIONS:

#

#ORIGINS:26 27

#

#(C)COPYRIGHT IntemationalBusinessMachinesCorp.1985,1989
#AIRightsReserved

#LicensedMaterials-PropertycfiIBM

#

#USGovemmentUsersRestictedRights-Use, duplicationor
#disdosurerestrictedby GSAADP Schedule ContractwithIBMCorp.

#

# fetcinetd.conf

#

# Intemetserverconfigurationdatabase

#

# Senvicescanbeaddedanddeletedbydeletingorinsertinga

# commentcharacter(ie.#)atthebeginningofaline  Ifinetd

# isrunningunder SRCcontrolthenthe tineimp T commandmust
# beexecutedtoimporttheinformationfromthisfietothe

# InetServODMobjectdlass, thenthe ‘frefresh-sinetd T command
# needstobeexecutedforinetdiore-readthelnetServdatabase.

#

# NOTE: The TCP/IPsenversdonatrequire SRCandmaybestarted

# byinvokingtheservicedirectly(i.e./etcinetd). ffinetd

# hasbeeninvokeddirectly,aftermodifyingthisfie,senda

# hangupsignal, SIGHUPtoinetd (ie. kil-1 tpd of ined 7).
#

# requirethattheportmapdaemonberunning.

#

# senvice socket protocol wait!  user senver  sener program
# name type nowait program anguments
#

##Thefollowinglineisthenewstyletftpdaemon-allowswritecreate.
##Thefollowinglineneedstobeuncommentedandruninetimptoenabletfipd
##Thefollowinglineisforinstalingoverthenetwork.
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echo stream ttp  nowai root intemal
echo dgram udp  wait root intemal

dscad  stream tp  nowait root intemal
dscad  dgram udp wait root intemal
dayime  stream o nowait root intemal
dayime  dgram udp wait root intemal
chagen  stream ttp  nowait roct intemal
chagen  dgram udp wait root intemeal
fip steam tp  nowait root fetchpd fipd

thet sream tp nowat  root fetcteined tenetd

me sream  tp nowatt  root intemal

time dgram udp  waitrootintemal

#ooojps  dgram udp wait root /etcbootpd bootpd

#fp  dgam  udp veit nobody  /etchfipd tpd -n

#Hinger sream  ftp nowait  nobody  fetcfingerd fingerd

#rexd sunpc top Iop  waitroot Jusrfetciperexd rexd 100017 1
executiond sunmc top top  wait root Jusiippisdiexecutiond executiond 300201 1

comp ed  sunmpc top top  wait root fusiippisdiexecutiond comp ed 33333332 1
rstatd sunpc_udp udp  wait root fusretaiperstatd rstaid 100001 1-3
rusersd  sunpc udp udp  wait root Jusretciperusersd rusersd 100002 1-2
rwald sunmc udp udp  wait root usretciperwald mald 100008 1
sprayd sunmpc udp udp  wait root fustetcipesprayd sprayd 100012 1
ponfsd sunmpc_udp udp  wait root fetcipepenfsd penfsd 150001 1

exec stream top nowait root fetcirexecd rexecd

Hoiff dgram udp watt roat /fetcloomsat comsat

login Stream tp  nowait root /etciiogind rogind

shell stream ttp  nowait root /etcishd rshd

#alk dgram udp wait root fetctakd takd

ntak dgram udp wait root /etctakd takd

uucp stream ttp  nowai root /etcuucpd uucpd

#instsiv - stream o nowait netnst  Auhetinsthininstsivinstsiv+
fmphetinstallog/unetinstiscripts

godm stream tp  nowait root fusrsbindusterigodmd

E.5.6 File: /etc/syslog.conf

#A@E34 19 comiomdietisyslogd/sysiog.conf,omanet bos325,933132506/13/9314:
5239

#

#COMPONENT_NAME:(CMDNET)Networkcommands.

#

#FUNCTIONS:

#

#ORIGINS:27

#

#(C)COPYRIGHT IntemationalBusinessMachinesCorp.1983,1989
#AlIRightsReserved

#LicensedMaterials-PropertyofiBM

#

#USGovemmentUsersRestictedRights-Use, duplicationor
#disdosurerestrictedby GSAADP Schedule ContractwithIBMCorp.
#

#ietclsyslog.conf-controloutputofsysiogd

#
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#

#Eachlinemustconsistoftwoparts:-

#

#1)Aselectortodeterminethemessageprioriiestowhichthe

#  lineapplies

#2)Anaction.

#
#Thetwofieldsmustbeseparatedbyoneormoretabsorspaces.
#

#ormat

#

#<msg src list> <destination>

#
#where<msg_sre_listisasemicolonseparatediistof<facility>.<priority>
#where:

#

#<facility>is:

# *-all(exceptmark)

# mark-imemarks

# kem,user,maildaemon,auth,...(seesyslogd(AIXCommandsReference))
#

#<priority>isoneof(fromhightolow):

#  emegfancaertaiter(onwam(ng)notice)info,debug

# (meaningallmessagesafthispriorityorhigher)

#

#<destinaion>is:

# flename-logtothisfie

# usemame [usemame2.. ] -witetouser(s)
# @hostname-sendtosyslogdonthismachine
# *-sendtoallloggedinusers

#

#example:

# Tmailmessages,atdebugorhigher,gotoLogfie. Flemustexist
# talfadiities,atdebugandhigher,gotoconsole

# Talffaciies,atcritorhigher,gotoallusers t
# maidebug fustispoolimaueuelsysiog

# *debug [deviconsoe

# Ao *
#HACMP/6000CriticalMessagesfromHACMP/6000
local0.crit/deviconsole
#HACMP/6000InformationalMessagesfromHACMP/6000
localOinfolusriadmydusterlog
#HACMP/B6000MessagesfromClusterScripts
user.noticelustiadmidusterog

—+

E.5.7 File: /etc/inittab
. @@49 128 comidyletciniab, bos, bos320 10391 104651

: COMPONENT_NAME: CFGETC
ORIGINS:3,27
(C)COPYRIGHT IntemationalBusinessMachinesCorp.1989,1990

AlRightsReserved
LicensedMaterials-PropertycfiBM
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USGovemmentUsersRestrictedRights-Use, duplicationor
disclosurerestictedby GSAADP Schedule ContractwithiBMCorp.

:Note-initdefauttandsysinitshouldbethefirstandsecondentry.

int2intdefavit

brc::sysinit/shin/rc.boot3>/deviconsole2>&1#Phase3ofsystemboot
powerfall:powerfall/etcic. powerfai>deviconsole2>&1  # d51225
rc2wait/etoic>/deviconsole2>81 - #MulHUserchecks
focheck2wait/usribicdwmfocheck>/deviconsole2>&1 #run/etcfirstoot
sicmstr2respawnieto/sremstr # SystemResourceController
harc2wait/usr/sbin/dusterfetcharc net#HACMPG000networkstartup
rctepipawait/etcic.topip>/deviconsole2>&1#Start TCPIPdaemons
renfsawait/etcie.nfs>/deviconsole2>81 #StartNFSDaemons
cons0123456789respanwn/etc/getty/deviconsole

pobe2waitbinim-fusripdipioflags*  # Cleanupprinterflagsfies
cron2respawn/etc/cron

gdaemon:await/bin/startsrc-sgdaemon

witesiv.awalthinstarsc-switesv

uprinti:2:respanwnzetcuprintid

rencs.awaitshetoienes

infod:2:once:startsrc-sinfod

ty02:0fffetc/getty/devittyO
cvimB000:2wait/usr/shin/duster/dvim-cstatus#Check CLVMstat
cintawaittouch/ust/shin/duster telinittHACMPE000 Thismustbelastentryininitiab!
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E.6 CONTENTS OF THE HACMP OBJECTS IN THE ODM

E.6.1 odmget of /etc/objrepos/HACMPadapter

HACMPadapter:
type= feter t
nemork= tfeetl T
nodename=fgoofy T
ip_label= tgoofy en T
function= tsenvice T
identfier= 19.3.5. 80t
haddr= 1

HACMPadapeer:
type= 232
nemork= tfrsnetl
nodename=tgooly T
ip_label= tgoofy O T
funcion= tsenvice t
identfier= 1/ devity0  +
haddr= 1t

HACMPadapter:
type= ttoken T
newok=  fimetl T
nodename=tgooly t
ip_label= tgooly T
function= tsenice T
identifier= 19. 3. 1. 80t
haddr= 10x42005aa8d1f3 T

HACMPadapter:
type= foken
netvorkk=  fimetl T
nodename= tgooly T
ip_label= tgoofy boat T
function= thoat T
identifier= 19. 3. 1. 461
haddr= 1t

HACMPadapler:
type= tioken t
netork= fimetl
nodename=fgoofy T
ip_label= tgoofy sb t
funcion=  tsiancby t
identfier= 19. 3. 4. 80t
haddr= 1

HACMPadapter:
type= fether t
nemork= tfeetl T
nodename= tmickey 1
ip_label= tmickey en t
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function= tsenvice T
idertifier= 19.3.5. 79t
haddr= 1

HACMPadapter:
type= 1232 t
nemork= frsnetl
nodename=tmickey T
ip label=  tmidey 0 T
funcion=  tsenie 1
identiier= 1/ devty0  t
haddr= 1t

HACMPadapter:
type= tioken t

netvork=  timetl
nodename=tmickey T

ip label=  tmickey t
funcion=  fsanvice t
identifier= 19.3. 1. 79t
haddr=  tOx42005aa80484

HACMPadiapier
type= fioken t

nemork= fimetl
nodename=fTmickey 1

ip_label= tmickey boot T
funcion= thoot T
identifier= 19. 3. 1. 45t
haddr= 1

HACMPadapler:
type= tioken t

nemork= fimetl t
nodename=fmickey 1

ip_label= tmickey sb t
funcion=  tsiandby 1
identifier= 19.3.4. 79t
haddr= 1

E.6.2 odmget of /etc/objrepos/HACMPcluster

HACMPduster:
id=1
name= tdsney t
nodename=tmickey T

E.6.3 odmget of /etc/objrepos/HACMPcommand

HACMPcommand:
command= tfcoveriy T
optons=  fsofware T
optfiag=1
path= ft
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numargs=0

ags= Tt

help=  tTodksforverifyingthataclusterisproperyinstalledandconfigured
calslog=  foommandcat t

setno=0

msgno=2

HACMPcommand:

command= fcveriy  t

options=  fduser t

optflag=1

path= 17

numargs=0

ags= Tt

help=  tTodlsforverifyingthatadlusterisproperyinstalledandconfigured
calslog=  foommandcat t

setno=0

msgno=3

HACMPcommand:

command=fcverify.sofware T

options=  fhost

optiag=1

path= 1t

numargs=0

ags= Tt

help= tVerfiesthatyoursoftwareervironmertiscompatiblewithHACMP
calalog=  fcommaendcat T

Setno=0

msgno=6

HACMPcommand:

command=fcverify.sofware T

opons=  fprereq T

optflag=1

path= 17

numargs=0

args= tt

help=  tVerifiesthatyoursoftwareenvionmentiscompatiblewithHACMP
calslog=  foommandcat t

setno=0

msgno=7

HACMPcommand:
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command=fclverify.sofware T

optons=  thadps T

optflag=1

path=  tt

numargs=0

ags= Tt

help=  tVerifiesthatyoursoftwareenvionmentiscompatiblewithHACMP
calalog=  foommandcat t

setno=0

msgno=8
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HACMPoommand:
command=fdverify.sofware t
optons=  fipp T
optlag=1
path= 171
numargs=0
ags= 1
help=  TVerifiesthatyoursofwareenvironmentiscompatiblewithHACMP t
catalog=  foommandcat t
setno=0
msgno=8

HACMPoommand:
command=Tdverify.duster )
optons=  tfiopoogy T
optflag=1
path= 11
numargs=0
ags= 1
help= tVeriiesthatyourdusterisconfiguredproperly t
caalog=  fcommandcat T
setno=0
msgno=9

HACMPoommand:
command=tdverify.duster )
options=  foorfg t
optlag=1
path= 11
numargs=0
ags= 1
help=  TVerifiesthatyourdusterisconfiguredproperly t
catalog=  foommandcat t
setno=0
msgno=10

HACMPoommand;
command=Tdverfy.sofwareprereq )
options=  ft
optlag=0
path= 1/ usiisbindusteridiag/cvreq t
numargs=0
ags= 1
help=  fVerifesthatallixestoAlXrequiredbyHACMPhavebeeninstalled t
catalog=  foommandcat t
setno=0
msgno=13

HACMPoommand;
command=fdverfy.sotwarelpp )
options=  ft
optlag=0
path= 1/ usiisbin/dusteridiagicvhacmp t
numargs=0
ags= 1
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help=  1VerfiesthatHACMPispropertyinstalled t
catdlog=  foommandcat t

setno=0

msgno=14

HACMPcommand:
command=tdverify.sofwarebos t
optons=  ft
optlag=0
path= 1/ usrishindusteridiag/chMoos t
numargs=0
ags= Tt
help=  tVerifiesthatthe AlXleveliscorectior HACMP
cadlog=  foommandcat t
setno=0
msgno=15

HACMPcommand:
command=tdverify.sofware badptfs t
optons=  ft
optlag=0
path= 1/ usrisbindusteridag/chvinval t
numargs=0
ags= Tt
help=  tVerfiesthatnoknownPTFsthatbreakHACMPareinstalled
catdlog=  foommandcat t
setno=0
msgno=16

HACMPcommand:
command= fdverify.dusteropology t
optons=  fcheck T
optflag=1
path= 17
numargs=0
ags= Tt
help=  tVerfiesthatalclusternodesagreeondlustertopology
catdlog=  foommandcat t
setno=0
msgno=17

HACMPcommand:
command=fdverify.dusteropology t
optons=  fsync T
optflag=1
path= 17
numargs=0
ags= Tt
help=  tForcesaldusternodestoagreeondustertopology
catdlog=  foommandcat t
setno=0
msgno=18

HACMPoommand:
command=Tdverify.duster.topology.check t
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options= Tt

optflag=

path= 1/ ustishin/dusteridiag/clconfig t

numargs=1

ags= 1ttt

help=  tVerifiesthataldusternodesagreeondustertopology t
caidlog=  foommandcat t

setno=0

msgno=19

HACMPcommand:
command=Tdverify.duster.topology.sync t
opons=  ft
optflag=0
path= 1/ ustishindusteridiag/clconfig )
numargs=2
args= fst ¥
help=  tForcesaldusternodestoagreeondustertopology )
callog=  foommandcat t
setno=0
msgno=20

HACMPcommand:
command=Tdverify. duster.config t
optons=  frewwoks T
opifiag=1
path= 1t
numargs=0
args= tcommandcat T
help= 1Verfiesthatclusterresourcesareproperlyinstalled T
catalog= 1t
setno=0
msgno=23

HACMPcommand:
command= Tdverify. duster.config t
options=  fresources t
optflag=1
path= 11
numargs=0
ags= 11
help=  tVerifiesthatdusterresourcesareproperlyinstalled )
callog=  foommandcat t
setno=0
msgno=22

HACMPcommand:
command=Tclverify.duster.config t
optons=  thath t
optflag=1
path= 17
numargs=0
ags= 11
help=  1Verfiesthatclusterresourcesareproperlyinstalled T
caalog=  fcommandcat T
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setno=0
msgno=21

HACMPcommand:
command=tdverify.duster.confignetworks t
optons= Tt
optlag=0
path= 1/ usrishbindusteridiag/dconfig t
numargs=2
args= fwvt 7
help=  tChecksforproperconfigurationofnetworkadaptersandttylines
calslog=  foommandcat t
setno=0
msgno=25

HACMPcommand:
command=tcverify.duster.configresources t
optons= Tt
optlag=0
path= 1/ usiisbin/dusteridiag/dconfig t
numargs=2
ags=  tvr 7
help=  tChecksforagreementonresourceonnershipandtakeoverdistribution
calalog=  foommandcat t
setno=0
msgno=26

HACMPcommandt:
command=tdverify.duster.confighath t
optons= Tt
opifiag=0
path= 1/ usrisbindusterfdiag/dooniig t
numargs=1
ags= tv it
help= tRunshoththenetworksandresourcesprograms t
catalog=  foommandcat t
setno=0
msgno=24

HACMPcommand:

command= fadag t

optons=  flogs T

optlag=1

path= 17

numargs=0

ags= 1

help=  tAlowsforselectedviewingofHACMPlogfies,enablesdebuggingoftheC
lusterManagger, orenablesdumpingofallLockManagerresources. t

catalog=  foommandcat t

setno=0

msgno=27

HACMPoommand:
command= fddieglogs T
options=  fsoipts  t
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optiag=1

path= 11

numargs=0

ags= Tt

help= TAlowsforselectedviewingofscriptoutputorsysiogoutput.

cadlog=  foommandcat t

setno=0

msgno=28
HACMPcommand:

command=tddiaglogsscripts t

optons=  ft

optlag=0

path= 1/ usisbindusteridiagldd logiiles t

numargs=2

args=  Tdsoips f

help= fscips [Hhhost | [s] [f] [ddays ]| [Rfle
where:

-hhost  isthenameafaremotehostfromwhichtogatherlogdata

S fitersStart’Completeevents

£ fitersfailureevents

ddays definesthenumberofpreviousdaysfromwhichtoretrievelog

Rile isfletowhichoutputissaved

event isa listofdusterevents
Allowsforparsingthemphacmp.outfile
+
calslog=  foommandcat t
seno=0
msgno=29
HACMPcommand:
command= fddeglogs t
options=  fsysog t
optflag=1
path= 17
numargs=0
ags= 1
help=  tAlowsforselectedviewingofscriptoutputorsysiogoutput.
calslog=  foommandcat t
setno=0
msgno=30
HACMPcommand:
command=tddiaglogssysiog t
optons= Tt
optlag=0
path= 1/ usiisbindusteridiagidd logfles t
numargs=2
args=  tisysog
help= fsysog [-Hhost ] [e] [w] [ddays ] [-Rfle
where:
-hhost  isthenameafaremotehostiromwhichtogatherlogdata
€ fitersemorevents
W fiterswamingevents

] [eert.. ]

] [process.. ]
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-ddays definesthenumberofpreviousdaysfromwhichtoretrievelog
Riile isfletowhichoutputissaved
process  isa listofclusterdaemonprocesses

Alowsforparsingthe/usadmcuster ogfie.
T
caidlog=  foommandcat t
setno=0
msgno=31

HACMPcommand:

command= fddeg t

options= fdebug t

optflag=1

path= 11

numargs=0

ags= 1t

help=  tAlowsforselectedviewingofHACMPIlogfiles,enablesdebuggingoftheC
lusterManager,orenablesdumpingofallLockManagerresources. t

calslog=  foommandcat t

setno=0

msgno=32

HACMPcommand;
command= fddegdebug T
optons=  fdsmgr T
optiag=1
path= Tt
numargs=0
args= Tt
help=  tEnablesdebuggingofthe ClusterManagerorthedumpingofthelockresour
cettble. T
catalog=  foommandcat t
setno=0
msgno=33

HACMPoommand:
command=Tddiag.debugdstmgr t
options=  ft
optlag=0
path= 1/ usisbindusteridiag/idd_debug t
numargs=2
args=  t-dstmgr t
help=  fdstmgr [devel ] [-Rile ]
where:
dlevel  isthelevelofdebuggingperformed(0-9,whereOtumsdebuggingof)

Rile  isthefletowhichoutputissaved

AllowsforreaHimecistrmgrdebugging.

.l.
catalog=  focommandcat T
setno=0
msgno=34
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HACMPcommand:

command= tddagdebug T
options=  fdodd t
optflag=1

path=" 1t

numargs=0

ags= 1

help= tEnablesdebuggingoftheClusterManagerorthedumpingofthelockresour

cetable. T

catdlog=  foommandcat t
setno=0
msgno=35

HACMPcommand:

where!
Rile isthefletowhichoutputissaved

command=tddiagdebugdodd t
optons=  ft

optlag=0

path= 1/ usisbindusteridiagldd debug t
numargs=2

args= t4dockd t

help= fdlockd [-Rfle ]

Allowsdumpingofthel ockResource Table.

T

caldlog=  foommandcat t
setno=0
msgno=36

HACMPcommand:

command= fddag

optons=  fvgs T

optflag=1

path= 11

numargs=0

ags= 11

help=  tFindsvolumegroupinconsistenciesamonghaostsandthedisks.
caldlog=  foommandcat t

setno=0

msgno=37

HACMPcommand:

where:

command= fodagvgs t

options= Tt

optflag=0

path= 1/ usiisbindusterdiagidd vgs t
numargs=0

ags= 1t

help= twgshostnames  [wwolume groups ]

-hhostnames isa listof2to8hostnamesseparatedbycommas
wolume_groups  isa listofvolumegroupnamesseparatedbycommas
Note: Spacesarenotalowedbetweenhostnameentriesonvolumegroupentries
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Checksforconsistenciesofvolumegroupsamonghosts,ODMs,anddisks.
T

caldlog=  foommandcat t

setno=0

msgno=38

HACMPcommand:
command= fddag
optons=  frace t
optflag=1
path= 1
numargs=0
ags= 11
help=  tObtainsasequentalfiowoftimestampedsystemevents.
caidlog=  foommandcat t
setno=0
msgno=39

HACMPcommand:
command=tddiagtrace t
opons=  ft
optlag=0
path= 1/ usishindusterdiagidd_trace t
numargs=0
ags= 1t
help= ftace [4me ] [Rfle ] [4 ]daemon..
where:
Htime  isthenumberofsecondstoperformthetrace
Rfle isfletowhichoutputissaved
| choosesamoredetailedtraceoption
deemon isa listofdusterdaemonstotrace

AllowsfortracngHACMPdaemons(dstrmgr, clockd,dsmuqpd, clinfo).
T

caldlog=  foommandcat t

setno=0

msgno=40

HACMPcommand:
command= fddeg t
optons=  femor t
optflag=1
path= 11
numargs=0
ags= 11
help=  tDisplaysenorsfromtheernroriog(hardware, software, system)thatoccur
inthecluster. t
calalog=  foommandcat t
setno=0
msgno=41

HACMPcommand:
command=tddiag.emor t
options= Tt
optfiag=0
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path= 1/ usrisbinidusterdiag/dd_error t
numargs=0
args= 1
help=  tenortype [-hhost ] [Rfle ]
where:
typeisoneof.
shot - shot eror report
long - long enor repott
duster - HACMP/B000 spediic shoit error report
-hhost  isthenameafaremotehostfromwhichtogatherlogdata
Riile isfletowhichoutputissaved

Allowsforparsingthesystemerroriog.

T
caldlog=  foommandcat t
setno=0
msgno=42

E.6.4 odmget of /etc/objrepos/HACMPevent

HACMPevent
name= tswap adapter t
desc= TScriptruntoswaplPAddressesbetweentwonetworkadapters.
setno=0
msgno=0
catalog= T
cmd= 1/ usrsbindusterieventsiswap adapter t
notfy= 1t
pre= 1t
post= 1Tt
recv= 1t
count=0

HACMPevert
name= tswap adapter compete T

desc= tScriptrunaftertheswap adapterscripthassuccessfullycompleted.

setno=0
msgno=0
caplog= Tt

cmd= 1/ usrshindusterievenisiswap_adapter_complete t

notfy= 1
pre= Tt
post= tt
recv= 1t
count=0

HACMPevert
name= fnewmok up T

desc= tScriptrunafieranetworkhasbecomeacve. t

setno=0

msgno=0

catalog=  ft

cmd= 1/ usishindusterevenishetwork_up t
notfy= 1t
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pre= 1t
post=" 1t
recv= 1t
count=0

HACMPevent

name= tnemork down t

desc= tScriptrunwhenanetworkhasfailed. t
setno=0

msgno=0

catalog= T

cmd=1/ usishindusterevenishetwork_down t
notfy= 1t

pre= Tt

post= 17

recv= Tt

count=0

HACMPevent

name= Tnemok up compete T
desc= TSciptrunafterthenetwork_upscripthassuccessfullycompleted.
setno=0

msgno=0

catalog= 1t

cmd= 1/ usrsbindusterevenisihetwvork_up_compleie t
notfy= 1t

pre= Tt

post= ft

recv= 1t

count=0

HACMPevert

name= tnemok down compee T
desc= TScriptrunafterthenetwork downscripthassuccessfullycompleted.
setno=0

msgno=0

caialog= Tt

cmd= 1/ usiisbindusterfevenishetwork_down complete )
notfy= 1t

pre= 1t

post= 1t

recv= 1t

count=0

HACMPevert

196

name= tnode up t
desc= TScriptrunwhenanodeisatiemptingtojointhecluster.
setno=0
msgno=0
catalog= Tt
cmd= 1/ usrsbindusterievenisinode_up t
ify= Tt

= 1t
recv= 1t
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count=0

HACMPevert
name= Tnode doawn
desc= tScriptrunwhenanodeisattemptingtoleavethecluster. t
setno=0
msgno=0
catalog= 1t
cmd= 1/ usrisbindusterievenishode_down t
notfy= 1t
pre= Tt
post= ft
recv= 1t
count=0

HACMPevent
name= tnode up compee T
desc= TScriptrunafterthenode _upscripthassuccessfullycompleted. )
setno=0
msgno=0
catalog= T
cmd= 1/ usrsbindusterfeventsinode_up_complete )
notfy= 1t
pre= 1t
post= 1T
recv= 1t
count=0

HACMPevert
name= tnode down compete T
desc= TScriptrunafterthenode_downscripthassuccessfullycompleted. t
setno=0
msgno=0
catalog= Tt
cmd= 1/ usrisbinidusterevenisinode_down_complete T
notfy= 1
pre= Tt
post= 1Tt
recv= 1t
count=0

HACMPevert
name= tfjon sandoy t
desc=  tScriptrunafterastandoyadapterhasbecomeactive. t
setno=0
msgno=0
catalog=  ft
cmd= 1/ usishindustereventsfoin_standby t
notfy= 1t
pre= Tt
post= 17
recv= Tt
count=0

HACMPevent
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name= tal sandoy T

desc= tScriptrunafterastandbyadapterhasfailed. T
setno=0

msgno=0

catalog=  t

cmd= 1/ usrsbindusterevenisfal standby t
notfy= 1t

pre= 1t

post= ft

recv= 1t

count=0

HACMPevert
name= tacouire_senvice addr )
desc= tScriptruntoconfigureaserviceadapterwithaserviceaddress.
setno=0
msgno=0
catalog= Tt
cmd= 1/ usrshindusterievenis/acauire_service_adadr t
notfy= 1
pre= Tt
post= 1T
recv= 1t
count=0

HACMPevert
name= tacouire_takeover_addr t
desc=  1Scriptruntoconfigureastandoyadapterwithaserviceaddress.
setno=0
msgno=0
catalog=  ft
cmd= 1/ usishindusterfeventisiacquire_takeover_addr t
notfy= 1t
pre= Tt
post= 17
recv= Tt
count=0

HACMPevert
name= tgetdsk g fs T
desc= TScriptruntoacquiredisks,varyonvolumegroups,andmountfiesystems.

setno=0

msgno=0

caialog= Tt

cmd= 1/ usisbindusterleventsiget_disk vg fs )
notfy= 1t

pre= 1t

post= 1t

recv= 1t

count=0

HACMPevent

name= tnode down local T
desc= TScriptrunwhenttisthelocalnodewhichisleavingtheduster.
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setno=0

msgno=0

catalog= T

cmd= 1/ usishindusterfevenisinode_down local t
notfy= 1t

pre= tt

post= 17

recv= Tt

count=0

HACMPevert
name= Tnode down local compete T
desc= TScriptrunafterthenode_down_localscripthassuccessfullycompleted. t
setno=0
msgno=0
catalog= 1t
cmd= 1/ usiisbindusterievenisiode_down local complete t
notfy= 1t
pre= Tt
post= ft
recv= 1t
count=0

HACMPevent
name= tnode down remote T
desc= TScriptrunwhenitisaremotenodewhichisleavingthecluster. t
setno=0
msgno=0
catalog=  tt
cmd= 1/ ustHACMP_ANSS/soiplCMD_node_down remoe 1
notify= 1/ us?tHACMP_ANSShsariptievert NOTIHCATION t
pre= 1/ ustHACMP_ANSS/soiptPRE_node_down_remote T
post= 1/ ustHACMP_ANSSsaiptPOS _node_doan remote t
recv= 1t
count=0

HACMPevert
name= tnode down remote compete T
desc= TScriptrunafterthenode_down remotescripthassuccessfullycompleted. t
setno=0
msgno=0
catalog= Tt
cmd= 1/ usrsbindusterievenisinode_down remote_complete t
notfy= 1
pre= Tt
post= 1Tt
recv= 1t
count=0

HACMPevert
name= fnode up local T
desc= TSciptrunwhenitisthelocalnodewhichisjoiningthecluster. t
setno=0
msgno=0
catalog= Tt
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cmd= 1/ usrishindusterievenisiode up local t
notfy= 1t

pre= Tt

post= 1%

recv= 1t

count=0

HACMPevent

name= tnode_up local complete t
desc= TScriptrunafterthenode up localscripthassuccessfullycompleted.
setno=0

msgno=0

caalog= Tt

cmd= 1/ usrsbindusterievenisinode_up local complete )
notfy= 1t

pre= 1t

post= 1%

recv= 1t

count=0

HACMPevert

name= tfnode up remoe T

desc= TScriptrunwhenitisaremotenodewhichisjoiningthecluster.
setno=0

msgno=0

catalog= Tt

cmd= 1/ ustHACMP_ANSSkcip!CMD_node_up_remote t
notify= 1/ ustHACMP_ANSS/sariptievert NOTIFICATION T
pre= 1/ ustHACMP_ANSSKCipPRE node up remote t
post= 1Tt

recv= 1t

count=0

HACMPevent

name= tfnode up remoe compete T

desc= TScriptrunafterthenode_up_remotescripthassuccessfullycompleted.

setno=0

msgno=0

catalog= T

cmd= 1/ usrishindusterfevenisihode_up_remote_complete t
ify= Tt

post=" 1t
recv= Tt

HACMPevent
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name= Trelease service addr t

desc= tScriptruntoconfigurethebootaddressontheserviceadapter.
setno=0

msgno=0

catalog= 1t

cmd= 1/ usrishindusterievenisielease sevice addr t
notfy= 1t

pre= Tt
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post=" 1t
recv= 1t
count=0

HACMPevert
name= trelease takeover_addr t
desc= tScriptruntoconfigureastandbyaddressonastandbyadapter. t
setno=0
msgno=0
catalog= Tt
cmd= 1/ usrshindusterievenisielease takeover_addr t
nofy= 1
pre= Tt
post= 1T
recv= 1t
count=0

HACMPevert
name= freease g fs t
desc= TScriptruntounmountfiesystemsandvaryoffvolumegroups. T
setno=0
msgno=0
catalog= Tt
cmd= 1/ usishindusterevenisielease vy fs t
notfy= ft
pre= Tt
post= 1Tt
recv= Tt
count=0

HACMPevert
name= fsat sever  t
desc= tScriptruntostartapplicationservers. t
setno=0
msgno=0
catalog= 1t
cmd=1/ usrisbindusterevenisisiart_sernver t
notfy= 1t
pre= Tt
post= 1%
recv= 1t
count=0

HACMPevent
name= tsop sener t
desc= TScriptruntostopapplicationservers. )
setno=0
msgno=0
caialog= Tt
cmd= 1/ usrsbindusterieventsisiop_server )
notfy= 1t
pre= 1t
post= 1t
recv= 1t
count=0
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HACMPevent

name=Tunsiable oo long t
desc= tSciptrunwhentheClusterMangerhasbeenunstablefortoolong.
setno=0

msgno=0

catalog= 1t

cmd= 1/ usrishindusterievenisiunstable too long t
notfy= 1t

pre= Tt

post= 1%

recv= Tt

count=0

HACMPevent

name= toonfig o long T
desc= tScriptrunwhentheClusterMangerhasbeeninconfigurationfortoolong.

setno=0

msgno=0

caalog= Tt

cmd= 1/ usrshindusterfeventsiconfig too_long t
nofy= 1

pre= Tt

post= ft

recv= 1t

count=0

HACMPevent

Sfuly.

name= fevert emor t
desc= TScriptrunwhenapreviouslyexecutedscripthasfaledtocompletesuicces
T

setno=0

msgno=0

catalog= 1t

cmd= 1/ usisbindusterlevenisievent_emror t
notfy= 1t

pre= Tt

post= 1%

recv= 1t

count=0

E.6.5 odmget of /etc/objrepos/HACMPfence

HACMPfence:

pvid=  1000009854777a091 t
mask=TOx00000ff

nodemap=tgoofy:13mickey:12 t

HACMPfence:
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pvid=  1000009854777a5% T
mask=1Ox00000ff

nodemap=tgoofy:13mickey:12 t
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E.6.6 odmget of /etc/objrepos/HACMPgroup

HACMPgroup:
goup=Tmickeyrg T
type= fcascadng T
nodes= tmickeygooly T

HACMPgroup:
group= Tgoofyg t
type= tcascadng T
nodes= fgoofymickey T

HACMPgroup:
group= foonog t

type= fconcument f
nodes= tmickeygoofy T

E.6.7 odmget of /etc/objrepos/HACMPnetwork

HACMPnetwork:
name= teinetl T
ar= fpivete t

HACMPnetwork:
name= trsnetl
atr= tserid T

HACMPetwork

name= tmetl
atr= fpubic T

E.6.8 odmget of /etc/objrepos/HACMPNIM

HACMPIm:
name= tether T
desc= tEthemetProtocol t
addrtype=0
path= 1/ usiisbindusternimsiim_ether T
para= Tt
grace=30
hbrate=500000
cycle=12
HACMPNIm;
name= Tfioken T
desc= TTokenRingProtocol t
addrtype=0
path= 1/ usrsbindusternimsihim_tok t
para= 1T
grace=90
hbrate=500000
cycle=24
HACMPIm:
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name= frs232 t

desc= TRS232SerialProtocol T
addrtype=1

path= 1/ usrishindusternimshim o
para= 1Tt

grace=30

hbrate=1500000

cycle=6

HACMPNIm:

name= tsocc T

desc= tSenialOpticalProtocol
addrtype=0

path= 1/ usrishin/dusterhimshim_socc
para= Tt

grace=30

hbrate=500000

cycle=12

HACMPHIm:

name= fidd T

desc= tHberDataOpticalProtocol
addrtype=0

path= 1/ usisbin/dusternimshim_fddi
para= 1Tt

grace=30

hbrate=500000

cycle=12

HACMPNIm:

name= TPt

desc= tGenericlP 1

addrtype=0

path= 1/ usiisbindusterhimshim_genip
para= Tt

grace=30

hbrate=500000

cycle=12

HACMPIm:

name= fsip T

desc= TSerallPprotocol t
addrtype=0

path= 1/ usrisbindusternimshim_sip
para= 1Tt

grace=30

hbrate=1000000

cycle=12

HACMPNImM:
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name= tftmscs t

desc= TTMSCSISerialprotocol t
addrtype=1

path= 1/ usisbindusterhimshim_tms
para= 1t
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grace=30
hbrate=1500000
cycle=6

HACMPIm:
name= ffcs T
desc= tHberChannelSwitch T
addrtype=0
path= 1/ usiisbin/dusternimsiim_fcs T
para= Tt
grace=30
hbrate=500000
cyce=12

HACMPHm:
name= thpst
desc= tHighPerformanceSwitch t
addrtype=0
path= 1/ usiishindusternimshim_hps t
para= 1t
grace=60
hbrate=500000
cycle=32

E.6.9 odmget of /etc/objrepos/HACMPNIM.120195
E.6.10 odmget of /etc/objrepos/HACMPnim_pre_U438726

E.6.11 odmget of /etc/objrepos/HACMPnode

HACMPnode:
name= Tmickey t
obect=  TVERBOSE LOGGING
value=  thigh T

HACMPnode:
name= tmickey
obect= TNAME _SERVER
vaue= ttue T

HACMPnode:
name= tfgooly T
object=" VERBOSE _LOGGING
value=  thigh T

HACMPnode:
name= tgooly
obect=  tNAME SERVER
vaue= ttue T
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E.6.12 odmget of /etc/objrepos/HACMPresource

HACMPresource;
goup=Tmickeyrg T
name= TSERVICE LABEL}
value=  tmickey T

HACMPresource:
group= Tmickeyrg t
name= THLESYSTEM
value= t/testt T

HACMPresource;
group=  tmickeyg t
name= TEXPORT FILESYSTEM
vaue= t/testl t

HACMPresource:
group=  tmickeyg t
name= TINACTIVE TAKEOVER
vaue= fhise T

HACMPresource;
goup=Tmickeyrg t
name= TDISK FENCING
vaue= fllse T

HACMPresource:

group= Tmickeyrg T
name= 1SSA DISK FENCING

vaue= flalse T
HACMPresource:

group= tgoofyg T

name= TSERVICE LABELf

value=  tgooly f
HACMPresource:

group= tgoolyg T

name= tFALESYSTEM
vaue= t/tes2 T

HACMPresource;
group= tgooiyg T
name= TEXPORT_FLESYSTEM
value= t/tes2 T

HACMPresource:

group= fgoofyg t
name= tINACTIVE TAKEOVER
vaue= flalse T

HACMPresource:
group= fgoolyg
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name= TDISK FENCING
vaue= fllse T

HACMPresource:
group= tgoofyy T
name= 1SSA DISK FENCING
vaue= fllse T

HACMPresource:

group=tfoonag t
name= TCONCURRENT VOLUME_GROUP
value=  toonclwg T

HACMPresource:
group= foonog t
name= TINACTIVE TAKEOVER
vaue= tase t

HACMPresource:

group= foonag T
name= TDISK FENCING
value= tlse T

HACMPresource:
group= foonag t

name= 1SSA DISK FENCING
vaue= fllse T

E.6.13 odmget of /etc/objrepos/HACMPserver
E.6.14 odmget of /etc/objrepos/HACMPsp2

E.6.15 odmget of /etc/objrepos/errnotify

emotify:

en _pid=0

en name= tt

en _persistencefig=1

en label=  tCHECKSTOP

en_crad=0

en class=  ft

en type= Tt

en alertig= tt

en resource= 1t

en ype= Tt

en rdass=  ft

en method= 1/ usiiibrasinotfymeth-1$1-t$9 t
emotify:

en pid=0

en name= tt

en_persistencefig=1

en label=  tCDROM ERR2

en crcid=0
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en cass=  ft

en type= Tt

en_alertig= Tt

en resource= Tt

enype= 1t

en rdass=  ft

en_method= 1/ usribrasiotifymeth1$1-1$6-1$9

emoiiy.

en _pid=0

en name= tt

en _persisiencefig=1

en label=  TCDROM ERR4
en _crcid=0

en class=  ft

en type= ft

en aertfig= tt

en resource= Tt

en iype=  ft

en rdass= T

en method= 1/ usrlibrasiotfymeth1$1-r$6-4$9

emoiy.

en pid=0

en name= tt

en _persistencefig=1

en label=  tCDROM ERR6
en crcid=0

en dass= 1t

en type= Tt

en_alertig= Tt

en resource=
en_ype= 1t

en rdass= 1
en_method= 1/ usribrasiotifymeth1$1-1$6-1$9

emoiiy.

en _pid=0

en name= tt

en _persistencefig=1

en label=  1TAPE ERR3
en _crcid=0

en dass= 1t

en type= ft

en alertfig= tt

en resource= Tt

en iype=  ft

en rdass= T
en_method= 1/ usrlibrasiotifymeth1$1-r$6-4$9

emoiy.
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en pid=0

en name= tt
en_persistencefig=1

en label=  tTMEMORY
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en_crad=0

en class=  ft

en type= Tt

en alertig= tt

en resource= 1t

en ype= Tt

en rdass=  ft

en method= 1/ usiibrasinotfymeth-1$1-t$9 t
emotify:

en pid=0

en name= tt

en_persistencefig=1

en label=  TMEML

en crcid=0

en dass= T

en type= Tt

en alertig= tt

en resource= Tt

en ype=  tt

en rdass=  ft

en method= 1/ usrfibfasiotifymeth1$1-1$6-1$9 t
emoify:

en _pid=0

en name= tt

en _persistencefig=1

en label=  tMEMR

en_crad=0

en class=  ft

en type= Tt

en alertig= tt

en resource= 1t

en ype= Tt

en rdass=  ft

en method= 1/ usrlibfasiotifymeth-$1-1$6-t$9 t
emotify:

en _pid=0

en name= tt

en_persistencefig=1

en label=  TMEMB

en crcid=0

en dass= T

en type= Tt

en alertig= tt

en resource= 1t

en ype=  tt

en rdass=  ft

en method= 1/ usrfibfasiotifymeth1$1-1$6-1$9 t
emoify:

en _pid=0

en name= TTAPE ERR$

en _persistencefig=1
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en label=  1TAPE ERR$

en _crcid=0

en class=  ft

en type= ft

en alertfig= tt

en resource= Tt

en iype=  ft

en rdass= T

en method= 1/ usrlibrasiotifymeth1$1-r$6-$9 t
emotify:

en pid=0

en name= fsda enl T

en_persistencefig=1

en label=  tSDA ERRt

en crcd=0

endass= t-T

en type= -7

en alertig= -1

en resource=  tt

en ype= 1t

en rdass=  ft

en method= 1/ ustHACMP_ANSS/scriptlerror SDA$S1$2$3545556$57$8$9
emoify:

en pid=0

en name= fsda en3 t

en _persisiencefig=1

en label=  tSDA ERRS

en _crcid=0

en cass= f-t

entype= T 7

en_alertig= -1

en resource= Tt

en ype=  ft

en rdass= T

en method= 1/ ustHACMP_ANSS/scriptieror SDA$S1$2$354$556$57$8$9
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List of Abbreviations

ADSM/6000

AIX

APAR

ARP
ASCII

AS/400
CDF

CD-ROM

CLM
CLVM

CPU
CRM

DE
DLC
DMS
DNS
DSMIT

FDDI

F/W
GB
GODM
GUI
HACMP

HANFS

HCON
IBM

1/0

Adstar Distributed Storage
Manager/6000

Advanced Interactive
Executive

Authorized Program Analysis
Report

The description of a problem
to be fixed by IBM defect
support. This fix is delivered
in a PTF (see below).

Address Resolution Protocol

American Standard Code for
Information Interchange

Application System/400

Cumulative Distribution
Function

Compact Disk - Read Only
Memory

Cluster Lock Manager

Concurrent Logical Volume
Manager

Central Processing Unit

Concurrent Resource
Manager

Differential Ended
Data Link Control
Deadman Switch
Domain Name Service

Distributed System
Management Interface Tool

Fiber Distributed Data
Interface

Fast and Wide (SCSI)
Gigabyte

Global Object Data Manager
Graphical User Interface

High Availability Cluster
Multi-Processing

High Availability Network File
System

Host Connection Program

International Business
Machines Corporation

Input/Output

Interface Protocol
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IPL

ITSO

JFS
KA
KB
kb
LAN
LU
LUN
LVM
MAC
MB
MIB

MTBF
NETBIOS

NFS
NIM

NIS
NVRAM

ODM
PAD

POST
PTF

RAID

RISC

SCSI

SLIP

Initial Program Load (System
Boot)

International Technical
Support Organization

Journaled Filesystem
Keepalive Packet

Kilobyte

kilobit

Local Area Network

Logical Unit (SNA definition)
Logical Unit (RAID definition)
Logical Volume Manager
Medium Access Control
Megabyte

Management Information
Base

Mean Time Between Failure

Network Basic Input/Output
System

Network File System
Network Interface Module

Note: This is the definition of
NIM in the HACMP context.
NIM in the AIX 4.1 context
stands for Network
Installation Manager.

Network Information Service

Non-Volatile Random Access
Memory

Object Data Manager

Packet
Assembler/Disassembler

Power On Self Test
Program Temporary Fix

A fix to a problem described
in an APAR (see above).

Redundant Array of
Independent (or Inexpensive)
Disks

Reduced Instruction Set
Computer

Small Computer Systems
Interface

Serial Line Interface Protocol
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SMIT

SMP
SMUX
SNA

SNMP

socc

SPOF
SPX/IPX

System Management
Interface Tool

Symmetric Multi-Processor
SNMP (see below) Multiplexor

Systems Network
Architecture

Simple Network Management
Protcol

Serial Optical Channel
Converter

Single Point of Failure

Sequenced Package
Exchange/lnternetwork Packet
Exchange
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SRC
SSA
TCP
TCP/IP

ubDP
UPS
VGDA

VGSA
WAN

System Resource Controller
Serial Storage Architecture
Transmission Control Protocol

Transmission Control
Protocol/Interface Protocol

User Datagram Protocol
Uninterruptible Power Supply

Volume Group Descriptor
Area

Volume Group Status Area

Wide Area Network
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Array Subsystems 119
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9333 Serial-Link Subsystems 122
9334-011 and 9334-501 SCSI Expansion Units 113
cascading resource groups 44
chinet command 14
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clinfo.rc file 29
cllvm command 28
clsmuxpd daemon 56
clstart command 55
clstop command 57
cluster definition 31
cluster documentation report 137
cluster documentation tool 77
cluster environment definition 31
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cluster verification 53
cluster.log file 56

clverify utility 53

concurrent resource groups 44
concurrent volume group 24
cross mount 48

D

dessin subdirectory 1

disk adapter planning considerations
disk cabling 107

doc_dossier command 77
doc_dossier output report 137
doc_dossier tool 1

documentation report, cluster 137
documentation tool 77
documentation tools 1

E

error listing, AIX 99

error log 59

error notification testing 64
error notification tool 1, 59
error notification, deleting 66
error simulation 64

error_del script 66
error_MAIL script 62
error_NOTIFICATION script 61
error_PRINT script 63
error_test script 64

errpt 59

event customization example 71
event customization testing 76
event customization tool 1, 67
event logging 75
event_NOTIFICATION script 75
event_select script 67, 71
events, primary 67

events, secondary 68

example cluster description 7

F

forced shutdown 58
fsck Command 24

global ODM 33

graceful shutdown 57
graceful with takeover shutdown 57
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H

hacmp.errlog file 61
hacmp.eventlog file 75

hacmp.out file 56

HACMPevent object class 70
HAMATRIX report 79

hardware address swapping 36
hardware address takeover 10, 47
hostname configuration 13

importvg command 24
installation of HACMP 27
installation of tools 13
inventory tool 1,3
inventory tool report 4

IP address takeover 10, 47

J

jfslog 11, 21

L

lock manager startup 56
logform command 22
logging, events 75

Iscfg command 37
lvlstmajor command 12, 21

M

MAC address 10, 36

major number 21

major numbers 12

mirroring scheduling policy 23
mktcpip command 14

mkvg command 20

N

nameserver 14

network adapter definition 34

network planning considerations 9

NFS cross mount 48

NFS exports 47

node definition 33

node environment definition 43
application server definition 43
resource group definition 44

node environment synchronization 52, 75

node isolation 34
non-TCP/IP network configuration 17

P

permissions 16
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pre-installation activities 13
primary events 67

private network 7, 36

public network 7, 36

qualified hardware for HACMP 79
quorum checking 21, 25

R

rebooting nodes 11
resource group definition 44
RS232 cable preparation 97
RS232 link configuration 17
RS232 link definition 38

S
SAVE script 2
script subdirectory 1
SCSI adapter ID changing 108
SCSI bus termination 10
SCSI disk cabling 107
SCSI IDs 11
SCSI target mode configuration 18
secondary events 68
serial network 36
service adapter 36
service address 7
shared disk cabling
7133 SSA Subsystem 124
7134-010 High Density SCSI Disk Subsystem 115
7135-110 or 7135-210 RAIDiant Array 117
7137 Model 412, 413, 414, 512, 513, and 514 Disk
Array Subsystems 119
7204 Model 315, 317, and 325 External Disk
Drives 112
7204-215 External Disk Drive 111
9333 Serial-Link Subsystems 122
9334-011 and 9334-501 SCSI Expansion Units 113
shared volume group definition 19
shared volume group planning considerations 11
shutdown options, HACMP 57
standby adapter 36
starting cluster services 55
stopping cluster services 57
stty command 17
subnet 36
subnet mask 9, 38
synchronizing cluster nodes 41
synchronizing node environment 52, 75

T

tail -f command 57



takeover shutdown 57

target mode configuration 18
TCP/IP addresses 9

terminating resistor blocks 10, 107
termination, SCSI 10

testing, event customization 76
tools subdirectory 1

tty device 17

U

utils subdirectory 1

\Y

verification 53

Y

Y-cables 10
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