<|lI!

AIX 5L Version 5.3

Commands Reference, Volume 4, n - r

SC23-4891-06






<|lI!

AIX 5L Version 5.3

Commands Reference, Volume 4, n - r

SC23-4891-06



Note
FBefore using this information and the product it supports, read the information in[‘Notices,” on page 815.|

Seventh Edition (October 2009)

This edition applies to AIX 5L Version 5.3 and to all subsequent releases of this product until otherwise indicated in
new editions.

A reader’s comment form is provided at the back of this publication. If the form has been removed, address
comments to Information Development, Department 04XA-905-6B013, 11501 Burnet Road, Austin, Texas
78758-3400. To send comments electronically, use this commercial Internet address: pserinfo@us.ibm.com. Any
information that you supply may be used without incurring any obligation to you.

© Copyright International Business Machines Corporation 1997, 2009.
US Government Users Restricted Rights — Use, duplication or disclosure restricted by GSA ADP Schedule Contract
with IBM Corp.



Contents

About This Book

How to Use This Book .
Highlighting .

ISO 9000

32-Bit and 64-Bit Support for the Slngle UNIX SpeC|f|cat|on

Related Information

Alphabetical Listing of Commands.

named Daemon

named8 Daemon .
named9 Daemon .
namerslv Command .
ncheck Command.

nddctl Command .

ndp Command

ndpd-host Daemon .
ndpd-router Daemon

ndx Command

negn Command .
netpmon Command.
netstat Command
newaliases Command.
newform Command.
newgrp Command .
newkey Command .

news Command .

next Command

nfs.clean Command

nfs4cl Command.
nfsdsmctl Command

nfsd Daemon .

nfshostkey Command
nfshostmap Command
nfso Command

nfsrgyd daemon .

nfsstat Command

nice Command

nim Command .
nim_clients_setup Command .
nim_master_recover Command
nim_master_setup Command .
nim_move_up Command.
nim_update_all Command .
nimadapters Command .
nimadm Command
nimclient Command .
nimconfig Command .
nimdef Command .

niminit Command .

niminv Command .
nimol_backup Command
nimol_config Command.
nimol_install Command .

© Copyright IBM Corp. 1997, 2009

. Xi
. Xi
. Xi

. Xiv
. Xiv
. Xiv



nimol_lIslpp Command .
nimol_update Command
nimquery Command .
nis_cachemgr Daemon .
nisaddcred Command
nisaddent Command .
niscat Command .
nischgrp Command
nischmod Command .
nischown Command .
nischttl Command .
nisclient Command
nisdefaults Command
niserror Command
nisgrep Command.
nisgrpadm Command
nisinit Command

nisin Command.

nislog Command .

nisls Command.
nismatch Command .
nismkdir Command
nismkuser Command.
nisping Command .
nispopulate Command .
nisrm Command
nisrmdir Command
nisrmuser Command .
nisserver Command .
nissetup Command

nisshowcache Command .

nisstat Command .
nistboladm Command .
nistest Command .
nistoldif Command
nisupdkeys Command .
nl Command.

nissrc Command .
nm Command

nmon Command

no Command

nohup Command .
notifyevent Command
nrglbd Daemon .

nroff Command .
nslookup Command .
nsupdate Command .
nsupdate4 Command
nsupdate8 Command
nsupdate9 Command
ntpdate Command.
ntpg Command .
ntptrace Command
nulladm Command
number Command

od Command

iV AIX 5L Version 5.3 Commands Reference, Volume 4

. 145
. 146
. 147
. 148
. 149
. 152
. 156
. 157
. 158
. 160
. 161
. 163
. 166
. 168
. 168
. 169
. 170
. 173
. 173
. 174
. 175
. 176
. 179
. 181
. 182
. 185
. 186
. 187
. 188
. 189
. 190
. 191
. 192
. 196
. 197
. 199
. 200
. 203
. 205
. 207
. 225
. 27
. 273
. 275
. 275
. 278
. 284
. 285
. 287
. 289
. 292
. 293
. 298
. 299
. 300
. 301



odmadd Command

odmchange Command .

odmcreate Command
odmdelete Command
odmdrop Command .
odmget Command.
odmshow Command .
on Command
OS_install Command.
oslevel Command .

ospf_monitor Command

pac Command .
pack Command.
packf Command
pagdel Command .
pagesize Command .
paginit Command .
paglist Command .
panel20 Command
passwd Command
paste Command
patch Command
pathchk Command
pax Command .

pcat Command .
pdelay Command .
pdisable Command
penable Command
perfwb Command .
pg Command

phold Command

pic Command

pick Command .

ping Command . .
pioattred Command .
piobe Command
pioburst Command
piocnvt Command. .
piodigest Command .
piodmgr Command .
piofontin Command .
pioformat Command .
piofquote Command .
piolsvp Command .
piomgpdev Command
piomkapgd Command
piomkpq Command .
piomsg Command.
pioout Command .
piopredef Command .
pkgadd Command.
pkgask Command .
pkgchk Command .
pkginfo Command.
pkgmk Command .
pkgparam Command.

. 305
. 307
. 307
. 310
. 311
. 311
. 312
. 313
. 314
. 317
. 319
. 321
. 322
. 324
. 326
. 326
. 327
. 328
. 329
. 329
. 332
. 334
. 339
. 340
. 353
. 354
. 355
. 356
. 357
. 358
. 360
. 361
. 367
. 370
. 375
. 376
. 378
. 380
. 381
. 382
. 383
. 384
. 386
. 387
. 390
. 391
. 393
. 395
. 396
. 398
. 399
. 402
. 404
. 405
. 407
. 409

Contents

\'}



pkgproto Command .
pkgrm Command .
pkgtrans Command .

platform_dump Command .

plotgbe Command.
plotlbe Command .
pmcycles Command .
pmlist Command .
pmtu Command
pop3d Daemon.
pop3ds Daemon
portmap Daemon .
portmir Command .
post Command .
pppattachd Daemon .
pppcontrold Daemon .
pppdial Command.
pppstat Command.
pprof Command

pr Command.

prctmp Command .
prdaily Command .

preparevsd Command .
preprpnode Command .

prev Command .
printenv Command
printf Command
proccred Command .
procfiles Command
procflags Command .
procldd Command.
procmap Command .
procrun Command
procsig Command.
procstack Command .
procstop Command .
proctree Command
procwait Command
procwdx Command
prof Command .

proff Command.
projctl Command .
prompter Command .
proto Command
proxymngr Command

prs Command (SCCS)

prtacct Command .
prtconf Command .
ps Command

ps4014 Command.
ps630 Command .

psc or psdit Command .

pshare Command .
psplot Command .
psrev Command
psroff Command

Vi  AIX 5L Version 5.3 Commands Reference, Volume 4

. 410
. 412
. 414
. 415
. 417
. 418
. 419
. 420
. 422
. 423
. 424
. 425
. 426
. 428
. 429
. 432
. 437
. 438
. 440
. 441
. 444
. 444
. 445
. 446
. 449
. 450
. 451
. 454
. 455
. 457
. 458
. 459
. 460
. 461
. 463
. 464
. 465
. 466
. 467
. 468
. 470
. 471
. 479
. 480
. 481
. 483
. 486
. 488
. 491
. 511
. 512
. 514
. 517
. 518
. 518
. 519



pstart Command
pstat Command

ptx Command
pwchange Command.
pwck Command

pwd Command .
pwdadm Command .
pwdck Command .
pwtokey Command
pxed Command
gadm Command
gcan Command

gchk Command.
gdaemon Command .
ghld Command .
gmov Command
gosadd Command.
goslist Command .
gosmod Command
gosremove Command
gosstat Command.
gpri Command .

gprt Command .
gstatus Command.
quiz Command .

quot Command .
guota Command
quotacheck Command .

quotaon or quotaoff Command .

raddbom Command
ranlib Command

raso Command .
ras_logger Command
rc Command. .
rc.mobip6 Command.
rc.powerfail Command .
rcp Command .
rcvdist Command .
rcvpack Command
rcvstore Command
rcvity Command

rdist Command .
rdistd Command
rdump Command .
read Command.
readlvcopy Command
reboot or fastboot Command .
recreatevg Command
recsh Command
redefinevg Command
reducevg Command .
refer Command.

refile Command
refresh Command .
refrsrc Command .
refsensor Command .

Contents

. 522
. 523
. 524
. 525
. 527
. 528
. 529
. 531
. 534
. 536
. 537
. 539
. 540
. 542
. 543
. 544
. 545
. 546
. 547
. 548
. 549
. 551
. 552
. 560
. 562
. 564
. 566
. 567
. 568
. 569
. 573
. 574
. 580
. 582
. 582
. 583
. 585
. 589
. 590
. 591
. 592
. 593
. 606
. 607
. 609
. 611
. 611
. 613
. 615
. 615
. 616
. 618
. 620
. 622
. 623
. 625

Vii



regcmp Command.
rembak Command.
remove Command.
removevsd Command
renice Command .
reorgvg Command
repl Command .
replacepv Command .
repquota Command .
reset Command
resize Command .

restart-secldapcintd Command .

restbase Command .
restore Command .
restorevgfiles Command
restvg Command .
resumevsd Command
rev Command .
revnetgroup Command .
rexd Daemon

rexec Command

rexecd Daemon

rgb Command .
ripquery Command

rksh Command .

rlogin Command

rlogind Daemon

rm Command ..
rm_niscachemgr Command
rm_nisd Daemon .
rm_nispasswdd Daemon
rmail Command
rmaudrec Command . .
rmC2admin Command .
rmCCadmin Command .
rmcctrl Command .
rmcifscred Command
rmcifsmnt Command .
rmclass Command
rmcomg Command .
rmcondition Command .
rmcondresp Command .
rmcosi Command .
rmdel Command

rmdev Command .
rmdir Command

rmf Command .

rmfilt Command

rmfs Command .
rmgroup Command
rmiscsi Command .
rmitab Command .
rmkeyserv Command
rmlpcmd Command
rmlv Command .
rmlvcopy Command .

Viil  AIX 5L Version 5.3 Commands Reference, Volume 4

. 627
. 628
. 630
. 631
. 632
. 634
. 635
. 638
. 640
. 641
. 642
. 643
. 644
. 645
. 654
. 655
. 657
. 658
. 659
. 660
. 661
. 662
. 664
. 665
. 665
. 668
. 670
. 672
. 675
. 676
. 677
. 678
. 679
. 683
. 684
. 685
. 687
. 688
. 689
. 690
. 692
. 695
. 698
. 699
. 700
. 702
. 703
. 705
. 705
. 706
. 708
. 709
. 710
.71
. 713
. 714



rmm Command.
rmnamsv Command .
rmnfs Command
rmnfsexp Command .
rmnfsmnt Command .
rmnfsproxy Command
rmnotify Command
rmpath Command .
rmprtsv Command.
rmps Command

rmgos Command .
rmque Command .
rmquedev Command.
rmramdisk Command
rmresponse Command .
rmrole Command .
rmrpdomain Command .
rmrpnode Command .
rmrset Command .
rmrsrc Command .
rmsensor Command .
rmserver Command .
rmsock Command.
rmss Command

rmssys Command .

rmt Command .
rmtcpip Command.

rmts Command .

rmtun Command
rmuser Command .
rmvfs Command
rmvirprt Command

rmyp Command

rndc Command . .
rndc-confgen Command
roffbib Command .
rollback Command

route Command

routed Daemon.
rpc.nisd Daemon .
rpc.nispasswdd Daemon
rpc.pcnfsd Daemon
rpcgen Command .
rpcinfo Command .
rrestore Command

Rsh Command . .
rsh or remsh Command.
rshd Daemon

rstatd Daemon .
rtl_enable Command.
runacct Command.
runact Command .
runcat Command .
runlpcmd Command .
rup Command .
ruptime Command.

. 716
. 717
. 718
. 718
. 720
. 720
. 721
. 722
. 724
. 725
. 726
. 727
. 728
. 729
. 730
. 732
. 733
. 736
. 738
. 739
. 742
. 744
. 745
. 746
. 750
. 751
. 752
. 753
. 754
. 754
. 756
. 757
. 758
. 759
. 760
. 761
. 762
. 763
. 767
. 771
. 772
. 773
. 775
. 777
. 779
. 782
. 783
. 787
. 789
. 790
. 792
. 795
. 798
. 799
. 802
. 803

Contents

ix



ruser Command
rusers Command .
rusersd Daemon
rvsdrestrict Command
rwall Command.
rwalld Daemon .
rwho Command
rwhod Daemon .

Appendix. Notices .
Trademarks .

Index

X  AIX 5L Version 5.3 Commands Reference, Volume 4

. 804
. 806
. 807
. 807
. 809
. 810
. 810
. 811

. 815
. 816

. 817



About This Book

This book provides end users with complete detailed information about commands for the AIX operating
system. The commands are listed alphabetically and by category, and complete descriptions are given for
commands and their available flags. If applicable, each command listing contains examples. This volume
contains AIX commands that begin with the letters n through r. This publication is also available on the
documentation CD that is shipped with the operating system.

How to Use This Book

A command is a request to perform an operation or run a program. You use commands to tell the
operating system what task you want it to perform. When commands are entered, they are deciphered by
a command interpreter (also known as a shell) and that task is processed.

Some commands can be entered simply by typing one word. It is also possible to combine commands so
that the output from one command becomes the input for another command. This is known as pipelining.

Flags further define the actions of commands. A flag is a modifier used with the command name on the
command line, usually preceded by a dash.

Commands can also be grouped together and stored in a file. These are known as shell procedures or
shell scripts. Instead of executing the commands individually, you execute the file that contains the

commands.

Some commands can be constructed using Web-based System Manager applications or the System
Management Interface Tool (SMIT).

Highlighting

The following highlighting conventions are used in this book:

Bold Identifies commands, subroutines, keywords, files, structures, directories, and other items whose
names are predefined by the system. Also identifies graphical objects such as buttons, labels, and
icons that the user selects.

Italics Identifies parameters whose actual names or values are to be supplied by the user.

Monospace

Identifies examples of specific data values, examples of text similar to what you might see

displayed, examples of portions of program code similar to what you might write as a programmer,
messages from the system, or information you should actually type.

Format

Each command may include any of the following sections:

Purpose A description of the major function of each command.

Syntax A syntax statement showing command line options.

Description A discussion of the command describing in detail its function and use.

Flags A list of command line flags and associated variables with an explanation of
how the flags modify the action of the command.

Parameters A list of command line parameters and their descriptions.

Subcommands A list of subcommands (for interactive commands) that explains their use.

Exit Status A description of the exit values the command returns.

Security Specifies any permissions needed to run the command.

Examples Specific examples of how you can use the command.

Files A list of files used by the command.

Related Information

© Copyright IBM Corp. 1997, 2009
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Reading Syntax Statements

Syntax statements are a way to represent command syntax and consist of symbols such as brackets ([ ]),
braces ({ }), and vertical bars (I). The following is a sample of a syntax statement for the unget command:

unget [ -rSID][-s][-n] File ...

The following conventions are used in the command syntax statements:

* Items that must be entered literally on the command line are in bold. These items include the command
name, flags, and literal charactors.

* ltems representing variables that must be replaced by a name are in jtalics. These items include
parameters that follow flags and parameters that the command reads, such as Files and Directories.

» Parameters enclosed in brackets are optional.
» Parameters enclosed in braces are required.
» Parameters not enclosed in either brackets or braces are required.

» A vertical bar signifies that you choose only one parameter. For example, [ a | b ] indicates that you can
choose a, b, or nothing. Similarly, { a | b } indicates that you must choose either a or b.

» Ellipses ( ... ) signify the parameter can be repeated on the command line.
* The dash ( - ) represents standard input.

Listing of Installable Software Packages

To list the installable software package (fileset) of an individual command use the Islpp command with the
-w flag. For example, to list the fileset that owns the installp command, enter:

1slpp -w /usr/shin/installp

Output similar to the following displays:
File Fileset Type

/usr/sbin/installp bos.rte.install File

To list the fileset that owns all file names that contain installp, enter:
Islpp -w "*installp*"

Output similar to the following displays:

File Fileset Type
/usr/sbin/installp bos.rte.install File
/usr/clvm/shin/Tinstallpv prpg.clvm File
/usr/1pp/bos.sysmgt/nim/methods/c_installp

bos.sysmgt.nim.client File

Running Commands in the Background

If you are going to run a command that takes a long time to process, you can specify that the command
run in the background. Background processing is a useful way to run programs that process slowly. To run
a command in the background, you use the & operator at the end of the command:

Commandé&

Once the process is running in the background, you can continue to work and enter other commands on
your system.
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At times, you might want to run a command at a specified time or on a specific date. Using the cron
daemon, you can schedule commands to run automatically. Or, using the at and batch commands, you
can run commands at a later time or when the system load level permits.

Entering Commands

You typically enter commands following the shell prompt on the command line. The shell prompt can vary.
In the following examples, $ is the prompt.

To display a list of the contents of your current directory, you would type 1s and press the Enter key:
$ 1s

When you enter a command and it is running, the operating system does not display the shell prompt.
When the command completes its action, the system displays the prompt again. This indicates that you
can enter another command.

The general format for entering commands is:
Command Flag(s) Parameter

The flag alters the way a command works. Many commands have several flags. For example, if you type
the -I (long) flag following the Is command, the system provides additional information about the contents
of the current directory. The following example shows how to use the -l flag with the Is command:

$ 1s -1

A parameter consists of a string of characters that follows a command or a flag. It specifies data, such as
the name of a file or directory, or values. In the following example, the directory named /usr/bin is a
parameter:

$ 1s -1 /usr/bin

When entering commands, it is important to remember the following:
» Commands are usually entered in lowercase.
* Flags are usually prefixed with a - (minus sign).

* More than one command can be typed on the command line if the commands are separated by a ;
(semicolon).

* Long sequences of commands can be continued on the next line by using the \ (backslash). The
backslash is placed at the end of the first line. The following example shows the placement of the
backslash:

§ cat /usr/ust/mydir/mydata > \
/usr/usts/yourdir/yourdata

When certain commands are entered, the shell prompt changes. Because some commands are actually
programs (such as the telnet command), the prompt changes when you are operating within the
command. Any command that you issue within a program is known as a subcommand. When you exit the
program, the prompt returns to your shell prompt.

The operating system can operate with different shells (for example, Bourne, C, or Korn) and the
commands that you enter are interpreted by the shell. Therefore, you must know what shell you are using
so that you can enter the commands in the correct format.

Stopping Commands

If you enter a command and then decide to stop that command from running, you can halt the command
from processing any further. To stop a command from processing, press the Interrupt key sequence
(usually Ctrl-C or Alt-Pause). When the process is stopped, your shell prompt returns and you can then
enter another command.
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ISO 9000

ISO 9000 registered quality systems were used in the development and manufacturing of this product.

32-Bit and 64-Bit Support for the Single UNIX Specification

Beginning with Version 5.2, the operating system is designed to support The Open Group’s Single UNIX
Specification Version 3 (UNIX 03) for portability of UNIX-based operating systems. Many new interfaces,
and some current ones, have been added or enhanced to meet this specification, making Version 5.2 even
more open and portable for applications, while remaining compatible with previous releases of AlX.

To determine the proper way to develop a UNIX 03-portable application, you may need to refer to The
Open Group’s UNIX 03 specification, which can be accessed online or downloaded from
http://www.unix.org/ .

Related Information

The following books contain information about or related to commands:

« |AIX 5L Version 5.3 Commands Reference, Volume 1|

[AIX 5L Version 5.3 Commands Reference, Volume 2

[AIX 5L Version 5.3 Commands Reference, Volume 3

[AIX 5L Version 5.3 Commands Reference, Volume 4|

[AIX 5L Version 5.3 Commands Reference, Volume 5

[AIX 5L Version 5.3 Commands Reference, Volume 6

[AIX 5L Version 5.3 Files Reference

« |Printers and printing|

[Installation and migratior]

[AIX 5L Version 5.3 AIX Installation in a Partitioned Environment

[AIX 5L Version 5.3 Network Information Services (NIS and NIS+) Guide]

« |Performance management

[AIX 5L Version 5.3 Performance Tools Guide and Reference

.

[Operating system and device management

[Networks and communication management

[AIX 5L Version 5.3 Technical Reference: Base Operating System and Extensions Volume 1|
[AIX 5L Version 5.3 Technical Reference: Base Operating System and Extensions Volume 2
[AIX 5L Version 5.3 Technical Reference: Communications Volume 1|

« |AIX 5L Version 5.3 Technical Reference: Communications Volume 4

» |AIX 5L Version 5.3 Technical Reference: Kernel and Subsystems Volume 1
» |AIX 5L Version 5.3 Technical Reference: Kernel and Subsystems Volume 2
* |AIX 5L Version 5.3 Web-based System Manager Administration Guidd

* |Performance Toolbox Version 2 and 3 for AIX: Guide and Reference|
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Alphabetical Listing of Commands

named Daemon

Purpose

Provides the server function for the Domain Name Protocol.

Syntax
Refer to the syntax for either the or the daemon.

Description

AIX supports three versions of BIND: 4, 8, and 9. By default, named links to nsupdate to nsupdate4,
named-xfer to nhamed-xfer4. To use a different version of named, you must relink the symbolic links
accordingly for the named and named-xfer daemons.

For example, to use named8:

In -fs /usr/shin/named8 /usr/sbin/named
In -fs /usr/sbin/named8-xfer /usr/sbin/named-xfer

nsupdate4 can be used with hamed8, but nsupdate9 must be used with named9 because the security
process is different. It does not matter what named-xfer is linked to when using named9 because the

daemon does not use it.

Files

lusr/sbin/named
lusr/sbin/named8
lusr/sbin/named9
/etc/resolv.conf

letc/named.pid
lusr/samples/tcpip/named.boot
lusr/samples/tcpip/named.data
lusr/samples/tcpip/hosts.awk

lusr/samples/tcpip/addrs.awk

lusr/samples/tcpip/named.dynamic

Related Information

Contains the named daemon.

Contains the named8 daemon.

Contains the named9 daemon.

Specifies the use of domain name services.

Initializes daemons at each system restart.

Stores process IDs.

Defines socket service assignments.

Contains the sample named.boot file with directions for its use.
Contains the sample DOMAIN data file with directions for its use.
Contains the sample awk script for converting an file to an
letc/named.data file. This file also contains directions for its use.
Contains the sample awk script for converting an file to an
letc/named.rev file. This file also contains directions for its use.
Contains a dynamic database setup.

The command, ftraceroute] command, kill] command.

The [named8| and [named9| daemons.

The [named.contf file format, [DOMAIN Cache]file format, [DOMAIN Datal file format, DOMAIN Reverse]

|Dat§ file format,[DOMAIN Local Datalfile format, |reso|v.conf| file format.

[Name server resolution| and |Planning for DOMAIN name resolution|in Networks and communication

management.
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named8 Daemon

Purpose
Provides the server function for the Domain Name Protocol.

Syntax
lusr/sbin/named8 m DebuglLevel | [Iﬂ PortNumber ] [El ConfFile ] [EI WorkingDirectory | [E|
RootDirectory 1 [[-q|1 [} 1 }]]

Description

The /usr/sbin/named8 daemon is the server for the Domain Name Protocol (DOMAIN). The nhamed8
daemon runs on name server hosts and controls the domain-name resolution function.

Selection of which name server daemon to use is controlled by the /usr/sbin/named and
lusr/sbin/named-xfer symbolic links.

Note: The named8 daemon can be controlled using the System Resource Controller (SRC) or the
System Management Interface Tool (SMIT). Use the re.tepip file to start the daemon with each
system startup.

The named8 daemon listens for name-server requests generated by resolver routines running on foreign
hosts. The daemon listens to the socket defined in the /etc/services file; the entry in the /etc/services file
begins with domain. However, this socket assignment can be overridden using the -p flag on the command
line.

Note: The /etc/resolv.conf file tells the local kernel and resolver routines to use the DOMAIN protocol.
The /etc/resolv.conf file must exist and contain either the local host’s address or the loopback
address (127.0.0.1) to use the named8 daemon on the DOMAIN name server host. If the
letc/resolv.conf file does not exist, the local kernel and resolver routines use the /etc/hosts
database. When this occurs, the nhamed8 daemon does not function properly.

Manipulating the named8 Daemon with the System Resource Controller
The named8 daemon is a subsystem controlled by the System Resource Controller (SRC). The named8

daemon is a member of the tepip system group. This daemon is disabled by default and can be
manipulated by the following SRC commands:

startsrc Starts a subsystem, group of subsystems,or a subserver.

stopsrc Stops a subsystem, group of subsystems, or a subserver.

refresh Causes the named8 daemon to reread the /etc/named.conf file. Depending on
the contents of the file, the refresh command may or may not reload the listed
databases.

traceson Enables tracing of a subsystem, group of subsystems, or a subserver.

tracesoff Disables tracing of a subsystem, group of subsystems, or a subserver.

Issrc Gets the status of a subsystem, group of subsystems, or a subserver.

Flags

-b | -cConfFile Specifies an alternate configuration file.

-dDebuglevel Provides a debugging option. The -d flag causes the named8 daemon to write

debugging information to a file named by default /var/tmp/named.run. The
Debuglevel variable determines the level of messages printed, with valid levels from
1 to 11, where level 11 supplies the most information.
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-pPortNumber Reassigns the Internet socket where the named8 daemon listens for DOMAIN

requests. If this variable is not specified, the named8 daemon listens to the socket
defined in the /etc/services file; the entry in the /etc/services file begins with domain.

-w WorkingDirectory Changes the working directory of the named8 daemon. This option can be specified

or overridden by the "directory” configuration option.

-tRootDirectory Specifies a directory to be the new root directory for the named8 daemon using the

chroot command.

-q Enables logging of all name service queries.

-r Disables the server’s ability to recurse and resolve queries outside of the server’s
local databases.

-f Indicates to run the name server daemon in the foreground rather than becoming a
background job.

Signals

The following signals have the specified effect when sent to the named8 daemon process using the Kkill

command:

SIGHUP The named8 daemon rereads the /etc/named.conffile. Depending on the contents of
the file, the SIGHUP signal may or may not reload the listed databases.

SIGILL Dumps statistics data into named.stats. Statistics data is appended to the file.

SIGINT The named8 daemon dumps the current database to a file named
/var/tmp/named_dump.db.
In the dump file, names with the label name error indicate negative cache entries.
This happens when a server responds that the specified domain name does not exist.
Names labeled as data error also indicate negative cache entries. This happens
when a server responds that there are no records of the specified type for the (valid)
domain name.

SIGUSR1 The named8 daemon turns on debugging; each subsequent SIGUSR1 signal
increments the debugging level. The debugging information is written to the
Ivar/tmp/named.run file.

SIGUSR2 The named8 daemon turns off debugging.

Examples

1.

To start the named8 daemon normally, enter the following:
startsrc -s named

This command starts the daemon. You can use this command in the rec.tcpip file or on the command
line. The -s flag specifies that the subsystem that follows is to be started. The process ID of the
named8 daemon is stored in the /etc/named.pid file upon startup.

To stop the named8 daemon normally, enter:
stopsrc -s named

This command stops the daemon. The -s flag specifies that the subsystem that follows is to be
stopped.

To get short status from the named8 daemon, enter:
1ssrc -s named

This command returns the name of the daemon, the process ID of the daemon, and the state of the
daemon (active or inactive).

To enable debugging for the named8 daemon, enter:
traceson -s named

OR
ki1l -30 “cat /etc/named.pid”
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The named8 daemon turns on debugging in response to either of these commands; each subsequent
command increments the debugging level. The debugging information is written to the

Ivar/tmp/named.run file.

5. To turn off debugging for the named8 daemon, enter:

tracesoff

OR

ki1l -31 “cat /etc/named.pid”

Either of these commands immediately turns off all debugging.
6. To start the named8 daemon at the highest debugging level using the startsrc command, enter the

following:
startsrc -s named -a -d11

This command writes debugging messages to the /var/tmp/named.run file.

Files

/usr/sbin/named8
/usr/sbin/named8-xfer

/etc/named.conf

letc/resolv.conf

letc/rc.tcpip

/etc/named.pid

letc/services
lusr/samples/tcpip/named.conf
lusr/samples/tcpip/named.data
lusr/samples/tcpip/hosts.awk

lusr/samples/tcpip/addrs.awk

Related Information

Contains the named8 daemon.

Provides the functionality of the slave name server’s inbound zone
transfer.

Specifies the configuration of the named8 daemon including some
basic behaviors, logging options, and locations of the local databases.
Specifies the use of domain name services.

Initializes daemons at each system restart.

Stores process ID.

Defines socket service assignments.

Contains the sample named.conf file with directions for its use.
Contains the sample DOMAIN data file with directions for its use.
Contains the sample awk script for converting an /etc/hosts file to an
letc/named.data file. This file also contains directions for its use.
Contains the sample awk script for converting an /etc/hosts file to an
letc/named.rev file. This file also contains directions for its use.

The command, command, [kill| command, command.

The [named.contf file format, [DOMAIN Cache]file format, [DOMAIN Data] file format, DOMAIN Reverse]

[Data| file format, [DOMAIN Local Datalfile format, [resolv.conf] file format.

[TCP/IP name resolution|and [TCP/IP daemons|in Networks and communication management.

IName server resolution| and [Planning for DOMAIN name resolution|in Networks and communication

management.

named9 Daemon

Purpose
Internet domain name server.

Syntax

named9 [ [-c| config-file | [[-d] debug-level 1 [[]1 [[-g]1 [ #cous 1 ([p] port 1 1Fd 1 1[v]1 [ cache-file |
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Description

named9 is a Domain Name System (DNS) server, part of the BIND 9 distribution from ISC. For more
information on the DNS, see RFCs 1033, 1034, and 1035. When invoked without arguments, named will
read the default configuration file /etc/named.conf, read any initial data, and listen for queries.

You can use the dhcpremove8 and dhcpaction8 scripts with nsupdate to perform a dynamic update to
named9. To do this, perform the following steps:

* Relink nsupdate to nsupdate9:
In -fs /usr/sbhin/nsupdate9 /usr/sbhin/nsupdate
* Make the following change to the dhcpaction8 and dhcpremove8 scripts:
Change the following line:
/usr/sbin/nsupdate8 > /dev/null 2>&1
to the following:
/usr/sbin/nsupdate > /dev/null 2>&1

Flags

-cconfig-file Use config-file as the configuration file instead of the default, /etc/named.conf. To
ensure that reloading the configuration file continues to work after the server has
changed its working directory due to to a possible directory option in the
configuration file, config-file should be an absolute pathname.

-ddebug-level Set the daemon’s debug level to debug-level. Debugging traces from named
become more verbose as the debug level increases.

-f Run the server in the foreground (i.e. do not daemonize).

-g Run the server in the foreground and force all logging to stderr.

-n #cpus Create #cpus worker threads to take advantage of multiple CPUs. If not specified,
named will try to determine the number of CPUs present and create one thread
per CPU. If it is unable to determine the number of CPUs, a single worker thread
will be created.

-pport Listen for queries on port port. If not specified, the default is port 53.

-S Write memory usage statistics to stdout on exit.

Note: This option is mainly of interest to BIND 9 developers and may be
removed or changed in a future release.

-V Report the version number and exit.

-X cache-file Load data from cache-file into the cache of the default view.

Attention: This option must not be used. It is only of interest to BIND 9
developers.

Signals

In routine operation, signals should not be used to control the nameserver; rndc should be used instead.

SIGHUP Forces a reload of the server.

SIGINT, SIGTERM Shut down the server.

The result of sending any other signals to the server is undefined.

Configuration

A complete description of the named9 configuration file is provided in the BIND 9 Administrator Reference
Manual.
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Files

lusr/sbin/named9 Contains the named9 daemon.
letc/named.conf The default configuration file.
/etc/named.pid The default process-id file.

Related Information
The daemon.

The file format,

RFC 1033, RFC 1034, RFC 1035, rndc(8), and Ilwresd(8).

The BIND 9 Administrator Reference Manual.

namerslv Command

Purpose

Directly manipulates domain name server entries for local resolver routines in the system configuration
database.

Syntax

To Add a Name Server Entry
namerslv [-a| { Fi| IPAddress | FD| DomainNamel [-§| SearchList}

To Delete a Name Server Entry

namerslv [-d| { -] /PAddress |[-n] | F}

To Delete All Name Server Entries

namersiv[X][ [ ]

To Change a Name Server Entry
namerslv|§| DomainName

To Display a Name Server Entry

namersivs|[ FIfn] 1 F] 11 2]

To Create the Configuration Database File
namerslv b [ [-] /PAddress | DomainName | | S| SearchList ] |

To Rename the Configuration Database File
namerslv@ FileName

To Move the Configuration Database File to Prevent Name Server Use
namerslv

To Import a File into the Configuration Database File
namerslv FileName

To Change a Search List Entry
namerslv Search List
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Description

The namerslv low-level command adds or deletes domain name server entries for local resolver routines
in the system configuration database. By default, the system configuration database is contained in the

letc/resolv.conf file.

To use a name server, do one of the following:
» Specify a file name to use as the system configuration database.
» Specify an Internet Protocol address and, optionally, a domain name.

The namerslv command can show one or all domain name server entries in the system configuration
database. The namerslv command can also rename the /etc/resolv.conf file so that it stops using a
name server.

There are three types of domain name server entries:

* A domain entry identifying the name of the local Internet domain.

* A name server entry that identifies the Internet address of a domain name server for the local domain.
The address must be in dotted decimal format.

* A search list entry that lists all the domains to search when resolving hostnames. This is a space
delimited list.

One domain entry and a maximum of three name server entries can exist in the system configuration
database. The MAXNS global variable in the /usr/include/resolv.h file defines the maximum number of
name servers. One search entry can exist.

You can use the Web-based System Manager Network application (wsm network fast path) to run this
command. You could also use the System Management Interface Tool (SMIT) smit namerslv fast path to
run this command.

Flags

-a Adds an entry to the system configuration database. The -a flag must be used with either
the El or flag.

-B FileName Restores the /etc/resolv.conf file from the file specified by the FileName variable.

-b Creates the system configuration database, using the /etc/resolv.conf.sv file. If the
/etc/resolv.conf.sv file does not exist, an error is returned.

Note: The /etc/resolv.conf.sv file is not shipped with the system. You have to create the
file before the -b flag will work.

-C Changes the search list in the /etc/resolv.conf file.

-¢ DomainName Changes the domain name in the system configuration database.

-D Indicates that the command deals with the domain name entry.

-d Deletes an entry in the system configuration database. It must be used with the El
IPAddress flag or theE| flag. The -i flag deletes a name server entry. The -n flag deletes
the domain name entry.

-E FileName Renames the system configuration database file, so you can stop using a name server. The
letcfresolv.conf file is moved to the file specified by the FileName variable.

-e Moves the /etc/resolv.conf file to the /etc/resolv.conf.sv file, preventing use of a name
server.

-l (Uppercase i) Specifies that the -s flag or -X flag should print all name server entries.

-i IPAddress Indicates that the command deals with a name server entry. Use dotted decimal format for
the given IP address.

-l (Lowercase L) Specifies that the operation is on the search list. Use this flag with the -d
and -s flag.

-n Specifies that the operation is on the domain name. Use this flag with the -d flag and the -s
flag.

-S SearchlList Changes the search list in the system configuration database.

Alphabetical Listing of Commands 7



-S Shows all domain and name server entries in the configuration system database. If you use
theEl flag, the namerslv command shows all name server entries. If you use theElflag,
the namerslv command shows the domain name entry found in the database.

-X Deletes all entries in the database. Use the -l flag with this flag to delete all name server
entries.
-Z Generates the output of the query in colon format. This flag is used when the namersiv

command is called from the SMIT usability interface.

Examples

1. To add a domain entry with a domain name of abc.aus.century.com, type:

namerslyv |Za| @ abc.aus.century.com

2. To change the abc.aus.century.com domain entry to the domain name xyz.aus.century.com, type:
namerslv xyz.aus.century.com

3. To add a name server entry with IP address 192.9.201.1, type:

namerslv [-a [-i] 192.9.201.1

4. To show all system configuration database entries related to domain name server information used by
local resolver routines, type:

namers1v

The output is given in the following format:

domain xyz.aus.century.com
name server 192.9.201.1

5. To rename the /etc/resolv.conf file to stop using the name server and specify the new file name,
/etc/resolv.back, type:

namerslv [-f /etc/resolv.back

Files

lusr/sbin/namerslv Contains the namerslv command.
letcfresolv.conf] Contains the default system configuration database.
letc/resolv.conf.sv Contains the old system configuration database.

Related Information
The [chnamsv] command, [lsnamsv] command, [mknamsv] command, [nslookup| command,

command, [traceroute|command.

INaming| and [TCP/IP daemons|in Networks and communication management.

For information on installing the Web-based System Manager, see [Chapter 2: Installation and System|
in AIX 5L Version 5.3 Web-based System Manager Administration Guide.

ncheck Command

Purpose
Generates path names from i-node numbers.

8 AIX 5L Version 5.3 Commands Reference, Volume 4



Syntax
ncheck [ [ [ Fa] 1 [ [ inNumber ... 111 [ [-d11[ FileSystem ]

Description

The ncheck command displays the i-node number and path names for filesystem files. It uses question
marks (??) displayed in the path to indicate a component that could not be found. Path names displayed
with ... (ellipses) at the beginning indicate either a loop or a path name of greater than 10 entries. The
ncheck command uses a simple hashing alogrithm to reconstruct the path names that it displays.
Because of this, it is restricted to filesystems with less than 50,000 directory entries.

Flags

-a Lists the . (dot) and .. (dot dot) file names.

-i InNumber Lists only the file or files specified by the InNumber parameter.

-S Lists only special files and files with set-user-ID mode.

Examples

1. To list the i-node number and path name of each file in the default file systems, enter:
ncheck

2. To list all the files in a specified file system, enter:
ncheck /

This lists the i-node number and path name of each file in the / (root) file system, including the .(dot)
and .. (dot dot) entries in each directory.

3. To list the name of a file when you know its i-node number, enter:
ncheck [-i] 696 357 280 /tmp

This lists the i-node number and path name for every file in the /tmp file system with i-node numbers
of 690, 357, or 280. If a file has more than one link, all of its path names are listed.

4. To list special and set-user-ID files, enter:

ncheck /

This lists the i-node and path name for every file in the / (root) file system that is a special file (also
called a device file) or that has set-user-ID mode enabled.

Related Information
The @ command, command.

File systems|in Operating system and device management.

nddctl Command

Purpose
Issues commands to network device drivers (NDDs).

Syntax
nddctl { -r } Device
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Description

The nddctl command allows the user to control an NDD device at runtime (that is, without having to
reconfigure the device driver, which usually entails disruption to the network connection).

Flags

-r Forces the NDD device to renegotiate its link attributes (speed and duplexity) at runtime.
Note: Forcing link renegotiation entails resetting the device; this might cause a loss of network
connectivity, lasting a few seconds, while the device re-initializes itself.

Parameters

Device Specifies the NDD device on which to perform the specified command.

Exit Status

0 The command completed successfully.
>0 An error occurred.
Examples

1. To force the device ent0 to renegotiate its link attributes at runtime, type:
nddctl -r ent0

Location
/usr/sbin

ndp Command

Purpose
IPv6 neighbor discovery display and control.

Syntax
ndp [ fn|] hostname

ndp [[n]1[4
ndp [E|] hostname | IpAddress

ndp [E| interface_index ] |§| hostname addr [ temp ]

Description

The ndp program displays and modifies the IPv6-to-Ethernet, IPv6-to-TokenRing, or IPv6-to-InfiniBand
address translation tables used by the IPv6 neighbor discovery protocol.

With no flags, the program displays the current ndp entry for hostname. The host may be specified by
name or by number, using IPv6 textual notation.

10 AIX 5L Version 5.3 Commands Reference, Volume 4



Flags

-a Displays all of the current ndp entries.

-d Lets a super-user delete an entry for the host called hostname with the -d flag.

- i interface_index Specifies the index of the interface to use when an ndp entry is added with the -s
flag (useful with the local-link interface).

-n Shows network addresses as numbers (normally ndp attempts to display
addresses symbolically).

- s hostname addr Creates an ndp entry for hostname with the Hardware address addr. The

Hardware address is given as six hex bytes separated by colons. The entry is
permanent unless the temp is specified in the command.

Examples
This is an example output from the - a flag:

# ndp -a

e-crankvée (::903:9182) at link#2 0:20:af:db:b8:cf

e-crankv6-11 (fe80:0:100::20:afdb:b8cf) at 1ink#2 0:20:af:db:b8:cf

e-crankv6-11 (fe80::2:c903:1:1e85) at Tink#5 SQP:0xe SLIDOx49 DQP:0x48 DLID:0Oxf 0:48:fe80::2:c903:1:1e85 [InfiniBand]
# ndp -d e-crankv6-11

e-crankv6-11 (fe80:0:100::20:afdb:b8cf) deleted

# ndp -d fe80::2:c903:1:1e85

Related Information
The command, command, command, command.

ndpd-host Daemon

Purpose
NDP daemon for an host.

Syntax
ndpd-host [[d] [Fv] [

Description

The ndpd-host command manages the Neighbor Discovery Protocol (NDP) for non-kernel activities:
Router Discovery, Prefix Discovery, Parameter Discovery and Redirects. The ndpd-host command deals
with the default route, including default router, default interface and default interface address.

Interfaces

The ndpd-host command knows about IEEE and CTI point to point interfaces. The ndpd-host command
exchanges packets on all the known interfaces UP with a Link-Local Address. Any change of status of an
interface is detected. If an interface goes down or loses its Link-Local address, the NDP processing is
stopped on this interface. If an interface goes up, the NDP processing is started.

The IEEE interfaces are configured using the autoconfé command. The PPP interfaces are configured
using the pppd daemon. The token negotiation defines the Link-Local addresses. In order to send Router
Advertisements over a CTI configured tunnel, it must have local and distant Link-Local addresses.

Note: For all the up point to point interfaces, ndpd-host sets a local route via 100 for local
addresses.
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Flags

-d Enables debugging (exceptional conditions and dump).
-V Logs all interesting events (daemon.info and console).

-t Adds a time stamp in each log.

Signals

SIGUSR1 Turns on verbose.

SIGUSR2 Turns off verbose.

SIGINT Dumps the current state of ndpd-host to syslog or stdout.
SIGTERM Cleans up ndpd-host and exits.

Related Information
The command, command, command, and the command.

ndpd-router Daemon

Purpose
NDP and RIPng daemon for a router.

Syntax
ndpd-router [ [ [[p) [FM] [FO] [Fs] [Foll (Foll [Fn) [FRY [FS) [Fdl [F4) (vl [EH]T [Fmd ] [Ful porf) [FD]

max{min[llifel]] [ FP|[inviifell[ deplife]] [ -T| [reachtim)/[retrans]/[hlim]]

Description

The ndpd-router daemon manages the Neighbor Discovery Protocol (NDP) for non-kernel activities. It
receives Router Solicitations and sends Router Advertisements. It can also exchange routing information
using the RIPng protocol.

The /etc/gateway6 file provides options for ndpd-router. This file can be modified while the program is
running. The changes are checked before any emission or reception of message, or on reception of the
HUP signal. The file contains directives, one by line (with # as comment). All the IPv6 addresses and
prefixes in the file must be in numeric form. No symbolic name is allowed. Except for the gateway
directive, each line begins with a keyword and is made of options of the form key=argument.

Interfaces

The ndpd-router daemon knows about IEEE and CTI point to point interfaces. The ndpd-router daemon
exchanges packets on all the known interfaces UP with a Link-Local Address. Any change of status of an
interface is detected. If an interface goes down or loses its Link-Local address, the NDP and RIPng

processing is stopped on this interface. If an interface goes up, the NDP and RIPng processing is started.

To send Router Advertisements or RIPng packets or both, local and remote Link-Local addresses must be
configured.

Flags

-H Enables the system to process NDP features needed to function as a mobile IPv6 home
agent

-m Enables the system to aid movement detection for mobile IPvé mobile nodes.
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-D max [min[/life]]

-T [reachtim] | [retrans]
[ [hlim]

-M
-0
P
-P [invlife}/[deplife]

-r
-s
-q
-g
-n
-u port
-R
-S
-d
-v
-t

Sends Unsolicited Router Advertisements at intervals from min to max seconds. Default max
value is 600 seconds, valid range is 4 to 1800 seconds. Default min equals to max/ 3, valid
range is from 1 to 0.75 * max. The router lifetime is set with /ife, default value is 10 * max.
Valid range is 0 to 65535 seconds.

Sets the BaseReachableTime field to reachim seconds, if reachim is not zero. If retrans is not
zero, sets the RetransTime field to retrans seconds. If hlim is not zero, sets the hop limit field
in Router Advertisements to hlim.

Sets the M flag (stateful configuration) in advertisements.

Sets the O flag (other stateful information) in advertisements

Does not offer prefixes (learned from interface configuration).

Sets the invalid life value and the deprecated life value for announced prefixes (in seconds).
The default value is 0xffffffff (infinite).

Does not offer to be the default router in Router Advertisements.

Enables the RIPng protocol (the default is: RIPng disabled).

Enables the RIPng protocol, but does not send RIPng packets.

Broadcast a default route in RIPng.

Does not install routes received by RIPng.

Uses UDP port port for RIPng. The default is 521.

Uses split horizon without corrupting reverse for RIPng.

Does not use any split horizon for RIPng.

Enables debugging (exceptional conditions and dump).

Logs all interesting events (daemon.info and console).

Adds time stamps in logged messages.

Available directives
The main directives for the /etc/gateway6 file are:

option [option-directive ...]
Sets per-interface/default options.

prefix [prefix-directive ...]
Sets per-interface/default prefix processing options.

filter [filter-directive ...]
Sets per-interface/default filters.

gateway directives

Sets routes in RIPng packets or in the kernel.

Each of these directives is explained in more detail below.

The option directive
Sets different per-interface options.

Any value settings for the option directive which follow the if option must appear in a comma-separated

list.

Note: At least one option (other than the if option) must be specified following the option directive. If the
if option is specified, it must be the first option following the option directive. There must be a
space between the if option and any comma-separated list of options which follow.

Syntax:

option [ if=n1,n2 ] ripin=(y|n),ripout=(y|n|S|R),rtadv=(y|n|min[/max]),flag=[M|0],1ife=Seconds,reach=Seconds ,retrans=Seconds
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if=list
interface=list

If there is no keyword, the option directive is a default
option. If there is an interface field, the option parameters
apply only to the listed interfaces. The list is
comma-separated. You can use Te* to match all the leX
interfaces. The default option must be the first line in the
letc/gatewaysb file.

mtu[=mtuvall

Advertises a MTU value of mtuval in router
advertisements. If there is no mtuval argument, the
advertised MTU is the MTU of the interface. If mtuval is
0, suppress the advertisement of MTU.

ripin=(nly)

Does not listen (listen) to incoming RIPng packets. Does
not send (send) RIPng packets. With the -S flag, do not
use split horizon. With the -R flag, use split horizon
without poisoning reverse.

rtadv=(nlylmin [/max])

Does not send (send) router advertisements. With
min[/max] option, set the interval (in seconds) between
router advertisements.

flag={MIO} Sets the stateful mode flags in router advertisements.

M Uses stateful configuration

(o] Uses stateful configuration, but not for addresses
life=Seconds Sets the router life field in router advertisements (in

seconds).

reach=Seconds

Sets the reachable field in router advertisements (in
seconds).

retrans=Seconds

Sets the retransmit interval field in router advertisements
(in seconds).

The prefix directive

Defines the prefixes announced in Router advertisement directives. If there is no prefix-directive for an
interface, the router advertisement contains the list of prefixes deduced from the address list of the
interface. If there are prefix-directives, the router advertisement contains the list of prefixes defined by the
different prefix directives (in order). No prefix is installed in the kernel. If there is one directive of the form

prefix prefix=none, no prefix list is advertised.

Syntax:

prefix if=n prefix=(nonelxxx::/PrefixLength) flag=[L][A] valid=Seconds deprec=Seconds

if=Interface or interface=Interface

Specifies the interface on which the directive applies. The
if keyword is mandatory for the prefix directive. It is not
an option.

prefix=xxx::/PrefixLength

The advertised prefix.

flag=[L][A]

Set the L and/or A flag for the prefix (the default is LA).

deprec=Seconds

Set the deprecated time (in seconds) for the prefix.

valid=Seconds

Set the validity time (in seconds) for the prefix.

The filter directive

Define a filter pattern for incoming (filter=in) or outgoing (filter=out) RIPng packets. There is one
incoming and one outgoing filter per interface, and one default incoming and one default outgoing filter for

interfaces without explicit filter.
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Any received RIPng information is tested against the input filter of the interface, or, if there is none, against
the default input filter. The static interface routes are seen as input information coming from the interface
and from a gateway with the link local address of the interface. The routes set by a gateway directive with
a gateway keyword are seen as input information coming from the specified interface and gateway. The
default route (-g flag) and the routes set by a gateway directive without a gateway keyword are seen as
input information coming from gateway :: and no interface (the default input filter applies).

Any sent RIPng information is tested against the output filter of the interface, or, if there is none, against
the default output filter.

Each filter is a sequence of matching patterns. The patterns are tested in order. Each pattern can test the
prefix length, the source gateway (for input filters and that the prefix (padded with zeroes) matches a fixed
prefix. If a pattern contains more than one test description, the match is the conjunction of all the tests.
The first matching pattern defines the action to perform. If no pattern matches, the default action is accept.
The possible actions are accept, reject and truncate/NumberOfBits. The truncate/ NumberOfBits action
means: if the pattern matches and if prefix length is greater or equal to NumberOfBits, accept the prefix
with new length NumberOfBits. The accepted prefix is immediately accepted, that is, not checked again
against the filters.

For example, the following directive inhibits sending host routes on any interface without an explicit
outgoing filter:
filter=out Tength==128 action=reject

Syntax:

filter=(inlout) [if=n1,n2] prefix=xx::/NumberOfBits gateway=xxx length=(=I>=|<=I<|>) NumberOfBits
action=(acceptirejectltruncate/xx)

if=list or interface=list If there is no interface keyword, the filter directive is a
default option. If there is an interface field, the filter
pattern is added at the end of the filters of all specified
interfaces. The list is comma-separated. For example,
you can specify interface=Ile* to specify all the leX
interfaces.

prefix=xxx::/NumberOfBits The pattern matches only if xxx::/NumberOfBits is a prefix
of the prefix in the RIPng packet.

gateway=xxx The pattern matches only if the RIPng message comes
from source address xxx, only in incoming filters.

length=(=I>=|<=I<|>) NumberOfBits The pattern match only if the prefix length in the RIPng
message is equal to (or greater than, less than, etc.,
depending on the operator specified) to NumberOfBits.

action=(acceptlrejectitruncate/ NumberOfBits) Specify the action to perform if the pattern matches:
accept the message, reject the message, accept but
truncate the prefix to NumberOfBits bits.

Gateway directives

The gateway directives allow the user to set up routes in RIPng packets and/or in the kernel. These
directives must appear at the end of the /etc/gateway®6 file, after the other directives.

Syntax:

xxx::/NumberOfBits metric Value

xxx::/NumberOfBits metric Value gateway /IPv6Address ifname
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The second syntax is used to add the route to the kernel.

Examples
The following examples are of the /etc/gatewaysb file.

On a site where all addresses are of the form 5f06:2200:c001:0200: xxxx, the following example means
that only one route, describing all the site, is exported on all the Configured Tunnel Interface (CTI) ctiX
interfaces. The keyword abbreviations shown are valid.

filt=out if=cti* pref=5f06:2200:c001:0200::/64 len=>=64 act=trunc/64

Setting a default outgoing route:
::/0 metric 2 gateway 5f06:2200:c102:0200::1 cti0

Declare that any CTI interface active with RIPng defines a default route:
filter=in if=cti* act=trunc/0

The following example defines a site with an exterior connection ctiO, which aggregates other sites
connected through ctiX, and which uses split horizon without poisoned reverse. The order of the lines is
important, as all filter descriptions apply to ctiO.

option if=cti* ripout=R

filter=out if=cti0 prefix=5f06:2200::/24 len=>=24 act=trunc/24

filt=out if=cti* pref=5f06:2200:c001:0200::/64 Ten=>=64 act=trunc/64

filter=in if=cti0 act=trunc/0

filter=in if=cti* prefix=5f06:2200::/24 len=>=24 act=trunc/64

filter=in if=cti* act=reject

Diagnostics

All errors are logged at the daemon.err level, unless the debug option is set. This includes all the syntax
errors in the /etc/gateway®6 file and configuration mismatches between different routers.

Signals

ndpd-router responds to the following signals:

SIGINT Dumps its current state to syslog, if syslog is defined. Otherwise, dumped to stdout.
SIGHUP The /etc/gateway®b file is read again.

SIGUSR1 Verbosity is incremented.

SIGUSR2 Verbosity is reset.

SIGTERM Resets to a resonable state and stops.

SIGQUIT Resets to a resonable state and stops.

Files

letc/gateway6

Related Information

The fifconfig command, kmodctrl command, mobip6reqd command, mobip6ctrl command, [rc.mobip§|
command, [route| command, command, ndpd-host{command.

The |Mobile IPv6|in Networks and communication management.
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ndx Command

Purpose
Creates a subject-page index for a document.

Syntax
ndx [ |SubjectFild ] " [FormatterCommandLind "

Description

The ndx command, given a list of subjects (SubjectFile), searches a specified English-language document
and writes a subject-page index to standard output.

The document must include formatting directives for the mm, mmt, nroff, or troff commands. The
formatter command line informs the ndx command whether the troff command, nroff command, mm
command, or mmt command can be used to produce the final version of the document. These commands
do the following:

troff or mmt Specifies the troff command as the formatting program.

nroff or mm Specifies the nroff command as the formatting program.

Parameters

SubjectFile Specifies the list of subjects that are included in the index. Each subject must

begin on a new line and have the following format:
word1[word?2...][,wordk...]

For example:

printed circuit boards

arrays

arrays, dynamic storage

Smith, W.P.

printed circuit boards, channel-oriented
multi-layer

Aranoff
University of ITlinois
PL/1
The subject must start in column one.
FormatterCommandLine Creates the final form of the document. The syntax for this parameter is as
follows:

Formatter [Flag...] File...

mm -Tlp File(s)

nroff -mm -T1p -rW60 File(s)

troff -rB2 -Tibm3816 -r01.5i File(s)

For more information on the formatter command line, see the [mm| command,

[mm{ command, [nroff| command, and ftroff| command.

The flags specified by the Flag variable are those that are given to the troff,
nroff, mm, or mmt command in printing the final form of the document.
These flags are necessary to determine the correct page numbers for
subjects as they are located in the document. The ndx command does not
cause the final version of the document to be printed. The author must create
the document separately. Use the indexer only after the document is complete
and cannot undergo further changes.
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Examples

1. The following command produces a subject-page index for the file document and takes its subjects
from the subfile list:

ndx subfile "nroff -mm -rW70 file" > indexfile

The page numbers correspond to the document produced by:
nroff -mm -rW70 file

2. The following command produces a subject-page index for the documents chl, ch2, and ch3:
ndx subfile "mm -rW60 -rN2 -r00 chl ch2 ch3" > indexfile

The page numbers would correspond to the documents produced by:
mm -rW60 -rN2 -r00 chl ch2 ch3

3. The following command produces a subject-page index for the document file:
ndx Subjfile "troff -rB2 -rW5i -r01.5i -mm file" > indexfile

The page numbers correspond to the document produced by entering:
troff -rB2 -rW5i -r01.5i -mm file

Related Information
The @ command, @ command, command, command, command.

neqn Command

Purpose
Formats mathematical text for the nroff command.

Syntax
neqn [ Fd| Delimiter1Delimiter2 1| H Font 1[ [-p] Number ][ Fs| Size 11 (11 File ... 1{ ]

Description

The negn command is an nroff preprocessor for formatting mathematical text on typewriter-like terminals.
Pipe the output of the negn command into the nroff command as follows:

neqn [Flag...] File... | nroff [Flag...] | [Printer]

The negn command reads one or more files. If no files are specified for the File parameter or the - (minus

sign) flag is specified as the last parameter, standard input is read by default. A line beginning with the

macro marks the start of equation text. The end of equation text is marked by a line beginning with the
macro. These lines are not altered by the nroff command, so they can be defined in macro packages

to provide additional formatting functions such as centering and numbering.

The — (double dash) delimiter indicates the end of flags.

Depending on the target output devices, neqn command output formatted by the nroff command may
need to be post-processed by the command to produce correct output.

The command gives more information about the input format and keywords used.
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Flags

-d Delimiter1Delimiter2 Sets two ASCII characters, Delimiter1 and Delimiter2, as delimiters of the
text to be processed by the neqn command, in addition to input enclosed
by the .EQ and .EN macros. The text between these delimiters is treated
as input to the neqn command.

Within a file, you can also set delimiters for neqn text using the delim
Delimiter1Delimiter2 request. These delimiters are turned off by the delim
off request. All text that is not between delimiters or the@ macro and
macro is passed through unprocessed.
-fFont Changes font in all the neqn command-processed text to the value
specified by the Font variable. The Font value (a font name or position)
must be one or two ASCII characters.

-pNumber Reduces subscripts and superscripts to the specified number of points in
size. The default is 3 points.
-sSize Changes point size in all the neqn command-processed text to the value

specified by the Size variable.
- Reads from standard input.
_ (double dash) Marks the end of the flags.

Files

lusr/share/lib/pub/egnchar Contains special character definitions.

Related Information
The command, command, command, @ command, command, [tbll command.

The [.EN] macro, [.EQ] macro, [mm] macro.
The file format.

netpmon Command

Purpose
Monitors activity and reports statistics on network I/O and network-related CPU usage.

Syntax
netpmon [[-o Fild] [Fd|1 [FT A1 1FA11H]1 V] ] PURR] [[FO ReportTypd ... 1 [ H| Trace_File[n]

Gennames_File |

Description

The netpmon command monitors a trace of system events, and reports on network activity and
performance during the monitored interval. By default, the netpmon command runs in the background
while one or more application programs or system commands are being executed and monitored. The
netpmon command automatically starts and monitors a trace of network-related system events in real
time. By default, the trace is started immediately; optionally, tracing may be deferred until the user issues a
trcon command. When tracing is stopped by a trcstoa command, the netpmon command generates all
specified reports and exits. '

The netpmon command can also work in offline mode, that is, on a previously generated trace file. In this
mode, a file generated by the gennames command is also required. The gennames file should be
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generated immediately after the trace has been stopped, and on the same machine. When running in
offline mode, the netpmon command cannot recognize protocols used by sockets, which limits the level of
detail available in the socket reports.

The netpmon command reports on the following system activities:

CPU Usage
The netpmon command monitors CPU usage by all threads and interrupt handlers. It estimates
how much of this usage is due to network-related activities.

Network Device-Driver I1/O
The netpmon command monitors I/O operations through token-ring and Fiber-Distributed Data
Interface (FDDI) network device drivers. In the case of transmission 1/O, the command also
monitors utilizations, queue lengths, and destination hosts. For receive ID, the command also
monitors time in the demux layer.

Internet Socket Calls
The netpmon command monitors all send| [recv} [sendto}, [recvfrom| [read|, and [write| subroutines
on Internet sockets. It reports statistics on a per-process basis, for each of the following protocol
types:
* Internet Control Message Protocol (ICMP)
» Transmission Control Protocol (TCP)
» User Datagram Protocol (UDP)

NFS 1/0
The netpmon command monitors read and write subroutines on client Network File System
(NFS) files, client NFS remote procedure call (RPC) requests, and NFS server read or write
requests. The command reports subroutine statistics on a per-process or optional per-thread basis

and on a per-file basis for each server. The netpmon command reports client RPC statistics for
each server, and server read and write statistics for each client.

Any combination of the preceding report types can be specified with the command line flags. By default, all
the reports are produced.

Notes: The reports produced by the netpmon command can be quite long. Consequently, the -o flag
should usually be used to write the report to an output file. The netpmon command obtains
performance data using the system trace facility. The trace facility only supports one output stream.
Consequently, only one netpmon or trace process can be active at a time. If another netpmon or
trace process is already running, the netpmon command responds with the message:

/dev/systrace: Device busy

While monitoring very network-intensive applications, the netpmon command may not be able to
consume trace events as fast as they are produced in real time. When that happens, the error
message:

Trace kernel buffers overflowed, N missed entries

displays on standard error, indicating how many trace events were lost while the trace buffers were
full. The netpmon command continues monitoring network activity, but the accuracy of the report
diminishes by some unknown degree. One way to avoid overflow is to increase the trace buffer size
using the -T flag, to accommodate larger bursts of trace events before overflow. Another way to avoid
overflow problems all together is to run netpmon in offline mode.

When running in memory-constrained environments (where demand for memory exceeds supply), the
-P flag can be used to pin the text and data pages of the real-time netpmon process in memory so
the pages cannot be swapped out. If the -P flag is not used, allowing the netpmon process to be
swapped out, the progress of the netpmon command may be delayed such that it cannot process
trace events fast enough to prevent trace buffer overflow.
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If the /unix file and the running kernel are not the same, the kernel addresses will be incorrect,
causing the netpmon command to exit.

Flags

-d Starts the netpmon command, but defers tracing until the trcon command has
been executed by the user. By default, tracing is started immediately.

-i Trace_File Reads trace records from the file Trace_File produced with the trace command

-n Gennames_File

-0 File
-0 ReportType ...

-r PURR

-Tn

Reports

instead of a live system. The trace file must be rewritten first in raw format using
the trept -r command. This flag cannot be used without the -n flag.

Reads necessary mapping information from the file Gennames_File produced by
the gennames command. This flag is mandatory when the -i flag is used.
Writes the reports to the specified File, instead of to standard output.

Produces the specified report types. Valid report type values are:

cpu CPU usage

dd Network device-driver 1/0
so Internet socket call 1/0
nfs NFS 1/0O (any version)
nfs2 NFS Version 2 1/0

nfs3 NFS Version 3 I/O

nfs4 NFS Version 4 1/0

all All reports are produced. This is the default value.

Pins monitor process in memory. This flag causes the netpmon text and data
pages to be pinned in memory for the duration of the monitoring period. This flag
can be used to ensure that the real-time netpmon process does not run out of
memory space when running in a memory-constrained environment.

Uses PURR time instead of TimeBase in percent and CPU time calculation.
Elapsed time calculations are unaffected.

Prints CPU reports on a per-thread basis.

Sets the kernel’s trace buffer size to n bytes. The default size is 64000 bytes. The
buffer size can be increased to accommodate larger bursts of events, if any. (A
typical event record size is on the order of 30 bytes.)

Note: The trace driver in the kernel uses double buffering, so actually two
buffers of size n bytes will be allocated. These buffers are pinned in memory,
so they are not subject to paging.
Prints extra information in the report. All processes and all accessed remote files
are included in the report instead of only the 20 most active processes and files.

The reports generated by the netpmon command begin with a header, which identifies the date, the
machine ID, and the length of the monitoring period in seconds. This is followed by a set of summary and
detailed reports for all specified report types.

CPU Usage Reports

Process CPU Usage Statistics: Each row describes the CPU usage associated with a process. Unless
the verbose option is specified, only the 20 most active processes are listed. At the bottom of the report,
CPU usage for all processes is totaled, and CPU idle time is reported.

Process

Process name

PID Process ID number
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CPU Time
Total amount of CPU time used by this process

CPU % CPU usage for this process as a percentage of total time

Network CPU %
Percentage of total time that this process spent executing network-related code

Thread CPU Usage Statistics
If the -t flag is used, each process row described above is immediately followed by rows
describing the CPU usage of each thread owned by that process. The fields in these rows are
identical to those for the process, except for the name field. (Threads are not named.)

First-Level Interrupt Handler Usage Statistics: Each row describes the CPU usage associated with a
first-level interrupt handler (FLIH). At the bottom of the report, CPU usage for all FLIHs is totaled.

FLIH  First-level interrupt handler description

CPU Time
Total amount of CPU time used by this FLIH

CPU % CPU usage for this interrupt handler as a percentage of total time

Network CPU %
Percentage of total time that this interrupt handler executed on behalf of network-related events

Second-Level Interrupt Handler Usage Statistics: Each row describes the CPU usage associated with a
second-level interrupt handler (SLIH). At the bottom of the report, CPU usage for all SLIHs is totaled.

SLIH  Second-level interrupt handler description

CPU Time
Total amount of CPU time used by this SLIH

CPU % CPU usage for this interrupt handler as a percentage of total time
Network CPU %
Percentage of total time that this interrupt handler executed on behalf of network-related events

Summary Network Device-Driver Reports
Network Device-Driver Statistics (by Device): Each row describes the statistics associated with a
network device.

Device
Path name of special file associated with device

Xmit Pkts/s
Packets per second transmitted through this device

Xmit Bytes/s
Bytes per second transmitted through this device

Xmit Util
Busy time for this device, as a percent of total time

Xmit Qlen
Number of requests waiting to be transmitted through this device, averaged over time, including
any transaction currently being transmitted

Recv Pkts/s
Packets per second received through this device

Recv Bytes/s
Bytes per second received through this device
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Recv Demux
Time spent in demux layer as a fraction of total time

Network Device-Driver Transmit Statistics (by Destination Host): Each row describes the amount of
transmit traffic associated with a particular destination host, at the device-driver level.

When hosts are on the same subnet, the destination host name is displayed. When hosts are in a different
subnet, the destination host can be bridges, routers, or gateways as resolved by ARP protocol.

Host Destination host name. An * (asterisk) is used for transmissions for which no host name can be
determined.

Pkts/s
Packets per second transmitted to this host

Xmit Bytes/s
Bytes per second transmitted to this host

Summary Internet Socket Reports

* On-line mode: Socket Call Statistics for Each Internet Protocol (by Process): Each row describes
the amount of read/write subroutine activity on sockets of this protocol type associated with a particular
process. Unless the verbose option is specified, only the top 20 processes are listed. At the bottom of
the report, all socket calls for this protocol are totaled.

» Off-line mode: Socket Call Statistics for Each Process: Each row describes the amount of read/write
subroutine activity on sockets associated with a particular process. Unless the verbose option is
specified, only the top 20 processes are listed. At the bottom of the report, all socket calls are totaled.

Process
Process name

PID Process ID number

Read Calls/s or Read Ops/s
Number of [read| , recv|, and [recvfrom| subroutines per second made by this process on sockets
of this type

Read Bytes/s
Bytes per second requested by the above calls

Write Calls/s or Write Ops/s

Number of [write] , [send], and subroutines per second made by this process on sockets of
this type

Write Bytes/s
Bytes per second written by this process to sockets of this protocol type

Summary NFS Reports

NFS Client Statistics for Each Server (by File): Each row describes the amount of read/write
subroutine activity associated with a file mounted remotely from this server. Unless the verbose option is
specified, only the top 20 files are listed. At the bottom of the report, calls for all files on this server are
totaled.

File Simple file name

Read Calls/s or Read Ops/s
Number of read subroutines per second on this file

Read Bytes/s
Bytes per second requested by the above calls

Write Calls/s or Write Ops/s
Number of write subroutines per second on this file

Alphabetical Listing of Commands 23



Write Bytes/s
Bytes per second written to this file

NFS Client RPC Statistics (by Server): Each row describes the number of NFS remote procedure calls
being made by this client to a particular NFS server. At the bottom of the report, calls for all servers are
totaled.

Server
Host name of server. An * (asterisk) is used for RPC calls for which no hostname could be
determined.

Calls/s or Ops/s
Number of NFS RPC calls per second being made to this server.

NFS Client Statistics (by Process): Each row describes the amount of NFS read/write subroutine
activity associated with a particular process. Unless the verbose option is specified, only the top 20
processes are listed. At the bottom of the report, calls for all processes are totaled.

Process
Process name

PID Process ID number

Read Calls/s or Read Ops/s
Number of NFS read subroutines per second made by this process

Read Bytes/s
Bytes per second requested by the above calls

Write Calls/s or Write Ops/s
Number of NFS write subroutines per second made by this process

Write Bytes/s

Bytes per second written to NFS mounted files by this process
NFS Server Statistics (by Client): Each row describes the amount of NFS activity handled by this server
on behalf of particular client. At the bottom of the report, calls for all clients are totaled.

Client
Host name of client

Read Calls/s or Read Ops/s
Number of remote read requests per second processed on behalf of this client

Read Bytes/s
Bytes per second requested by this client’s read calls

Write Calls/s or Write Ops/s
Number of remote write requests per second processed on behalf of this client

Write Bytes/s
Bytes per second written by this client

Other Calls/s or Ops/s
Number of other remote requests per second processed on behalf of this client

Detailed Reports

Detailed reports are generated for any of the specified report types. For these report types, a detailed
report is produced for most of the summary reports. The detailed reports contain an entry for each entry in
the summary reports with statistics for each type of transaction associated with the entry.
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Transaction statistics consist of a count of the number of transactions of that type, followed by response
time and size distribution data (where applicable). The distribution data consists of average, minimum, and
maximum values, as well as standard deviations. Roughly two-thirds of the values are between average -
standard deviation and average + standard deviation. Sizes are reported in bytes. Response times are
reported in milliseconds.

Detailed Second Level Interrupt Handler CPU Usage Statistics:
SLIH  Name of second-level interrupt handler
Count Number of interrupts of this type
CPU Time (Msec)

CPU usage statistics for handling interrupts of this type
Detailed Network Device-Driver Statistics (by Device):

Device
Path name of special file associated with device

Recv Packets
Number of packets received through this device

Recv Sizes (Bytes)
Size statistics for received packets

Recv Times (msec)
Response time statistics for processing received packets

Xmit Packets
Number of packets transmitted to this host

Demux Times (msec)
Time statistics for processing received packets in the demux layer

Xmit Sizes (Bytes)
Size statistics for transmitted packets

Xmit Times (Msec)

Response time statistics for processing transmitted packets
Detailed Network Device-Driver Transmit Statistics (by Host):
Host  Destination host name

Xmit Packets
Number of packets transmitted through this device

Xmit Sizes (Bytes)
Size statistics for transmitted packets

Xmit Times (Msec)

Response time statistics for processing transmitted packets
Detailed Socket Call Statistics for Each Internet Protocol (by Process): (on-line mode)
Detailed Socket Call Statistics for Each Process: (off-line mode)

Process
Process name

PID Process ID number

Reads Number of [read , [recV], fecvfrom|, and frecvmsg] subroutines made by this process on sockets of
this type
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Read Sizes (Bytes)
Size statistics for read calls

Read Times (Msec)
Response time statistics for read calls

Writes

Number of |write| , [send|, [sendto|, and [sendmsg| subroutines made by this process on sockets of
this type

Write Sizes (Bytes)
Size statistics for write calls

Write Times (Msec)
Response time statistics for write calls
Detailed NFS Client Statistics for Each Server (by File):
File File path name
Reads Number of NFS read subroutines for this file

Read Sizes (Bytes)
Size statistics for read calls

Read Times (Msec)
Response time statistics for read calls

Writes
Number of NFS write subroutines for this file

Write Sizes (Bytes)
Size statistics for write calls

Write Times (Msec)
Response time statistics for write calls
Detailed NFS Client RPC Statistics (by Server):

Server
Server host name

Calls Number of NFS client RPC calls made to this server
Call Times (Msec)

Response time statistics for RPC calls
Detailed NFS Client Statistics (by Process):

Process
Process name

PID Process ID number
Reads Number of NFS read subroutines made by this process

Read Sizes (Bytes)
Size statistics for read calls

Read Times (Msec)
Response time statistics for read calls

Writes
Number of NFS write subroutines made by this process
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Write Sizes (Bytes)

Size statistics for write calls

Write Times (Msec)

Response time statistics for write calls

Detailed NFS Server Statistics (by Client):
Client

Client host name

Reads Number of NFS read requests received from this client

Read Sizes (Bytes)

Size statistics for read requests

Read Times (Msec)

Response time statistics for read requests

Writes

Number of NFS write requests received from this client

Write Sizes (Bytes)

Size statistics for write requests

Write Times (Msec)

Response time statistics for write requests

Other Calls

Number of other NFS requests received from this client

Other Times (Msec)

Response time statistics for other requests

Examples

1.

To monitor network activity during the execution of certain application programs and generate all report
types, type:

netpmon

<run application programs and commands here>

trcstop

The netpmon command automatically starts the system trace and puts itself in the background.
Application programs and system commands can be run at this time. After the ftrestop] command is
issued, all reports are displayed on standard output.

To generate CPU and NFS report types and write the reports to the nmon.out file, type:

netpmon -0 nmon.out -0 cpu,nfs

<run application programs and commands here>

trcstop

The netpmon command immediately starts the system trace. After the trestop command is issued, the
I/0O activity report is written to the nmon.out file. Only the CPU and NFS reports will be generated.

To generate all report types and write verbose output to the nmon.out file, type:

netpmon -v -0 nmon.out

<run application programs and commands here>

trcstop

With the verbose output, the netpmon command indicates the steps it is taking to start up the trace.
The summary and detailed reports include all files and processes, instead of just the 20 most active
files and processes.

To use the netpmon command in offline mode, type:

trace -a
run application programs and commands here
trcoff
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gennames > gen.out

trcstop

trcrpt -r /var/adm/ras/trcfile > tracefile.r
netpmon -i tracefile.r -n gen.out -0 netpmon.out

Related Information
The command, command, and command.

The subroutine, subroutine, subroutine, subroutine, and subroutine.

netstat Command

Purpose
Shows network status.

Syntax

To Display Active Sockets for Each Protocol or Routing Table Information

/bin/netstat | IE] [ { E } I { E‘l @ E E Interface } ] [ E AddressFamily ] [ |§|

Protocol 1[ Interval ]

To Display the Contents of a Network Data Structure
/bin/netstat [ [-m| | [M | Fs| | Fss| | Fd | [V 11 H AddressFamily 1 [ [-p| Protocol ] [ Interval |

To Display the Virtual Interface Table and Multicast Forwarding Cache
/bin/netstatél

To Display the Packet Counts Throughout the Communications Subsystem

/bin/netstat

To Display the Network Buffer Cache Statistics
Ibin/netstat |-

To Display the Data Link Provider Interface Statistics
Ibin/netstat [-P|

To Clear the Associated Statistics

Ibin/netstat [[Zd | FZi| | [Zm] | [Zs]]

Description

The netstat command symbolically displays the contents of various network-related data structures for
active connections. The Interval parameter, specified in seconds, continuously displays information
regarding packet traffic on the configured network interfaces. The Interval parameter takes no flags.

Flags

-A Shows the address of any protocol control blocks associated with the sockets.
This flag acts with the default display and is used for debugging purposes.

-a Shows the state of all sockets. Without this flag, sockets used by server

processes are not shown.
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-C

Shows the statistics of the Network Buffer Cache.

The Network Buffer Cache is a list of network buffers that contain data objects
that can be transmitted to networks. The Network Buffer Cache grows
dynamically as data objects are added to or removed from it. The Network Buffer
Cache is used by some network kernel interfaces for performance enhancement
on the network 1/0O. The netstat -c command prints the following statistic:

Network Buffer Cache Statistics:

Current total cache buffer size: 0

Maximum total cache buffer size: 0

Current total cache data size: 0

Maximum total cache data size: 0

Current number of cache: 0

Maximum number of cache: 0

Number of cache with data: 0

Number of searches in cache: 0

Number of cache hit: 0

Number of cache miss: 0

Number of cache newly added: 0

Number of cache updated: 0

Number of cache removed: 0

Number of successful cache accesses: 0

Number of unsuccessful cache accesses: 0

Number of cache validation: 0

Current total cache data size in private segments: 0

Maximum total cache data size in private segments: 0

Current total number of private segments: 0

Maximum total number of private segments: 0

Current number of free private segments: 0

Current total NBC_NAMED_FILE entries: 0

Maximum total NBC_NAMED_FILE entries: 0

Shows the routing tables, including the user-configured and current costs of each
route. The user-configured cost is set using the -hopcount flag of the route
command. The current cost may be different than the user-configured cost if
Dead Gateway Detection has changed the cost of the route.

In addition to the costs of the route, it also shows the weight and policy
information associated with each route. These fields are applicable only when the
Multipath Routing Feature is used. The policy information displays the routing
policy that has been currently selected to choose between the multiple routes
available. The policies available are:

» Default - Weighted Round Robin (WRR)
* Hashed (HSH)

* Random (RND)

» Weighted Random (WRND)

» Lowest Utilization (LUT)

If multiple routes are present for the same destination (multipath routes), one of
these routes display the policy value of WRR, HSH, RND, WRND, or LUT. All the other
routes in this set display the policy information as -"-. This means that all the
routes in this set are using the same routing policy displayed by the first route.

The weight field is a user-configured weight associated with the route that will be
used for Weighted Round-Robin and Weighted Random Policies. For more
information about these policies, see thecommand.
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-f AddressFamily

-9

-i

-l Interface
-M

-m

-n

-0

-p Protocol

-r
-S

-U

Shows the number of packets received, transmitted, and dropped in the
communications subsystem.

Note: In the statistics output, a N/A displayed in a field value indicates the count
is not applicable. For the NFS/RPC statistics, the number of incoming packets
that pass through RPC are the same packets that pass through NFS, so these
numbers are not summed in the NFS/RPC Total field, thus the N/A. NFS has no
outgoing packet or outgoing packet drop counters specific to NFS and RPC.
Therefore, individual counts have a field value of N/A, and the cumulative count is
stored in the NFS/RPC Total field.

Limits reports of statistics or address control blocks to those items specified by
the AddressFamily variable. The following address families are recognized:

inet Indicates the AF_INET address family.
ineté  Indicates the AF_INET6 address family.

unix Indicates the AF_UNIX address family.

Shows Virtual Interface Table and Multicast Forwarding Cache information. If used
in conjunction with the -s flag, it will show the multicast routing information.
Shows the state of all configured interfaces. See|’Interface Display.’|

Note: The collision count for Ethernet interfaces is not supported.

Shows the state of the configured interface specified by the Inferface variable.
Shows network memory’s mbuf cluster pool statistics.

Shows statistics recorded by the memory management routines.

Shows network addresses as numbers. When this flag is not specified, the
netstat command interprets addresses where possible and displays them
symbolically. This flag can be used with any of the display formats.

Used in conjunction with the -a flag to display detailed data about a socket, such
as socket options, flags, and buffer statistics.

Shows statistics about the value specified for the Protocol variable, which is either
a well-known name for a protocol or an alias for it. Some protocol names and
aliases are listed in thefile. A null response means that there are
no numbers to report. The program report of the value specified for the Protocol
variable is unknown if there is no statistics routine for it.

Shows the statistics of the Data Link Provider Interface (DLPI). The netstat -P
command prints the following statistic:

DLPI statistics:

Number of received packets = 0
Number of transmitted packets = 0
Number of received bytes = 0
Number of transmitted bytes = 0
Number of incoming pkts discard
Number of outgoing pkts discard
Number of times no buffers = 0
Number of successful binds = 0
Number of unknown message types = 0
Status of phys Tlevel promisc = 0
Status of sap level promisc = 0
Status of multi Tevel promisc = 0
Number of enab_multi addresses = 0

n n
[N o]

If DLPI is not loaded, it displays:

can't find symbol: d1_stats

Shows the routing tables. When used with the -s flag, the -r flag shows routing
statistics. See ['Routing Table Display.’|

Shows statistics for each protocol.

Displays all the non-zero protocol statistics and provides a concise display.
Displays information about domain sockets.
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-V Shows statistics for CDLI-based communications adapters. This flag causes the
netstat command to run the statistics commands for the entstat, tokstat, and
fddistat commands. No flags are issued to these device driver commands. See
the specific device driver statistics command to obtain descriptions of the
statistical output.

-Zc Clear network buffer cache statistics.

-Zi Clear interface statistics.

-Zm Clear network memory allocator statistics.

-Zs Clear protocol statistics. To clear statistics for a specific protocol, use -p

<protocol>. For example, to clear TCP statistics, type netstat -Zs -p tcp.

Default Display
The default display for active sockets shows the following items:

* Local and remote addresses

» Send and receive queue sizes (in bytes)
* Protocol

* Internal state of the protocol

Internet address formats are of the form host.port or network.port if a socket’'s address specifies a
network but no specific host address. The host address is displayed symbolically if the address can be
resolved to a symbolic host name, while network addresses are displayed symbolically according to the

etc/networks|file.

If a symbolic name for a host is not known or if the -n flag is used, the address is printed numerically,
according to the address family. Unspecified addresses and ports appear as an * (asterisk).

Interface Display (netstat -i)

The interface display format provides a table of cumulative statistics for the following items:
* Errors
» Collisions

Note: The collision count for Ethernet interfaces is not supported.
» Packets transferred

The interface display also provides the interface name, number, and address as well as the maximum
transmission units (MTUSs).

Routing Table Display (netstat -r)

The routing table display indicates the available routes and their statuses. Each route consists of a
destination host or network and a gateway to use in forwarding packets.

A route is given in the format A.B.C.DIXX, which presents two pieces of information. A.B.C.D indicates the
destination address and XX indicates the netmask associated with the route. The netmask is represented
by the number of bits set. For example, the route 9.3.252.192/26 has a netmask of 255.255.255.192,
which has 26 bits set.
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The routing table contains the following ten fields:

Flags

Gateway
Refs

Use
PMTU

Interface

Exp

Groups

Netmasks

Route Tree for
Protocol Family

The flags field of the routing table shows the state of the route:

A An Active Dead Gateway Detection is enabled on the route. This field
only applies to AIX 5.1 or later.

U Up.

H The route is to a host rather than to a network.

G The route is to a gateway.

D The route was created dynamically by a redirect.

M The route has been modified by a redirect.

L The link-level address is present in the route entry.

c Access to this route creates a cloned route.

w The route is a cloned route.

1 Protocol specific routing flag #1.

2 Protocol specific routing flag #2.

3 Protocol specific routing flag #3.

b The route represents a broadcast address.

e Has a binding cache entry.

| The route represents a local address.

m The route represents a multicast address.

P Pinned route.

R Host or net unreachable.

S Manually added.

u Route usable.

s The Group Routing stopsearch option is enabled on the route.

Direct routes are created for each interface attached to the local host.

The gateway field for these entries shows the address of the outgoing interface.
Gives the current number of active uses for the route. Connection-oriented
protocols hold on to a single route for the duration of a connection, while
connectionless protocols obtain a route while sending to the same destination.
Provides a count of the number of packets sent using that route.

Gives the Path Maximum Transfer Unit (PMTU). AIX 5.3 does not display the
PMTU column.

Indicates the network interfaces utilized for the route.

Displays the time (in minutes) remaining before the route expires.

Provides a list of group IDs associated with that route.

Lists the netmasks applied on the system.

Specifies the active address families for existing routes. Supported values for this
field are:

1 Specifies the UNIX address family.
2 Specifies the Internet address family (for example, TCP and UDP).

For more information on other address families, refer to the /usr/include/sys/
socket.h file.
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When a value is specified for the Interval parameter, the netstat command displays a running count of
statistics related to network interfaces. This display contains two columns: a column for the primary
interface (the first interface found during autoconfiguration) and a column summarizing information for all
interfaces.

The primary interface may be replaced with another interface by using the Elflag. The first line of each
screen of information contains a summary of statistics accumulated since the system was last restarted.
The subsequent lines of output show values accumulated over intervals of the specified length.

Examples
1. To display routing table information for an Internet interface, type:

netstat -r -f inet
This produces the following output:

Routing tables

Destination Gateway Flags Refs Use PMTU If Exp Groups Netmasks:
(root node)

(0)0 ffff foo0 0

(0)0 ffff f000 0

(0)0 8123 262f 0 0 0 0 0

(root node)

Route Tree for Protocol Family 2:
(root node)

default 129.35.38.47 UG 0 564 - tr0 -

loopback 127.0.0.1 UH 1 202 - 100 -
129.35.32 129.35.41.172 U 4 30 - tr0 -  +staff
129.35.32.117 129.35.41.172 UGHW 0 13 1492 tr0 30
192.100.61 192.100.61.11 U 1 195 - end -

(root node)

Route Tree for Protocol Family 6:
(root node)
(root node)

The -r -f inet flags indicate a request for routing table information for all configured Internet
interfaces. The network interfaces are listed in the Interface column; en designates a Standard
Ethernet interface, while tr specifies a Token-Ring interface. Gateway addresses are in dotted decimal
format.

Note: AIX 5.3 does not display the PMTU column.
2. To display statistics for GRE Protocol, type:

netstat -s -p gre

This produces the following output:

GRE Interface gre0

10 number of times gre_input got called
number of times gre_output got called
packets received with protocol not supported
packets received with checksum on
packets received with routing present
packets received with key present
packets received with sequence number present
packets received with strict source route present
packets received with recursion control present
packets received where reservedd non-zero
packets received where version non-zero
packets discarded
packets dropped due to network down
packets dropped due to protocol not supported

[cNoNoNoNoNoNoNRoNoNoNoRoNe ]
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0 packets dropped due to error in ip output routine
0 packets got by NAT

0 packets got by NAT but not TCP packet

0 packets got by NAT but with IP options

3. To display interface information for an Internet interface, type:
netstat -i -f inet
This produces the following output if you are using AlX 4.2:
Name Mtu  Network Address  Ipkts Ierrs Opkts Oerrs Coll

100 1536 <Link> 4 0 4 0 0

100 1536 127 loopback 4 0 4 0 0

en® 1500 <Link> 96 0 67 0 0

en0 1500 192.100.61 nullarbor 96 0 67 0 0

tr0 1500 <Link> 44802 0 11134 0 0

tr0 1500 129.35.32  stnullarb 44802 0 11134 0 0

This produces the following output if you are using AlX 4.3:

Name Mtu Network Address Ipkts Ierrs Opkts Oerrs Coll
100 16896 Link#l 5161 0 5193 0 0
100 16896 127 localhost 5161 0 5193 0 0
100 16896 ::1 5161 0 5193 0 0
enl 1500 Link#2 8.0.38.22.8.34 221240 0 100284 0 0
enl 1500 129.183.64 infoserv.frec.bul 221240 0 100284 0 0

The -i -f inet flags indicate a request for the status of all configured Internet interfaces. The network
interfaces are listed in the Name column; To designates a loopback interface, en designates a Standard
Ethernet interface, while tr specifies a Token-Ring interface.

4. To display statistics for each protocol, type:
netstat -s -f inet
This produces the following output:
ip:

44485 total packets received
bad header checksums
with size smaller than minimum
with data size < data length
with header Tength < data size
with data length < header length
with bad options
with incorrect version number
fragments received
fragments dropped (dup or out of space)
fragments dropped after timeout
packets reassembled ok
44485 packets for this host
0 packets for unknown/unsupported protocol
0 packets forwarded
0 packets not forwardable
0 redirects sent
1506 packets sent from this host
packets sent with fabricated ip header
output packets dropped due to no bufs, etc.
output packets discarded due to no route
output datagrams fragmented
fragments created
datagrams that can't be fragmented
IP Multicast packets dropped due to no receiver
successful path MTU discovery cycles
path MTU rediscovery cycles attempted
path MTU discovery no-response estimates
path MTU discovery response timeouts
path MTU discovery decreases detected
path MTU discovery packets sent
path MTU discovery memory allocation failures
ipintrg overflows

[cNoNoNoNoNoNoNoNoNoNo)

(<}

[cNoNoNoNoNoNoNoNRoNoNoNoNo ol
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icmp:
0 calls to icmp_error
0 errors not generated 'cuz old message was icmp
Output histogram:
echo reply: 6
0 messages with bad code fields
0 messages < minimum Tength
0 bad checksums
0 messages with bad length
Input histogram:
echo: 19
6 message responses generated

igmp:defect

messages received

messages received with too few bytes

messages received with bad checksum

membership queries received

membership queries received with invalid field(s)
membership reports received

membership reports received with invalid field(s)
membership reports received for groups to which we belong
membership reports sent

[cRoNoNoNoNoNoNoNo]

tep:
1393 packets sent
857 data packets (135315 bytes)
0 data packets (0 bytes) retransmitted
367 URG only packets
0 URG only packets
0 window probe packets
0 window update packets
170 control packets
1580 packets received
790 acks (for 135491 bytes)
60 duplicate acks
0 acks for unsent data
638 packets (2064 bytes) received in-sequence
0 completely duplicate packets (0 bytes)
0 packets with some dup. data (0 bytes duped)
117 out-of-order packets (0 bytes)
0 packets (0 bytes) of data after window
0 window probes
60 window update packets
0 packets received after close
0 discarded for bad checksums
0 discarded for bad header offset fields
0 connection request
58 connection requests
61 connection accepts
118 connections established (including accepts)
121 connections closed (including 0 drops)
0 embryonic connections dropped
845 segments updated rtt (of 847 attempts)
0 resends due to path MTU discovery
0 path MTU discovery terminations due to retransmits
0 retransmit timeouts
0 connections dropped by rexmit timeout
0 persist timeouts
0 keepalive timeouts
0 keepalive probes sent
0 connections dropped by keepalive

udp:
42886 datagrams received
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0 incomplete headers

0 bad data Tength fields

0 bad checksums

0 dropped due to no socket

42860 broadcast/multicast datagrams dropped due to no

socket
0 socket buffer overflows
26 delivered
106 datagrams output

ip specifies the Internet Protocol; icmp specifies the Information Control Message Protocol; tcp
specifies the Transmission Control Protocol; udp specifies the User Datagram Protocol.

Note: AIX 5.3 does not display the PMTU statistics for the IP protocol.
5. To display device driver statistics, type:
netstat -v

The netstat -v command displays the statistics for each CDLI-based device driver that is up. To see
sample output for this command, see the tokstat command, the entstat command, or the fddistat
command.

6. To display information regarding an interface for which multicast is enabled, and to see group
membership, type:

netstat -a -I interface
For example, if an 802.3 interface was specified, the following output will be produced:

Name Mtu Network Address Ipkts Ierrs Opkts Oerrs Coll

etd 1492 <Link> 0 0 2 0 0

etd 1492 9.4.37 hun-eth 0 0 2 0 0
224.0.0.1

02:60:8c:0a:02:e7

01:00:5e:00:00:01
If instead of -l interface the flag -i is given, then all configured interfaces will be listed. The network
interfaces are listed in the Name column; lo designates a loopback interface, et designates an IEEE
802.3 interface, tr designates a Token-Ring interface, while fi specifies an FDDI interface.

The address column has the following meaning. A symbolic name for each interface is shown. Below
this symbolic name, the group addresses of any multicast groups that have been joined on that
interface are shown. Group address 224.0.0.1 is the special all-hosts-group to which all multicast
interfaces belong. The MAC address of the interface (in colon notation) follows the group addresses,
plus a list of any other MAC level addresses that are enabled on behalf of IP Multicast for the
particular interface.

7. To display the packet counts in the communication subsystem, type:

netstat -D

The following output will be produced:

Source Ipkts Opkts Idrops Odrops
tok_devO 720 542 0 0
ent_devO 114 4 0 0
Devices Total 834 546 0 0
tok_ddo 720 542 0 0
ent_ddo 114 4 0 0
Drivers Total 834 546 0 0
tok_dmx@ 720 N/A 0 N/A
ent_dmx0 114 N/A 0 N/A
Demuxer Total 834 N/A 0 N/A
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(state)
LISTEN

LISTEN

1P 773 767 0 0
TCP 536 399 0 0
upp 229 93 0 0
Protocols Total 1538 1259 0 0
To_if0 69 69 0 0
en_ifo 22 8 0 0
tr ifo 704 543 0 1
Net IF Total 795 620 0 1
NFS/RPC Client 519 N/A 0 N/A
NFS/RPC Server 0 N/A 0 N/A
NFS Client 519 N/A 0 N/A
NFS Server 0 N/A 0 N/A
NFS/RPC Total N/A 519 0 0
(Note: N/A -> Not Applicable)
8. To display detailed data of active sockets, type:
netstat -aon
Output similar to the following is displayed:
Active Internet connections (including servers)
Proto Recv-Q Send-Q Local Address Foreign Address
tcpd 0 0 *.13 * %
so_options: (ACCEPTCONN|REUSEADDR)
q0len:0 glen:0 gqlimit:1000 so_state: (PRIV)
timeo:0 uid:0
so_special: (LOCKBALE|MEMCOMPRESS|DISABLE)
so_special2: (PROC)
sndbuf:
hiwat:16384 Towat:4096 mbcnt:0 mbmax:65536
rcvbuf:
hiwat:16384 Towat:1 mbcnt:0 mbmax:65536
sb_flags: (SEL)
TCP:
mss:512
tecp 0 0 =*.21 * %
so_options: (ACCEPTCONN|REUSEADDR)
q0len:0 glen:0 qlimit:1000 so_state: (PRIV)
timeo:0 uid:0
so_special: (LOCKBALE|MEMCOMPRESS |DISABLE)
so_special2: (PROC)
sndbuf:
hiwat:16384 Towat:4096 mbcnt:0 mbmax:65536
rcvbuf:
hiwat:16384 lowat:1 mbcnt:0 mbmax:65536
sb_flags: (SEL)
TCP:
mss:512
9. To display the routing table, type the following:
netstat -rn
Output similar to the following is displayed:
Routing tables
Destination Gateway Flags Refs Use If

PMTU Exp Groups
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Route Tree for Protocol Family 2 (Internet):

default 9.3.149.65 UG 0 24 en0 - -
9.3.149.64 9.3.149.88 UHSb 0 0 en0 - - =>
9.3.149.64/27 9.3.149.88 U 1 0 end - -
9.3.149.88 127.0.0.1 UGHS 0 1 100 - -
9.3.149.95 9.3.149.88 UHSb 0 0 end - -

127/8 127.0.0.1 U 11 174 100 - -

Route Tree for Protocol Family 24 (Internet v6):

il i:l UH 0 0 100 - -

Note: AIX 5.3 does not display the PMTU column.

The character => at the end of the line means the line is a duplicate route of the route on the
next line.

The loopback route (9.3.149.88, 127.0.0.1) and the broadcast routes (with the flags field containing b
indicating broadcast) are automatically created when an interface is configured. Two broadcast routes
are added: one to the subnet address and one to the broadcast address of the subnet. The presence
of the loopback routes and broadcast routes improve performance.

Related Information

The mmand, entstat| command, command, command, [no] command,
frpt

command, command, command.

Thefile format, fiIe format, fiIe format, file format.

[Network performance|in Performance management.

TCP/IP routing gateways| [Naming| [TCP/IP addressing} [TCP/IP network interfaces, [TCP/IP protocols, and
TCP/IP routing| in Networks and communication management.

newaliases Command

Purpose
Builds a new copy of the alias database from the mail aliases file.

Syntax

newaliases

Description

The newaliases command builds a new copy of the alias database from the /etc/aliases file. It must be
run each time this file is changed in order for the changes to take effect. Running this command is
equivalent to running the sendmail command with the -bi flag.

Exit Status

0 Exits successfully.

>0 An error occurred.

Files

lusr/sbin/newaliases Contains the newaliases command.
Ietc/mai Contains source for the mail aliases file command.
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letc/aliasesDB directory Contains the binary files created by the newaliases command.

Related Information
Thecommand.

[Mail aliases and|Alias database building|in Networks and communication management.

newform Command

Purpose
Changes the format of a text file.

Syntax

newform [El] [ [EI[ Number | @[ Number] ] [E[ Character ] | [E[ Number] ] [El[ TabSpec] ]
[FI| [ Number]] [Fol[ TabSpec]] [Ifﬂ[[ Number]] [ File ... ]

Description

The newform command takes lines from the files specified by the File parameter (standard input by
default) and writes the formatted lines to standard output. Lines are reformatted in accordance with the
command-line flags in effect.

Except for the -s flag, you can enter command-line flags in any order, repeated, and mixed with the File
parameter. However, the system processes command-line flags in the order you specify. For example, the
-c flag modifies the behavior of the -a and -p flags, so specify the -c flag before the -p or -a flag for which
it is intended. The -l (lowercase L) flag modifies the behavior of the -a, -b, -e, and -p flags, so specify the
-l flag before the flags for which it is intended. For example, flag sequences like -e15 -160 yield results that
are different from -160 -e15. Flags are applied to all files specified on the command line.

An exit value of 0 indicates normal execution; an exit value of 1 indicates an error.

Notes:

1. The newform command normally only keeps track of physical characters; however, for the -i and -o
flags, the newform command keeps track of backspaces to line up tabs in the appropriate logical
columns.

2. The newform command does not prompt you if the system reads a TabSpec variable value from
standard input (by use of the -i- or -o- flag).

3. If you specify the -f flag, and the last -o flag you specified was -0- preceded by either an -o- or an -i-,
the tab-specification format line is incorrect.

4. If the values specified for the -p, -I, -e, -a, or -b flag are not valid decimal numbers greater than 1, the
specified value is ignored and default action is taken.

Flags

-a [ Number ] Adds the specified number of characters to the end of the line when the line length is
less than the effective line length. If no number is specified, the -a flag defaults to 0
and adds the number of characters necessary to obtain the effective line length. See
also the f-¢ [ Character ] and |-p [ Number ]|flags.
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-b [ Number ]

-c [ Character ]
-e [ Number ]

-f

-i [ TabSpec ]

-l [ Number ]

-0 [ TabSpec ]

-p [ Number ]

Truncates the specified number of characters from the beginning of the line if the line
length is greater than the effective line length. If the line also contains fewer
characters than specified by the Number parameter, the entire line is deleted and a
blank line is displayed in its place. See also the -l [ Number ] flag. If you specify the
-b flag with no Number variable, the default action truncates the number of characters
necessary to obtain the effective line length.

This flag can be used to delete the sequence numbers from a COBOL program, as
follows:

newform -11-b7 file-name

The -I1 flag must be used to set the effective line length shorter than any existing line
in the file so that the -b flag is activated.

Changes the prefix/add character to that specified by the Character variable. Default
character is a space and is available when specified before the -a and -p flags.
Truncates the specified number of characters from the end of the line. Otherwise, the
flag is the same as the -b [ Number] flag.

Writes the tab-specification format line to standard output before any other lines are
written. The displayed tab-specification format line corresponds to the format specified
by the finalflag. If no -o flag is specified, the line displayed contains the default
specification of -8.

Replaces all tabs in the input with the number of spaces specified by the TabSpec
variable.

This variable recognizes all tab specification forms described in the tabs command.

If you specify a - (minus sign) for the value of the TabSpec variable, the newform
command assumes that the tab specification can be found in the first line read from
standard input. The default TabSpec value is -8. A TabSpec value of -0 expects no
tabs. If any are found, they are treated as having a value of -1.

Sets the effective line length to the specified number of characters. If no Number
variable is specified, the -l flag defaults to 72. The default line length without the -I
flag is 80 characters. Note that tabs and backspaces are considered to be one
character (use theElfIag to expand tabs to spaces). You must specify the -l flag
before the -b and -e flags.

Replaces spaces in the input with a tab in the output, according to the tab
specifications given. The default TabSpec value is -8. A TabSpec value of -0 means
that no spaces are converted to tabs on output.

Appends the specified number of characters to the beginning of a line when the line
length is less than the effective line length. The default action is to append the
number of characters that are necessary to obtain the effective line length. See also
the -c flag.

Removes leading characters on each line up to the first tab and places up to 8 of the
removed characters at the end of the line. If more than 8 characters (not counting the
first tab) are removed, the 8th character is replaced by an * (asterisk) and any
characters to the right of it are discarded. The first tab is always discarded.

The characters removed are saved internally until all other specified flags are applied
to that line. The characters are then added to the end of the processed line.

Note: The values for the -a, -b, -e, -l (lowercase L), and -p flags cannot be larger than LINE_MAX or

2048 bytes.

Examples

To convert from a file with:

* Leading digits
e One or more tabs
e Text on each line
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to a file:

* Beginning with the text, all tabs after the first expanded to spaces
» Padded with spaces out to column 72 (or truncated to column 72)
» Leading digits placed starting at column 73

type the following:
newform -s -i -1 -a -e filename

The newform command displays the following error message and stops if the -s flag is used on a file
without a tab on each line.

newform: 0653-457 The file is not in a format supported by the -s flag.

Related Information

The command, command.

newgrp Command

Purpose
Changes a user’s real group identification.

Syntax
newgrp [ [ 1[F[ Group ]

Description

The newgrp command changes a user’s real group identification. When you run the command, the system
places you in a new shell and changes the name of your real group to the group specified with the Group
parameter. By default, the newgrp command changes your real group to the group specified in the
letc/passwd file.

Note: The newgrp command does not take input from standard input and cannot be run from within
a script.

The newgrp command recognizes only group names, not group ID numbers. Your changes only last for
the current session. You can only change your real group name to a group you are already a member of.
If you are a root user, you can change your real group to any group regardless of whether you are a
member of it or not.

Note: When you run the newgrp command, the system always replaces your shell with a new one.
The command replaces your shell regardless of whether the command is successful or not. For this
reason, the command does not return error codes.

Flags

- Changes the environment to the login environment of the new group.
-l Indicates the same value as the - flag.

Security

Access Control: This command should be installed as a program in the trusted computing base (TCB).
The command should be owned by the root user with the setuid (SUID) bit set.
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Exit Status

If the newgrp command succeeds in creating a new shell execution environment, regardless if the group
identification was changed successfully, the exit status will be that of the current shell. Otherwise, the
following exit value is returned:

>0 An error occurred.

Examples

1. To change the real group ID of the current shell session to admin, enter:
newgrp admin

2. To change the real group ID back to your original login group, enter:

newgrp

Files

group

Indicates the group file; contains group IDs.

Indicates the password file; contains user IDs.

Related Information
The command, [setgroups|command.

newkey Command

Purpose
Creates a new key in the /etc/publickey file.

Syntax
lust/sbin/newkey [ [-h] HostName 1 Fu] UserName |

Description

The newkey command creates a new key in the /etc/publickey file. This command is normally run by the
network administrator on the Network Information Services (NIS) master machine to establish public keys
for users and root users on the network. These keys are needed for using secure Remote Procedure Call
(RPC) protocol or secure Network File System (NFS).

The newkey command prompts for the login password of the user specified by the UserName parameter.
Then, the command creates a new key pair in the /etc/publickey file and updates the publickey
database. The key pair consists of the user’s public key and secret key and is encrypted with the login
password of the given user.

Use of this program is not required. Users may create their own keys using the chkey command.
You can use the Network application in Web-based System Manager (wsm) to change network

characteristics. You could also use the System Management Interface Tool (SMIT) smit newkey fast path
to run this command.
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Flags

-h HostName Creates a new public key for the root user at the machine specified by the HostName
parameter. Prompts for the root password of this parameter.
-u UserName Creates a new public key for a user specified by the UserName parameter. Prompts for the NIS

password of this parameter.

Examples

1. To create a new public key for a user, enter:
newkey -u john

In this example, the newkey command creates a new public key for the user named john.
2. To create a new public key for the root user on host zeus, enter:
newkey -h zeus

In this example, the newkey command creates a new public key for the root user on the host named
zeus.

Files

letc/publickey Stores encrypted keys for users.

Related Information
The command, command.

The daemon.

For information on installing the Web-based System Manager, see [Chapter 2: Installation and System|
in AIX 5L Version 5.3 Web-based System Manager Administration Guide.

[System management interface tool|in Operating system and device management.

[Network File System (NFS) Overview for System Management in Networks and communication
management.

[Exporting a File System Using Secure NFS| [Mounting a File System Using Secure NFS|in Security.

[Network Information Service (NIS)|in AIX 5L Version 5.3 Network Information Services (NIS and NIS+)
Guide.

NIS Reference|

news Command

Purpose
Writes system news items to standard output.

Syntax
news [ E|I E|I |§|I Item ... ]
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Description

The news command writes system news items to standard output. This command keeps you informed of
news concerning the system. Each news item is contained in a separate file in the /var/news directory.
Most users run the news command followed by the -n flag each time they log in by including it in their
$HOME/.profile file or in the system’s /etc/profile file. Any user having write permission to this directory
can create a news item. It is not necessary to have read permission to create a news item.

If you run the news command without any flags, it displays every current file in the /var/news file, showing
the most recent first. This command, used with the -a flag, displays all news items. If you specify the -n
flag, only the names of the unread news items are displayed. Using the -s flag displays the number of
unread news items. You can also use the ltem parameter to specify the files that you want displayed.

Each file is preceded by an appropriate header. To avoid reporting old news, the news command stores a
currency time. The news command considers your currency time to be the date the $HOME/.news_time
file was last modified. Each time you read the news, the modification time of this file changes to that of the
reading. Only news item files posted after this time are considered current.

Pressing the Interrupt (Ctrl-C) key sequence during the display of a news item stops the display of that
item and starts the next. Pressing the Ctrl-C key sequence again ends the news command.

Note: News items can contain multibyte characters.

Flags
-a Displays all news items, regardless of the currency time. The currency time does not change.
-n Reports the names of current news items without displaying their contents. The currency time does not change.
-S Reports the number of current news items without displaying their names or contents. The currency time does
not change.
Examples
1. To display the items that have been posted since you last read the news, enter:
news

2. To display all the news items, enter:

news |Za| |

All of the news items display a page at a time (I pg), regardless of whether you have read them yet.
3. To list the names of the news items that you have not read yet, enter:

news

Each name is a file in the /var/news directory.
4. To display specific news items, enter:
news newusers services

This command sequence displays news about newusers and services, which are names listed by the
news E|command.

5. To display the number of news items that you have not yet read, enter:

news

6. To post news for everyone to read, enter:
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schedule /var/news

This copies the schedule file into the system /var/news directory to create the /var/news/schedule
file. To do this, you must have write permission to the /var/news directory.

Files

/usr/bin/news Contains the news command.

letc/profile Contains the system profile.

Ivar/news Contains system news item files.

$HOME/.news_time Indicates the date the news command was last invoked.

Related Information
Thecommand.

The |/etc/security/environ| file, profile] file.

next Command

Purpose
Shows the next message.

Syntax
next [ [#Folder ][ Fheader] | Fnoheader] ][ [showproc] CommandString | ]

Description

The next command displays the number the system will assign to the next message filed in a Message
Handler (MH) folder. The next command is equivalent to the show command with the next value specified
as the message.

The next command links to the show program and passes any switches on to the showproc program. If
you link to the next value and call that link something other than next, your link will function like the show
command, rather than like the next command.

The show command passes flags it does not recognize to the program performing the listing. The next
command provides a number of flags for the listing program.

Flags

+Folder Specifies the folder that contains the message you want to show.

-header Displays a one-line description of the message being shown. The
description includes the folder name and message number. This is the
default.

-help Lists the command syntax, available switches (toggles), and version
information.

Note: For MH, the name of this flag must be fully spelled out.

-noheader Prevents display of a one-line description of each message being
shown.

-noshowproc Uses the /usr/bin/cat file to perform the listing. This is the default.

-showproc CommandString Uses the specified command string to perform the listing.
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Examples

1. To see the next message in the current folder, enter:
next

The system responds with a message similar to the following:
(Message schedule: 10)

The text of the message is also displayed. In this example, message 10 in the current folder schedule
is the next message.

2. To see the next message in the project folder, enter:
next Hproject

The system responds with the text of the message and a header similar to the following:
(Message project: 5)

Files
$HOME/.mh_profile Specifies a user's MH profile.
/usr/bin/next Contains the next command.

Related Information
The command, command.

Thefile format, file format.

[Mail applications|in Networks and communication management.

nfs.clean Command

Purpose
Stops NFS and NIS operations.

Syntax
letc/nfs.clean [Fd][fy][-{ nfsinis]

Description

The /etc/nfs.clean command is used to shut down operations of NFS, NIS, or both. This script is used by
the shutdown command but can be used to stop operations of only NFS or NIS (NIS+). By default, all
NFS and NIS daemons are stopped.

This command is recommended instead of using stopsrc -g nfs since the nfs.clean command shuts
daemons down in the correct order. The stopsrc command has no notion of stopping daemons of a group
in the proper order. This can cause problems if the statd and lockd daemons are running and the statd
daemon is stopped before the lockd daemon.

Flags
-d Stops only server-specific daemons. Daemons that can run on clients are not stopped.
-y Stops only server-specific NIS (and NIS+) daemons. This flag is presumed if the -d flag is used.
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-t Stops only the specified system. If -t nfs is specified, only the NFS daemons are stopped. If -t nis is
specified, only the NIS daemons are stopped.

Exit Status

0 Command completed successfully.
1 Argument error.
Examples

1. To stop all NFS and NIS daemons, type:
/etc/nfs.clean

2. To stop only NFS, type:
/etc/nfs.clean -t nfs

3. To stop only NFS service daemons, type:
/etc/nfs.clean -d -t nfs

Location
/etc/nfs.clean

Related Information
The |shutdown command|

nfs4cl Command

Purpose
Displays or modifies current NFSv4 statistics and properties.

Syntax

lusr/sbin/nfs4cl [subcommand] [path] [argument]

Description

Use the nfs4cl command to display all the fsid information on the client or modify filesystem options of an
fsid.

Note: The nfs4dcl updates affect newly accessed files in the filesystem. An unmount and remount are
required to affect all previously accessed files.

Subcommands

resetfsoptions Subcommand
This subcommand resets all the options for the fsid back to the default options.

Note: The cio and dio options can be reset with the resetfsoptions subcommand, but the cio and dio
behavior is not actually turned off until the NFS filesystem is unmounted and then remounted.

setfsoptions Subcommand

This subcommand will take a path and an argument. The path specifies the target fsid structure and the
argument is the file system options. It will set the internal fsid to use the options specified by the
argument. Here is the list of possible arguments:
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rw Specifies that the files or directories that bind to this path (fsid) are readable and writable.

ro Specifies that the files or directories that bind to this path (fsid) are read only.

acdirmax Specifies the upper limit for the directory attribute cache time out value.

acdirmin Specifies the lower limit for the directory attribute cache time out value.

acregmax Specifies the upper limit for the file attribute cache time out value.

acregmin Specifies the lower limit for the file attribute cache time out value.

cio Specifies the filesystem to be mounted for concurrent readers and writers. I/O on files in
this filesystem behave as if the file was opened with O_CIO specified in the open() system
call.

dio Specifies that I/0 on the filesystem behaves as if all of the files were opened with
O_DIRECT specified in the open() system call.

hard Specifies that this fsid will use hard mount semantics.

intr Specifies that the fsid operations are interruptible.

maxpout=value

minpout=value

Specifies the pageout level for files on this filesystem at which threads should be slept. If
maxpout is specified, minpout must also be specified. This value must be non-negative
and greater than minpout. The default is the kernel maxpout level.

Specifies the pageout level for files on this filesystem at which threads should be readied.
If minpout is specified, maxpout must also be specified. This value must be non-negative.
The default is the kernel minpout level.

noac Does not use attribute cache.
nocto Specifies no close-to-open consistency.
nointr Specifies that the fsid is non-interruptible.

prefer: servername

Administratively sets the preferred server to use when data exists at multiple server
locations. The server name can be in short name, long name, IPv4, or IPv6 format, but the
client must be able to resolve the server name when the nfs4cl command is run.

rbr Utilizes the release-behind-when-reading capability. When sequential reading of a file in
this filesystem is detected, the real memory pages used by the file will be released once
the pages are copied to internal buffers.

rsize Specifies the read size for the RPC calls to the server.

retrans Specifies the number of RPC retransmits to attempt with soft semantics.

soft Specifies the fsid operation that will use soft mount semantics.

timeo Specifies the time out value for the RPC calls to the server.

wsize Specifies the write size for the RPC calls to the server.

nodircache Does not use directory cache.

showfs Subcommand

This subcommand displays filesystem specific information on the server that is currently accessed by the
client. The information includes server address, remote path, fsid, and local path. If path is provided,
additional information, such as fs_locations and fsid options, are displayed.

showstat Subcommand
This subcommand shows information similar to what the df command prints out for each fsid that exists on
the client. The information includes fields such as, Filesystem, 512-blocks, Free, %Used, lused, %lused,

and Mounted on.

delegreturn Subcommand
This subcommand accepts file path as its input argument. This subcommand will allow a system
administrator to instruct NFS v4 client to return delegations on the file specified by the input path name.

help Subcommand
This subcommand prints the usage statement.

Exit Status

0 The command completed successfully.
>0 An error occurred.
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Examples
1. To display all the fsid structure on the client, type:
nfs4cl showfs
2. To set the file system options of /mnt/usr/sbin to include only retrans=3, type:
nfs4cl setfsoptions /mnt/usr/sbin retrns=3
3. To reset the filesystem options for /mnt/use/sbin, type:
nfs4cl resetfsoptions /mnt/user/sbin
4. To show df command output for /mnt/usr/sbin, type:
nfs4cl showstat /mnt/usr/sbin
5. To make the client failover to server boo when replication occurs in /mnt/usr/sbin, type:

nfs4cl setfsoptions /mnt/usr/sbin prefer=boo

Location
/usr/sbin/nfs4cl

Related Information
[‘nfsstat Command” on page 74 )['nfso Command” on page 53.|

nfs4smctl Command

Purpose

Administers revocation of NFSv4 State.

Syntax

lust/sbin/nfsdsmctl [ [hostname |IP_address]

Description

Administers revocation of NFS v4 State.

Flags

-r hostname Specifies the client of which state is to be revoked using either the hostname or IP_address
IP_address parameter.

Files

lust/sbin/nfs4smctl Location of the nfs4smctl command.

Related Information
The command.

nfsd Daemon

Purpose
Services client requests for file system operations.
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Syntax
lust/sbin/nfsd [ [al Fpl{ tcp | udp } 1 [ Fd max_connections ] [Fgpl on | off ] [ Fapx| count ] [ Fgpbypass|] [

Fw] max_write_size ] [ ] max_read_size ] [[root directory] ] [[-public directory]][nservers

lusr/sbin/nfsd
lust/sbin/nfsd

Description
The nfsd daemon runs on a server and handles client requests for file system operations.

Each daemon handles one request at a time. Assign the maximum number of threads based on the load
you expect the server to handle.

The nfsd daemon is started and stopped with the following System Resource Controller (SRC)
commands:

startsrc -s nfsd
stopsrc -s nfsd

To change the number of daemons started with the SRC commands, use the chnfs command. To change
the parameters of an SRC controlled daemon, use the chssys command.

Note: If the number of nfsd daemons is not sufficient to serve the client, a nonidempotent operation error
is returned to the client. For example, if the client removes a directory, an ENOENT error is returned
even though the directory on the server is removed.

Flags

-a Specifies UDP and TCP transport will be serviced.

-C max_connections Specifies the maximum number of TCP connections allowed at the NFS server.

-gp onloff Controls the NFSv4 Grace Period enablement. The possible values are on or off.
If no -gp option is specified, the grace period is disabled by default.

-gpbypass Controls the NFSv4 Grace Period bypass. When this option is specified, the
grace period will be bypassed regardless of how the -gp option is specified.

-gpx count Controls the NFSv4 Grace Period automatic extension. The count parameter

specifies the total number of automatic extensions allowed for the grace period. If
no -gpx option is specified, the number of allowed automatic extensions defaults
to 1. A single extension cannot extend the grace period for more than the length
of the NFSv4 lease period. The NFSv4 subsystem uses runtime metrics (such as
the time of the last successful NFSv4 reclaim operation) to detect reclamation of
the state in progress, and extends the grace period for a length of time up to the
duration of the given number of iterations.

nservers Specifies the maximum number of concurrent requests that the NFS server can
handle. This concurrency is achieved by dynamic management of threads within
the NFS server, up to the maximum. The default maximum is 3891. The [chnfs]
or |nfso]command is used to change the maximum. Changing the
maximum setting from the default is not recommended as this may limit server
performance.

-p tcp or -p udp Transports both UDP and TCP to the NFS clients (default). You can only specify
UDP or TCP. For example, if -p fcp is used, the NFS server only accepts NFS
client requests using the TCP protocol.

-r max_read_size Specifies for NFS Version 3, the maximum size allowed for file read requests. The
default and maximum allowed is 32K.
-W max_write_size Specifies for NFS Version 3, the maximum size allowed for file write requests.

The default and maximum allowed is 32K.
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-root directory Specifies the directory which should be the root node the NFS version 4 exported
filesystem. By default, the root node is /. If the root node is set to something other
than /, use chnfs -r to reset the node to /. This flag may be used while nfsd is
running to change the root node, but only if no filesystems are currently exported.
This flag might be removed in a future release. Use chnfs -r instead.

-public directory Specifies the directory which should be the public node of the NFS version 4
exported filesystem. By default, the public node is the same as the root node.
This flag may be use while nfsd is running to change the public node. The public
node must be a descendant of the root node. This flag might be removed in a
future release. Use chnfs -p instead.

-getnodes Prints the current root and public nodes for the NFS version 4 server. This option
will not cause the NFS server daemon to start.
-getreplicas Prints the current replication enablement mode. If replicas have been specified for

the nfsroot, they will be displayed.

Parameter

Parameter that can be changed:

NumberOfNfsds Specifies the number of daemons to start. This parameter does not apply to AIX 4.2.1 or
later.

Examples

1. To start nfsd daemons using an src command, enter:
startsrc -s nfsd

In this example, the startsrc -s nfsd entry starts the number of daemons specified in the script.
2. To change the number of daemons running on your system, enter:
chssys -s nfsd -a 6

In this example, the chssys command changes the number of nfsd daemons running on your system
to 6.

Related Information
The command, command.

The daemon, daemon.

[Network File System (NFS) Overview| in AIX 5L Version 5.3 National Language Support Guide and
Reference.

[System Resource Controller|in Operating system and device management.

INFS commands|in Networks and communication management.

nfshostkey Command

Purpose
Configures the host keys for an Network File System (NFS) server.

Syntax
nfshostkey El I I @principa/@ file} | {Ell -p principal El address } | {IE -p principal -i address}
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Description

An NFS server (or full client) using RPCSEC_GSS RPC security must be able to acquire credentials for its
host principal to accept requests. Use the nfshostkey command to configure this information.

All full clients and NFS servers must have a primary host principal. The following is the format of the host
principal that the nfshostkey command sets:

nfs/<fully qualified domain name>

After you set the primary host principal, you can use the nfshostkey command to set additional host
principals for other network addresses. The server searches the list of addresses to find the one that an
incoming request was sent to and use the appropriate principal. If none is found, the primary principal is
used. The secondary host principals must have entries in the same keytab file that was passed in for the
primary principal. They will not be used by full clients.

Flags

-a Adds a new secondary host principal.

-d Deletes a secondary host principal.

-f file Specifies the path to a keytab file for the host principals.

-i address Specifies the IP address corresponding to the secondary principal.

-l Lists the primary host principal and keytab.

-L Lists the primary host principal, keytab, and secondary host principals.

-p principal Specifies the principal for this host.

Examples
1. To set a primary host principal, enter:
nfshostkey -p <principal> -f <keytab file>
2. To add a secondary host principal, enter:
nfshostkey -a -p <principal> -i <ip address>
3. To delete a host principal, enter:
nfshostkey -d -p <principal> -i <ip address>

Related Information
The /etc/nfs/hostkey file.

nfshostmap Command

Purpose
Manage mapping from hosts to principals for an nfs client.

Syntax
lusr/sbin/nfshostmap EI hostname alias1 alias2 | @ hostname | [-e| hostname alias1 alias2 | E|

Description

All hosts defined as aliases will be mapped to the host defined as a hostname when constructing a
kerberos request to the server. This is useful if, for example, a server has interfaces
wizard.sub.austin.ibm.com and wizard.austin.ibm.com; if this server’'s kerberos principal is
wizard.austin.ibm.com, nfshostmap -a wizard.austin.ibm.com wizard.sub.austin.ibm.com run on the
client will take care of this problem.
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This modifies /etc/nfs/princmap, which is read by the gssd daemon on startup.

Flags

-a hostname alias1 Adds a mapping from the aliases to hostname,
alias2

-d hostname Deletes all aliases for hostname.

-e hostname alias1 Removes all previous mappings for hostname and replaces them with the given alias list.
alias2
-l Prints the existing state of the respective files on the system.

Related Information
The /etc/nfs/princmap file.

nfso Command

Purpose
Manages Network File System (NFS) tuning parameters.

Syntax
nfso [[-p] | Fd1 [Fel] { Fo| Tunablel =newvalue ] }

nfso [ElIE] { Tunable }
nfso [[-p| I Fq1FD]
nfso [[-p| | F]1Fd [[d]]

nfso [-h]|[ Tunable ]
nfso [-] [ hostname ]
nfso [-L][ Tunable ]
nfso [-¥|[ Tunable |

Note: Multiple flags -0, -d, -x, and -L are allowed.

Description

Use the nfso command to configure Network File System tuning parameters. The nfso command sets or
displays current or next boot values for Network File System tuning parameters. This command can also
make permanent changes or defer changes until the next reboot. Whether the command sets or displays a
parameter is determined by the accompanying flag. The -o flag performs both actions. It can either display
the value of a parameter or set a new value for a parameter.

Understanding the Effect of Changing Tunable Parameters
Extreme care should be taken when using this command. If used incorrectly, the nfso command can make
your system inoperable.

Before modifying any tunable parameter, you should first carefully read about all its characteristics in the
[Tunable Parameters| section below, and follow any Refer To pointer, in order to fully understand its
purpose.
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You must then make sure that the Diagnosis and Tuning sections for this parameter truly apply to your
situation and that changing the value of this parameter could help improve the performance of your

system.

If the Diagnosis and Tuning sections both contain only "N/A”, you should probably never change this
parameter unless specifically directed by AIX development.

Flags

-c
-d Tunable

-h [Tunable]

-L [Tunable]

-l hostname

-0 Tunable[ =newvalue

]

Displays the current, reboot (when used in conjunction with -r) or permanent (when used in
conjunction with -p) value for all tunable parameters, one per line in pairs Tunable = Value.
For the permanent options, a value is only displayed for a parameter if its reboot and current
values are equal. Otherwise NONE displays as the value.

Changes the output format of the nfso command to colon-delineated format.

Sets the Tunable variable back to its default value. If a Tunable needs to be changed that is,
. it is currently not set to its default value) and is of type Bosboot or Reboot, or if it is of type
Incremental and has been changed from its default value, and -r is not used in combination,
it will not be changed but a warning displays instead.

Sets all Tunable variables back to their default value. If Tunables needing to be changed are
of type Bosboot or Reboot, or are of type Incremental and have been changed from their
default value, and the -r flag is not used in combination, they will not be changed but
warnings display instead.

Displays help about Tunable parameter if one is specified. Otherwise, displays the nfso
command usage statement.

Lists the characteristics of one or all Tunable, one per line, using the following format:

E CUR  DEF  BOOT MIN  MAX  UNIT TYPE
DEPENDENCIES
Portche;L_ __6 0 0"' 0 1 -- Py ____5
udpchecL;;m __i 1 l___ o . - Py --»_5
nfs_socketsize 600000 600000 600000 40000 1M Bytes T
nfs_tcp_socketsize 600000 600000 600000 40000 1M Bytes D

where:
CUR = current value
DEF = default value
BOOT = reboot value
MIN = minimal value
MAX = maximum value
UNIT = tunable unit of measure
TYPE = D (for Dynamic), S (for Static), R (for Reboot),
B (for Boshoot), M (for Mount), I (for Incremental), C (for Connect), and d (for Deprecated)
DEPENDENCIES = list of dependent tunable parameters, one per line

Allows a system administrator to release NFS file locks on an NFS server. The hostname
variable specifies the host name of the NFS client that has file locks held at the NFS server.
The nfso -1 command makes a remote procedure call to the NFS server’s rpc.lockd network
lock manager to request the release of the file locks held by the hostname NFS client.

If there is an NFS client that has file locks held at the NFS server and this client has been
disconnected from the network and cannot be recovered, the nfso - command can be used
to release those locks so that other NFS clients can obtain similar file locks.

Note: The nfso command can be used to release locks on the local NFS server only.
Displays the value or sets Tunable to newvalue. If a tunable needs to be changed (the
specified value is different than current value), and is of type Bosboot or Reboot, or if it is of
type Incremental and its current value is bigger than the specified value, and -r is not used in
combination, it will not be changed but a warning displays instead.

When -r is used in combination without a new value, the nextboot value for the Tunable
displays. When -p is used in combination without a newvalue, a value displays only if the
current and next boot values for the Tunable are the same. Otherwise NONE displays as the
value.
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-p Makes changes apply to both current and reboot values, when used in combination with -o,
-d or -D, that is, it turns on the updating of the /etc/tunables/nextboot file in addition to the
updating of the current value. These combinations cannot be used on Reboot and Bosboot
type parameters because their current value cannot be changed.

When used with -a or -0 without specifying a new value, values are displayed only if the
current and next boot values for a parameter are the same. Otherwise NONE displays as the
value.

-r Makes changes apply to reboot values when used in combination with -o, -d or -D, that is, it
turns on the updating of the /etc/tunables/nextboot file. If any parameter of type Bosboot is
changed, the user is prompted to run bosboot.

When used with -a or -0 without specifying a new value, next boot values for tunables
display instead of current values.

-X [Tunable] Lists characteristics of one or all tunables, one per line, using the following (spreadsheet)
format:

tunable,current,default,reboot,min,max,unit,type,{dtunable }

where:
current = current value
default = default value
reboot = reboot value
min = minimal value
max = maximum value
unit = tunable unit of measure

type = [parameter typel: D (for Dynamic), S (for Static), R (for Reboot),

B (for Bosboot), M (for Mount), I (for Incremental),
C (for Connect), and d (for Deprecated)
dtunable = space separated Tist of dependent tunable parameters

Any change (with -0, -d, or -D) to a parameter of type Mount results in a message displaying to warn the
user that the change is only effective for future mountings.

Any change (with -o, -d or -D flags) to a parameter of type Connect will result in inetd being restarted,
and a message displaying to warn the user that the change is only effective for future socket connections.

Any attempt to change (with -o, -d, or -D) a parameter of type Bosboot or Reboot without -r, results in an
error message.

Any attempt to change (with -o, -d, or -D but without -r) the current value of a parameter of type
Incremental with a new value smaller than the current value, results in an error message.

Tunable Parameters Type

All the tunable parameters manipulated by the tuning commands (no, nfso, vmo, ioo, schedo, and raso)
have been classified into these categories:

Dynamic If the parameter can be changed at any time

Static If the parameter can never be changed

Reboot If the parameter can only be changed during reboot

Bosboot If the parameter can only be changed by running bosboot and rebooting the machine
Mount If changes to the parameter are only effective for future file systems or directory mounts
Incremental If the parameter can only be incremented, except at boot time

Connect If changes to the parameter are only effective for future socket connections

Deprecated If changing this parameter is no longer supported by the current release of AlX.
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For parameters of type Bosboot, whenever a change is performed, the tuning commands automatically
prompt the user to ask if they want to execute the bosboot command. For parameters of type Connect,
the tuning commands automatically restart the inetd daemon.

Note that the current set of parameters managed by the nfso command only includes Dynamic, Mount,
and Incremental types.

Compatibility Mode
When running in pre 5.2 compatibility mode (controlled by the pre520tune attribute of sys0, see EIX 5.2

|compatibi|ity mode[), reboot values for parameters, except those of type Bosboot, are not really meaningful
because in this mode they are not applied at boot time.

In pre 5.2 compatibility mode, setting reboot values to tuning parameters continues to be achieved by
imbedding calls to tuning commands in scripts called during the boot sequence. Parameters of type
Reboot can therefore be set without the -r flag, so that existing scripts continue to work.

This mode is automatically turned ON when a machine is MIGRATED to AIX 5L Version 5.2. For complete
installations, it is turned OFF and the reboot values for parameters are set by applying the content of the
/etc/tunables/nextboot file during the reboot sequence. Only in that mode are the -r and -p flags fully
functional. See in the AIX 5L Version 5.3 Performance Tools Guide and Reference for
details about the new 5.2 mode.

Tunable Parameters

client_delegation
- 9 Purpose:

Enables or disables NFS version 4 client delegation support.
Values:
Default: 1
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A

Tuning:
A value of 1 enables client delegation support. A value of O disables
client delegation support.

lockd_debug_level
Purpose:

Sets the level of debugging for rpc.lockd.
Values:
Default: 0
Useful Range: 0 to 9
Type: Dynamic
Diagnosis:
N/A

Tuning:
N/A
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nfs_allow_all_signals

nfs_auto_rbr_trigger

nfs_device_specific_bufs (AlIX 4.2.1
and later)

Purpose:
Specifies that the NFS server adhere to signal handling
requirements for blocked locks for the UNIX 95/98 test suites.

Values:
Default: 0
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A
Tuning:
A value of 1 turns nfs_allow_all_signals on, and a value of 0 turns
it off.
Purpose:
Specifies a threshold offset (in megabytes) beyond which a
sequential read of an NFS file will result in the pages being released
from memory after the read. This option is ignored when the rbr
mount option is in effect.
Values:
» Default: 0 (indicates system determines the threshold)
* Range: -1 (indicates disabled), 0 to max NFS filesize (in MB)
» Type: Dynamic
Diagnosis:
Due to large sequentially read NFS files, vmstat shows a high
paging rate and svmon shows a high client page count.
Tuning:
This value should be set to the number of megabytes that should be
cached in memory when an NFS file is read sequentially. To prevent
exhaustion of memory with cached file pages, the remaining memory
pages beyond this threshold will be released after the memory
pages are read.
Purpose:
This option allows the NFS server to use memory allocations from
network devices if the network device supports such a feature.
Values:
Default: 1
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A
Tuning:

Use of these special memory allocations by the NFS server can
positively affect the overall performance of the NFS server. The
default of 1 means the NFS server is allowed to use the special
network device memory allocations. If the value of 0 is used, the
NFS server uses the traditional memory allocations for its processing
of NFS client requests. These are buffers managed by a network
interface that result in improved performance (over regular mbufs)
because no setup for DMA is required on these. Two adapters that
support this include the Micro Channel ATM adapter and the SP2
switch adapter.

Alphabetical Listing of Commands 57



nfs_dynamic_retrans

nfs_gather_threshold

Purpose:
Specifies whether the NFS client should use a dynamic
retransmission algorithm to decide when to resend NFS requests to

the server.
Values:
Default: 1
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A
Tuning:
If this function is turned on, the timeo parameter is only used in the
first retransmission. With this parameter set to 1, the NFS client
attempts to adjust its timeout behavior based on past NFS server
response. This allows for a floating timeout value along with
adjusting the transfer sizes used. All of this is done based on an
accumulative history of the NFS server’s response time. In most
cases, this parameter does not need to be adjusted. There are some
instances where the straightforward timeout behavior is desired for
the NFS client. In these cases, the value should be set to 0 before
mounting file systems.
Refer to:
|Unnecessary retransmits|
Purpose:
Sets the minimum size of write requests for which write gathering is
done.
Values:
Default: 4096
Useful Range: 512 to 8193
Type: Dynamic
Diagnosis:

If either of the following two situations are observed, tuning

nfs_gather_threshold might be appropriate:

» Delays are observed in responding to RPC requests, particularly
those where the client is exclusively doing nonsequential writes or
the files being written are being written with file locks held on the
client.

» Clients are writing with write sizes < 4096 and write-gather is not
working.

Tuning:

If write-gather is to be disabled, change the nfs_gather_threshold
to a value greater than the largest possible write. For AIX Version 4
running NFS Version 2, this value is 8192. Changing the value to
8193 disables write gather. Use this for the situation described
above in scenario (1). If write gather is being bypassed due to a
small write size, say 1024, as in scenario (2), change the write
gather parameter to gather smaller writes; for example, set to 1024.
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nfs_iopace_pages (AIX 4.1)

nfs_max_connections

Purpose:

Values:

Specifies the number of NFS file pages that are scheduled to be
written back to the server through the VMM at one time. This 1/O
scheduling control occurs on close of a file and when the system
invokes the syncd daemon.

Default: 0 (32 before AIX 4.2.1)
Range: 0 to 65536
Type: Dynamic

Diagnosis:

Tuning:

N/A

When an application writes a large file to an NFS mounted
filesystem, the file data is written to the NFS server when the file is
closed. In some cases, the resources required to write the file to the
server may prevent other NFS file 1/O from occurring. This
parameter limits the number of 4 KB pages written to the server to
the value of nfs_iopace_pages. The NFS client will schedule
nfs_iopace_pages for writing to the server and then waits for these
pages to be written to the server before scheduling the next batch of
pages. The default value will usually be sufficient for most
environments. Decreased the values if there are large amounts of
contention for NFS client resources. If there is low contention, the
value can be increased. When this value is 0, the default number of
pages written is calculated using a heuristic intended to optimize
performance and prevent exhaustion of resources that might prevent
other NFS file I/O from occurring.

Purpose:

Values:

Specifies the maximum number of TCP connections allowed into the
server.

Default: 0 (indicates no limit)
Range: 0 10 10000
Type: Dynamic

Diagnosis:

Tuning:

N/A

Limits number of connections into the server in order to reduce load.
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nfs_max_read_size

Purpose:
Sets the maximum and preferred read size.
Values:
Default: 32768 bytes
Useful Range: 512 to 65536 for NFS V3 over TCP
512 to 61440 for NFS V3 over UDP
512 to 8192 for NFS V2
Type: Dynamic
Diagnosis:

Useful when all clients need to have changes in the read/write sizes,
and it is impractical to change the clients. Default means to use the
values used by the client mount.

Tuning:
Tuning may be required to reduce the V3 read/write sizes when the
mounts cannot be manipulated directly on the clients, in particular
during NIM installations on networks where the network is dropping
packets with the default 32 KB read/write sizes. In that case, set the
maximum size to a smaller size that works on the network.

It can also be useful where network devices are dropping packets
and a generic change is desired for communications with the server.
nfs_max_threads (AIX 4.2.1 and

later) Purpose:

Specifies the maximum number of NFS server threads that are
created to service incoming NFS requests.

Values:
Default: 3891
Range: 1 to 3891
Type: Dynamic
Diagnosis:

With AIX 4.2.1, the NFS server is multithreaded. The NFS server
threads are created as demand increases for the NFS server. When
the NFS server threads become idle, they will exit. This allows the
server to adapt to the needs of the NFS clients. The
nfs_max_threads parameter is the maximum number of threads
that can be created.

Tuning:
In general, it does not detract from overall system performance to
have the maximum set to something very large because the NFS
server creates threads as needed. However, this assumes that
NFS-serving is the primary machine purpose. If the desire is to
share the system with other activities, then the maximum number of
threads may need to be set low. The maximum number can also be
specified as a parameter to the nfsd daemon.

Refer to:
[Number of necessary nfsd threads
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nfs_max_write_size

nfs_repeat_messages (AlX Version 4)

Purpose:
Allows the system administrator to control the NFS RPC sizes at the
server.
Values:
Default: 32768 bytes
Useful Range: 512 to 65536 for NFS V3 over TCP
512 to 61440 for NFS V3 over UDP
512 to 8192 for NFS V2
Type: Dynamic
Diagnosis:
Useful when all clients need to have changes in the read/write sizes,
and it is impractical to change the clients. Default means to use the
values used by the client mount.
Tuning:

Tuning may be required to reduce the V3 read/write sizes when the
mounts cannot be manipulated directly on the clients, in particular,
during NIM installations on networks where the network is dropping
packets with the default 32 KB read/write sizes. In that case, set the
maximum size to a smaller size that works on the network. It can
also be useful where network devices are dropping packets and a
generic change is desired for communications with the server.

Purpose:
Checks for duplicate NFS messages. This option is used to avoid
displaying duplicate NFS messages.
Values:
Default: 0 (no)
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A
Tuning:
Tuning this parameter does not affect performance.
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nfs_v4_fail_over_timeout (AIX 5.3

with 5300-03 and later) Purpose:

Specifies how long the NFS client will wait (in seconds) before
switching to another server when data is replicated and the current
associated server is not accessible. If the default value of 0 is set,
the client dynamically determines the timeout as twice the RPC call
timeout that was established at mount time or with nfs4cl. The
nfs_v4_fail_over_timeout option is client-wide; if set, the
nfs_v4_fail_over_timeout option overrides the default behavior on
all replicated data. This option only applies to NFS version 4.

Value:
Default: 0
Range: 0-4294967295
Type: Dynamic

Diagnosis:
N/A

Tuning:
A value of 0 allows the client to internally determine the timeout
value. A positive value overrides the default and specifies the
replication fail-over timeout in seconds for all data accessed by the
client.

nfs_rfc1323 (AIX 4.3) Purpose:

Enables very large TCP window size negotiation (greater than 65535
bytes) to occur between systems.

Values:
Default: 0
Range: 0 or 1
Type: Dynamic

Diagnosis:
N/A

Tuning:
If using the TCP transport between NFS client and server, and both
systems support it, this allows the systems to negotiate a TCP
window size in a way that allows more data to be in-flight between
the client and server. This increases the throughput potential
between client and server. Unlike the rfc1323 option of the no
command, this only affects NFS and not other applications in the
system. Value of 0 means this is disabled, and value of 1 means it is
enabled. If the no command parameter rfc1323 is already set, this
NFS option does not need to be set.
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nfs_server_base_priority

nfs_server_clread (AlX 4.2.1 and
later)

Purpose:
Sets the base priority of nfsd daemons.

Values:
Default: 65
Range: 31 to 125
Type: Dynamic

Diagnosis:
N/A

Tuning:
By default, the nfsd daemons run with a floating process priority.
Therefore, as they increase their cumulative CPU time, their priority
changes. This parameter can be used to set a static parameter for
the nfsd daemons. The value of 0 represents the floating priority
(default). Other values within the acceptable range are used to set
the priority of the nfsd daemon when an NFS request is received at
the server. This option can be used if the NFS server is overloading
the system (lowering or making the nfsd daemon less favored). It
can also be used if you want the nfsd daemons be one of the most
favored processes on the server. Use caution when setting the
parameter because it can render the system almost unusable by
other processes. This situation can occur if the NFS server is very
busy and essentially locks out other processes from having run time
on the server.

Purpose:
This option allows the NFS server to be very aggressive about the
reading of a file. The NFS server can only respond to the specific
NFS-read request from the NFS client. However, the NFS server can
read data in the file which exists immediately after the current read
request. This is normally referred to as read-ahead. The NFS server
does read-ahead by default.

Values:
Default: 1
Range: 0 or 1
Type: Dynamic
Diagnosis:

In most NFS serving environments, the default value (enabled) for
this parameter is appropriate. However, in some situations where the
amount of NFS server memory available for file caching and/or
where the access pattern of reads over NFS is primarily random,
then disabling this option may be appropriate.

Tuning:
With the nfs_server_clread option enabled, the NFS server
becomes very aggressive about doing read-ahead for the NFS client.
If value is 1, then aggressive read-ahead is done; If value is 0,
normal system default read-ahead methods are used. Normal
system read-ahead is controlled by VMM. In AlX 4.2.1, the more
aggressive top-half JFS read-ahead was introduced. This
mechanism is less susceptible to read-ahead breaking down due to
out-of-order requests (which are typical in the NFS server case).
When the mechanism is activated, it will read an entire cluster (128
KB, the LVM logical track group size).
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nfs_setattr_error (AlIX 4.2.1 and later) Purpose:

When enabled, NFS server ignores setattr requests that are not
valid.

Values:
Default: 0 (disabled)
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A
Tuning:
This option is provided for certain PC applications. Tuning this
parameter does not affect performance.

nfs_socketsize
Purpose:

Sets the queue size of the NFS server UDP socket.
Values:
Default: 600000
Practical Range: 60000 to sb_max
Type: Dynamic
Diagnosis:
N/A
Tuning:
Increase the size of the nfs_socketsize variable when netstat

reports packets dropped due to socket buffer overflows for UDP, and
increasing the number of nfsd daemons has not helped.

Refer to:
TCP/IP tuning guidelines for NFS performance section in|NFS
|performance monitoring and tuningj
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nfs_tcp_duplicate_cache_size (AIX
4.2.1 and later)

nfs_tcp_socketsize (AIX 4.2.1 and
later)

Purpose:

Values:

Specifies the number of entries to store in the NFS server’s
duplicate cache for the TCP network transport.

Default: 5000
Range: 1000 to 100000
Type: Incremental

Diagnosis:

Tuning:

N/A

The duplicate cache size cannot be decreased. Increase the
duplicate cache size for servers that have a high throughput
capability. The duplicate cache is used to allow the server to
correctly respond to NFS client retransmissions. If the server flushes
this cache before the client is able to retransmit, then the server may
respond incorrectly. Therefore, if the server can process 1000
operations before a client retransmits, the duplicate cache size must
be increased.

Calculate the number of NFS operations that are being received per
second at the NFS server and multiply this by 4. The result is a
duplicate cache size that should be sufficient to allow correct
response from the NFS server. The operations that are affected by
the duplicate cache are the following: setattr(), write(), create(),
remove(), rename(), link(), symlink(), mkdir(), rmdir().

Purpose:

Values:

Sets the queue size of the NFS TCP socket. The queue size is
specified in number of bytes. The TCP socket is used for buffering
NFS RPC packets on send and receive. This option reserves, but
does not allocate, memory for use by the send and receive socket
buffers of the socket.

Default: 600000
Practical Range: 60000 to sb_max
Type: Dynamic

Diagnosis:

Tuning:

Poor sequential read or write performance between an NFS server
and client when both of the following situations exist:
* Alarge (32 KB or greater) RPC size is being used.

» Communication between the server and client is over a network
link using a large (9000-byte or greater) MTU size.

Do not set the nfs_tcp_socketsize value to less than 60 000. The
default value should be adequate for the vast majority of
environments. This value allows enough space for the following
functions:

» Buffer incoming data without limiting the TCP window size.
+ Buffer outgoing data without limiting the speed at which NFS can
write data to the socket.

The value of the nfs_tcp_socketsize option must be less than the
sb_max_option, which can be manipulated by the no command.

Refer to:

[INFS performance monitoring and tuning|
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nfs_udp_duplicate_cache_size (AIX
4.2.1 and later)

nfs_use_reserved_ports (AIX 4.2.1
and later)

nfs_v2_pdts

Purpose:
Specifies the number of entries to store in the NFS server’s
duplicate cache for the UDP network transport.

Values:
Default: 5000
Range: 1000 to 100000
Type: Incremental

Diagnosis:
N/A

Tuning:
The duplicate cache size cannot be decreased. Increase the
duplicate cache size for servers that have a high throughput
capability. The duplicate cache is used to allow the server to
correctly respond to NFS client retransmissions. If the server flushes
this cache before the client is able to retransmit, then the server may
respond incorrectly. Therefore, if the server can process 1000
operations before a client retransmits, the duplicate cache size must
be increased.

Calculate the number of NFS operations that are being received per
second at the NFS server and multiply this by 4. The result is a
duplicate cache size that should be sufficient to allow correct
response from the NFS server. The operations that are affected by
the duplicate cache are the following: setattr(), write(), create(),
remove(), rename(), link(), symlink(), mkdir(), rmdir().

Purpose:
Specifies using nonreserved IP port number.
Values:
Default: 0
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A
Tuning:
Value of 0 use a nonreserved IP port number when the NFS client
communicates with the NFS server.

Purpose:
Sets the number of tables for memory pools used by the biods for
NFS Version 2 mounts.
Values:
Default: 1
Range: 1to 8
Type: Mount
Diagnosis:
Run vmstat -v to look for non-zero values in the client filesystem
I/0s blocked with no fsbuf field.
Tuning:
Increase number until the blocked I/O count is no longer

incremented during workload. The number may need to be
increased in conjunction with nfs_v2_vm_bufs.

Note: bufs option must be set prior to pdts.
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nfs_v2_vm_bufs

nfs_v3_pdts

Purpose:
Sets the number of initial free memory buffers used for each NFS
version 2 Paging Device Table (pdt) created after the first table. The
very first pdt has a set value of 1000 or 10000, depending on
memory size. This initial value is also the default value of each
newly created pdit.
Note: Prior to AIX 5.2, running nfs_v2_vm_bufs would not affect
any previously established pdt. In AIX 5.2 and any subsequent
releases, changing nfs_v2_vm_bufs will also affect the size of the
old pdt if there are no current NFS version 2 mounts.

Values:
Default: 1000
Range: 1000 to 50000
Type: Incremental
Diagnosis:

Run vmstat -v to look for non-zero values in the client filesystem
I/0s blocked with no fsbuf field.

Tuning:
Increase number until the blocked 1/0O count is no longer
incremented during workload. The number may need to be
increased in conjunction with nfs_v2_pdts.

Note: bufs option must be set prior to pdts.

Purpose:
Sets the number of tables for memory pools used by the biods for
NFS Version 3 mounts.

Values:
Default: 1
Range: 1 to 8
Type: Mount
Diagnosis:

Run vmstat -v and look for non-zero values in the client filesystem
I/0s blocked with no fsbuf field.

Tuning:
Increase number until the blocked 1/O count is no longer

incremented during workload. The number may need to be
increased in conjunction with nfs_v3_vm_bufs.

Note: bufs option must be set prior to pdts.
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nfs_v3_server_readdirplus (AlX 5.2

and later) Purpose:

Enables or disables the use of the NFS V3 READDIRPLUS
operation on the NFS server.

Values:
Default: 1 (enabled)
Range: 0 to 1
Type: Dynamic
Diagnosis:

The READDIRPLUS operation adds overhead when reading very
large directories in NFS-mounted filesystems using NFS V3 mounts,
which can cause excessive CPU consumption by the nfsd threads,
and slow response times to commands such as Is by an NFS client.

Tuning:
Disabling the use of the READDIRPLUS operation will help reduce
the overhead when reading very large directories over NFS V3.
However, note that this is NOT compliant with the NFS Version 3
standard. Most NFS V3 clients will automatically fall back to using
the READDIR operation, but if problems arise the default value of
this option should be restored.

nfs_v3_vm_bufs
Purpose:

Sets the number of initial free memory buffers used for each NFS
version 3 Paging Device Table (pdt) created after the first table. The
very first pdt has a set value of 1000 or 10000, depending on
memory size. This initial value is also the default value of each
newly created pdt.

Note: Prior to AIX 5.2, running nfs_v3_vm_bufs would not affect
any previously established pdt. In AIX 5.2 and any subsequent
releases, changing nfs_v3_vm_bufs will also affect the size of the
old pdt if there are no current NFS version 3 mounts.

Values:
Default: 1000
Range: 1000 to 50000
Type: Incremental
Diagnosis:
Run vmstat -v to look for non-zero values in the client filesystem
I/0s blocked with no fsbuf field.
Tuning:
Increase number until the blocked I/O count is no longer

incremented during workload. The number may need to be
increased in conjunction with nfs_v3_pdts.

Note: bufs option must be set prior to pdts.
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nfs_v4_pdts

nfs_v4_vm_bufs

Purpose:
Sets the number of tables for memory pools used by the biods for
NFS Version 4 mounts.

Values:
Default: 1
Range: 110 8
Type: Mount
Diagnosis:

Run vmstat -v to look for non-zero values in the client filesystem
I/0s blocked with no fsbuf field.

Tuning:
Increase number until the blocked I/O count is no longer
incremented during workload. The number might need to be
increased in conjunction with nfs_v4_vm_bufs.

Note: The bufs option must be set prior to pdts.

Purpose:
Sets the number of initial free memory buffers used for each NFS
version 4 Paging Device Table (pdt) created after the first table. The
very first pdt has a set value of 1000 or 10000, depending on
memory size. This initial value is also the default value of each
newly created pdt.
Note: Prior to AIX 5.2, running nfs_v4_vm_bufs would not affect
any previously established pdt. In AIX 5.2 and any subsequent
releases, changing nfs_v4_vm_bufs will also affect the size of the
old pdt if there are no current NFS version 4 mounts.

Values:
Default: 1000
Range: 1000 to 50000
Type: Incremental
Diagnosis:

Run vmstat -v and look for non-zero values in the client filesystem
I/0s blocked with no fsbuf field.

Tuning:
Increase number until the blocked 1/O count is no longer

incremented during workload. The number might need to be
increased in conjunction with nfs_v4_pdts.

Note: The bufs option must be set prior to pdts.
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portcheck Purpose:

Checks whether an NFS request originated from a privileged port.
Values:
Default: 0
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A
Tuning:
Value of 0 disables the port-checking that is done by the NFS server.
A value of 1 directs the NFS server to do port checking on the
incoming NFS requests. This is a configuration decision with minimal
performance consequences.

server_delegation
Purpose:

Enables or disables NFS version 4 server delegation support.
Values:
Default: 1
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A

Tuning:
A value of 1 enables delegation support. A value of 0 disables
delegation support. Server delegation can also be controlled by
using the /etc/exports file and exportfs.

statd_debug_level Purpose:

Sets the level of debugging for rpc.statd.

Values:
Default: 0
Useful Range: 0 to 9
Type: Dynamic
Diagnosis:
N/A

Tuning:
N/A
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statd_max_threads

udpchecksum

utf8 (AIX 5.3 and later)

Purpose:
Sets the maximum number of threads used by rpc.statd.
Values:
Default: 50
Useful Range: 1 to 1000
Type: Dynamic
Diagnosis:
The rpc.statd is multithreaded so that it can reestablish connections
with remote machines in a concurrent manner. The rpc.statd
threads are created as demand increases, usually because rpc.statd
is trying to reestablish a connection with a machine that it cannot
contact. When the rpc.statd threads become idle, they will exit. The
statd_max_threads parameter is the maximum number of threads
that can be created.
Tuning:
N/A

Purpose:
Turns on or off the generation of checksums on NFS UDP packets.
Values:
Default: 1
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A
Tuning:
Make sure this value is set to on in any network where packet
corruption might occur. Slight performance gains can be realized by

turning it off, but at the expense of increased chance of data
corruption.

Purpose:
This option allow NFS v4 to perform UTF8 checking.
Values:
Default: 1
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A

Tuning:
A value of 1 turns on UTF8 checking of file names. A value of 0
turns off UTF8 checking.
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utf8_validation
Purpose:

Enables checking of file names for the NFS version 4 client and
server to ensure they conform to the UTF-8 specification.
Values:
Default: 1
Range: 0 or 1
Type: Dynamic
Diagnosis:
N/A

Tuning:
A value of 1 turns on UTF-8 checking of file names. A value of 0
turns it off.

Examples
1. To set the portcheck tunable parameter to a value of zero, type:
nfso -o portcheck=0
2. To set the udpchecksum tunable parameter to its default value of 1 at the next reboot, type:
nfso -r -d udpchecksum
3. To print, in colon-delimited format, a list of all tunable parameters and their current values, type:
nfso -a -c
4. To list the current and reboot value, range, unit, type and dependencies of all tunables parameters
managed by the nfso command, type:
nfso -L
5. To display help information on nfs_tcp_duplicate_cache_size, type:
nfso -h nfs_tcp_duplicate_cache_size
6. To permanently turn off nfs_dynamic_retrans, type:
nfso -p -o nfs_dynamic_retrans=0
7. To list the reboot values for all Network File System tuning parameters, type:
nfso -r -a
8. To list (spreadsheet format) the current and reboot value, range, unit, type and dependencies of all
tunables parameters managed by the nfso command, type:

nfso -x

Related Information
The [netstat] command, [nd command, Wmo| command, [iod] command, fraso] command, [schedo] command,
tunchange| command, command, [tunrestore| command, ftuncheck| command, and Jtundefault]

command.

[Network File System,

[Transmission Control Protocol/Internet Protocol|.

INFS statistics and tuning parameters}

INFS commands}

Kernel Tuning|in AIX 5L Version 5.3 Performance Tools Guide and Reference

[AIX 5.2 compatibility mode}
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nfsrgyd daemon

Purpose

Services translation requests between names and ids from servers and clients using NFS V4 or
RPCSEC-GSS.

Syntax
nfsrgyd [E] [EI heartBeatint |

Description

The nfsrgyd daemon provides a name translation service for NFS servers and clients. This daemon must
be running in order to perform translations between NFS string attributes and UNIX numeric identities.

The environment variables NFS_NOBODY_USER and NFS_NOBODY_GROUP affect the anonymous
user and group owner strings used in the name translations. If these environment variables are not set,
their default values of nobody will be used. They may be set in the file /fetc/environment, or on the
command line before nfsrgyd is started.

The local NFS domain must be set before running the nfsrgyd daemon. This may be set by using the
chnfsdom command.

Note: The nfsrgyd daemon uses an ephemeral port.

Flags

-f Creates a new process to flush the name translation cache and exits.

-T Specifies the time interval between subsequent LDAP server reconnections. The valid values are
60-3600 seconds. The default value is 300.

Examples

1. The nfsrgyd daemon is started from the /etc/rc.nfs file. Using the following System Resource
Controller (SRC) commands, you can start and stop the nfsrgyd daemon:

startsrc -s nfsrgyd
stopsrc -s nfsrgyd

2. To change the parameters passed to the nfsrgyd daemon using the chssys command, enter:
chssys -s nfsrgyd -a "-T 360"

Tip: The change does not take effect until the daemon is restarted. The value of the heartBeatint
interval will then be persistent after the nfsrgyd daemon is restarted.

Security

Users must have root authority.

Files

/etc/environment Contains NFS environment variables.

Related Information
The command, the command, and the command.
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nfsstat Command

Purpose

Displays statistical information about the Network File System (NFS) and Remote Procedure Call (RPC)
calls.

Syntax
lust/sbin/nfsstat [[-d|1 [Fd|1 [s]1 (Fnl1 [Fd1Em|1 (F41 0B (R (60 [l

Description

The nfsstat command displays statistical information about the NFS and Remote Procedure Call (RPC)
interfaces to the kernel. You can also use this command to reinitialize this information. If no flags are
given, the default is the nfsstat -csnr command. With this option, the command displays everything, but
reinitializes nothing.

RPC Server Information
The server RPC display includes the following fields:

calls Total number of RPC calls received. This number includes the NFS version 4 calls if the -4 flag is
used. Otherwise, only the version 2 and version 3 total is displayed.

badcalls Total number of calls rejected by the RPC layer. This number includes the NFS version 4 calls if
the -4 flag is used. Otherwise, only the version 2 and version 3 total is displayed.

nullrecv Number of times an RPC call was not available when it was thought to be received.

badlen Number of RPC calls with a length shorter than a minimum-sized RPC call.

xdrcall Number of RPC calls whose header could not be XDR decoded.

dupchecks Number of RPC calls that looked up in the duplicate request cache.

dupregs Number of duplicate RPC calls found.

RPC Client Information

calls Total number of RPC calls made

badcalls Total number of calls rejected by the RPC layer

badxid Number of times a reply from a server was received that did not correspond to any outstanding
call

timeouts Number of times a call timed out while waiting for a reply from the server

newcreds Number of times authentication information had to be refreshed

badverfs The number of times the call failed due to a bad verifier in the response.

timers The number of times the calculated time-out value was greater than or equal to the minimum
specified timed-out value for a call.

cantconn The number of times the call failed due to a failure to make a connection to the server.

nomem The number of times the calls failed due to a failure to allocate memory.

interrupts The number of times the call was interrupted by a signal before completing.

retrans The number of times a call had to be retransmitted due to a time-out while waiting for a reply
from the server. This is applicable only to RPC over connection-less transports

dupchecks The number of RPC calls that looked up in the duplicate request cache.

dupregs The number of duplicate RPC calls found.

NFS Server Information
The NFS server displays the number of NFS calls received (calls) and rejected (badcalls), as well as the
counts and percentages for the various kinds of calls made.
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NFS Client Information
The NFS client information displayed shows the number of calls sent and rejected, as well as the number

of times a CLIENT handle was received (clgets), the number of times the client handle had no unused

entries (cTatoomany), and a count of the various kinds of calls and their respective percentages.

NFS Registry Daemon Information

The NFS registry daemon display shows the number of requests from the client and server to translate

between UID/GID and string names.

-m Information
The -m flag displays information about mount flags set by mount options, mount flags internal to the
*

system, and other mount information. See the

command for more information.

The following mount options are set by mount flags:

auth Provides one of the following values:

none No authentication.

unix UNIX style authentication (UID, GID).

des des style authentication (encrypted timestamps).
hard Hard mount.
soft Soft mount.
intr Interrupts allowed on hard mount.
nointr No interrupts allowed on hard mount.
noac Client is not caching attributes.
rsize Read buffer size in bytes.
wsize Write buffer size in bytes.
retrans NFS retransmissions.
nocto No close-to-open consistency.
11ock Local locking being used (no lock manager.
grpid Group ID inheritance.
vers NFS version.
proto Protocol.

The following mount options are internal to the system:

printed
down
dynamic
Tink
symlink
readdir

Not responding message printed.
Server is down.

Dynamic transfer size adjustment.
Server supports links.

Server supports symbolic links.

Use readdir instead of readdirplus.

-t Information

The -t flag displays information relating to translation requests of the NFS identity mapping subsystem.

ids_to_strings
strings_to_ids
resolve_errors
badowners
cache_hits
cache_misses

cache_entries

The number of id-to-string translation requests.

The number of string-to-id translation requests.

The number of failed translation requests due to missing data.

The number of failed translation requests due to invalid inputs.

The number of translation requests handled by the translation cache.
The number of translation requests not handled by the translation cache.

The number of entries in the translation cache.
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cache_recycles The number of entries in the translation cache that have expired.

Flags

-b
-c

-m

-Z

Displays additional statistics for the NFS version 4 server.

Displays client information. Only the client side NFS and RPC information is printed. Allows the user to
limit the report to client data only. The nfsstat command provides information about the number of RPC
and NFS calls sent and rejected by the client. To print client NFS or RPC information only, combine this
flag with the -n or -r option.

Displays information related to NFS version 4 delegations.

Displays RPCSEC_GSS information. The RPCSEC_GSS information sections contain:

activegss
Active RPCSEC_GSS contexts

discardgss
Discarded RPCSEC_GSS messages

krb5est
Established krb5 contexts

krb5iest
Established krb5i contexts

krb5pest
Established krb5p contexts

expgss
Expired RPCSEC_GSS contexts

badaccept
gss_accept_sec_context failures

badverify
gss_verify_mic failures

badgetmic
gss_get_mic failures

badwrap
gss_wrap failures

badunwrap

gss_unwrap failures
Displays statistics for each NFS file system mounted along with the server name and address, mount
flags, current read and write sizes, retransmission count, and the timers used for dynamic
retransmission. This flag only applies to AIX 4.2.1 or later.
Displays NFS information . Prints NFS information for both the client and server. To print only the NFS
client or server information, combine this flag with the -c and -s options.
Displays RPC information.
Displays server information.
Displays statistics related to translation requests of the NFS identity mapping subsystem. To print only
the NFS client or server information, combine with the -¢ and -s options.
When combined with the -¢, -n, -s, or -z flags, includes information for the NFS version 4 client or
server, in addition to the existing NFS version 2 and version 3 data. Without this option, output will be
identical to output from the nfsstat command in AIX versions prior to version 5.3.
Re-initializes statistics. This flag is for use by the root user only and can be combined with any of the
above flags to zero particular sets of statistics after printing them.
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Examples
1. To display information about the number of RPC and NFS calls sent and rejected by the client, enter:
nfsstat -c
2. To display and print the client NFS call-related information, enter:
nfsstat -cn
3. To display statistics for each NFS mounted file system in AIX 4.2.1 or later, enter:
nfsstat -m
4. To display and print RPC call-related information for the client and server, enter:
nfsstat -r

5. To display information about the number of RPC and NFS calls received and rejected by the server,
enter:

nfsstat -s
6. To reset all call-related information to zero on the client and server, enter:
nfsstat -z

Note: You must have root user authority to use the -z flag.

Related Information

[Network File System (NFS) Overview for System Management in Networks and communication
management.

[List of NFS commands|in Networks and communication management.

INFS performancelin Performance management.

nice Command

Purpose
Runs a command at a lower or higher priority.

Syntax

nice [ E| Incrementl E| Increment 1 Command [ Argument ... ]

Description

The nice command lets you run a command at a priority lower than the command’s normal priority. The
Command parameter is the name of any executable file on the system. If you do not specify an Increment
value the nice command defaults to an increment of 10. You must have root user authority to run a
command at a higher priority. The priority of a process is often called its nice value.

The nice value can range from -20 to 19, with 19 being the lowest priority. For example, if a command
normally runs at a priority of 10, specifying an increment of 5 runs the command at a lower priority, 15,
and the command runs slower. The nice command does not return an error message if you attempt to
increase a command’s priority without the appropriate authority. Instead, the command’s priority is not
changed, and the system starts the command as it normally would.

The nice value is used by the system to calculate the current priority of a running process. Use the ps

command with the -l flag to view a command’s nice value. The nice value appears under the NI heading in
the ps command output.
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Note: The csh command contains a built-in command named nice. The /usr/bin/nice command and
the ecsh command’s nice command do not necessarily work the same way. For information on the
csh command’s nice command, see the [csh]command.

Flags

-Increment Increments a command’s priority up or down. You can specify a positive or negative number.
Positive increment values reduce priority. Negative increment values increase priority. Only
users with root authority can specify a negative increment. If you specify an increment value
that would cause the nice value to exceed the range of -20 to 19, the nice value is set to the
value of the limit that was exceeded. This flag is equivalent to the -n Increment flag.

-n Increment This flag is equivalent to the -Increment flag.

Exit Status

If the command specified by the Command parameter is started, the exit status of the nice command is
the exit status of the command specified by the Command parameter. Otherwise, the nice command exits
with one of the following values:

1-125 An error occurred in the nice command.

126 The command specified by the Command parameter was found but could not be invoked.
127 The command specified by the Command parameter could not be found.

Examples

1. To specify a very low priority, enter:
nice -n 15 cc -c *.c &

This example runs the cc command in the background at a lower priority than the default priority set
by the nice command.

2. To specify a very high priority, enter:

nice --10 wall <<end
System shutdown in 2 minutes!
end

This example runs the wall command at a higher priority than all user processes, which slows down
everything else running on the system. The <<end and end portions of the example define a here
document, which uses the text entered before the end line as standard input for the command.

Note: If you do not have root user authority when you run this command, the wall command runs
at the normal priority.

3. To run a command at low priority, enter:

nice cc -c *.c
This example runs the cc command at low priority.

Note: This does not run the command in the background. The workstation is not available for
doing other things.

4. To run a low-priority command in the background, enter:
nice cc -c *.c &

This example runs the cc command at low priority in the background. The workstation is free to run

other commands while the cc command is running. Refer to the |"Shells”| in Operating system and
device management for more information on background (asynchronous) processing.
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Files

lusr/bin/nice Contains the nice command.

Related Information
The @ command, command, command.

The subroutine.

The in Operating system and device management discusses what processes are and input and
output redirection.

Shells|in Operating system and device management describes what shells are, the different types, and
how they affect the way commands are interpreted.

[Controlling contention for the microprocessol in Performance management.

nim Command

Purpose
Performs operations on Network Installation Management (NIM) objects.

Syntax
nim { fo| Operation} [FA 1 [H Type ] [ Fal Attribute=Value . . . | {ObjectName}

Description

The nim command performs an operation on a NIM object. The type of operation performed is dependent
on the type of object specified by the ObjectName parameter. Possible operations include initializing
environments and managing resources. You can use the Isnim command to display the list of supported
operations.

Flags

-a Attribute = Value . . . Assigns the specified value to the specified attribute. Use the Isnim -q Operation
-t Type command to get a list of valid attributes for a specific operation.

-F Overrides some safety checks.

Alphabetical Listing of Commands 79



-0 Operation Specifies an operation to perform on a NIM object. The possible operations are:

allocate
Allocates a resource for use.

alt_disk_install
Performs an alternate disk installation.

alt_disk_mig
Creates a copy of rootvggua to a free disk (or disks) and simultaneously
migrates it to a new version or release level of AlX.

bos_inst
Performs a BOS installation.

change
Changes an object’s attributes.

check Checks the status of a NIM object.
cust Performs software customization.
dbts Debugs a thin server.

deallocate
Deallocates a resource.

define Defines an object.
diag Enables a machine to boot a diagnostic image.

dkls_init
Initializes a diskless machine’s environment.

dtls_init
Initializes a dataless machine’s environment.

fix_query
Lists the fix information for a given APAR or keyword.

linux_inst
Installs Linux® on standalone clients.

Ippchk Verifies installed filesets on NIM machines and SPOTs.
Ippmgr Eliminates unnecessary software images in an Ipp_source.
Islpp Lists licensed program information about an object.

maint Performs software maintenance.

maint_boot
Enables a machine to boot in maintenance mode.

reboot Reboots a NIM client machine.

remove
Removes an object.

reset Resets an object’'s NIM state.
restvg Performs a restvg operation.

select Includes and excludes group members from operations performed on the
group.

showlog
Displays a NIM client’s installation, boot or customization log, or a
SPOT’s installation log from the NIM master.

showres
Displays the contents of a NIM resource.
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-0 Operation (Continued)

swts  Switches a thin server to a different COSI.
sync  Synchronizes the NIM database with an alternate master.

sync_roots
Synchronizes root directories for diskless and dataless clients for a
specific Shared Product Object Tree (SPOT).

unconfig
Unconfigures the NIM master fileset.

update Adds software to an Ipp_source or removes software from an
Ipp_source.

Use the Isnim -POt Type command to get a list of the valid operations for a
specific type.
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-t Type

Specifies the type of the NIM object for define operations. The possible types are:

resource types:

adapter_def
Directory containing secondary adapter definition files.

boot  An internally-managed NIM resource used to indicate that a boot image
has been allocated to a client.

bosinst_data
Config file used during base system installation.

dump Parent directory for client dump files.

exclude_files
Contains files to be excluded from a mksysb image. This resource
applies only to AIX 4.2 or later.

fb_script
Executable script that is run during the first reboot of a machine.

fix_bundle
Fix (keyword) input file for the cust or fix_query operation.

home Parent directory for client /home directories.

image_data
Config file used during base system installation.

installp_bundle
Installp bundle file.

linux_source
Represents the Linux installation media.

log Captures log data during a network installation.

Ipp_source
Source device for optional product images.

mksysb
mksysb image.

nim_script
An internally-managed NIM resource used to indicate that NIM must run
a script as a part of a NIM operation.

paging Parent directory for client paging files.
root Parent directory for client / (root) directories.

resolv_conf
Name-server configuration file.

savevg
A savevg image.

script Executable file that is run on a client.

shared_home
/home directory shared by clients.

spot Shared Product Object Tree (SPOT) - equivalent to /usr file system.
tmp Parent directory for client /tmp directories.

vg_data
Configuration file used during volume group restoration.
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-t Type (Continued) machine types:

alternate_master

A machine reserved as a backup in case the primary NIM master ceases

to function properly.

diskless
All file systems and resources remote.

dataless
Local paging,dump; remote /,/usr; others remote or local.

standalone
Local file systems and resources.

master Machine that controls the NIM environment.

network types:

tok Token-Ring network.

ent Ethernet network.

fddi FDDI network.

atm ATM network. (AIX 4.3 or later.)

generic
Other TCP/IP networks.

group types:

mac_group
Group of machines.

res_group
Group of resources.

Security
Access Control: You must have root authority to run the nim command.

Examples
The following examples are grouped by operation.

allocate

1.

To allocate resources to a diskless workstation with the name of syzygy and SPOT attribute value of

spotl, type:
nim -o allocate -a spot=spotl syzygy

To perform a base system installation on the machine named krakatoa, resources must first be
allocated by typing:

nim -o allocate -a spot=myspot -a Ipp_source=images krakatoa

Then the NIM environment can be initialized to support the install by performing the bos_inst
operation, type:
nim -o bos_inst krakatoa

To install the software product, adt, into a standalone machine, standl, given that the installable
option, adt, resides in the Ipp_source, images, type:

nim -o allocate -a Tpp_source=images standl

Then type:
nim -o cust -a filesets="adt" standl
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To install software products into a standalone machine, standl, such that the image for the installable
option, adt, resides in the Ipp_source, images, and the installp_bundle, bundlel, contains the name
of the installable option, type:

nim -o allocate -a Ipp_source=images \
-a installp_bundle=bundlel standl

Then type:
nim -0 cust standl

To automatically configure a machine with name resolution services after a BOS installation, create the
file /exports/resolv.conf, with contents similar to the following:

nameserver 129.35.143.253
nameserver 9.3.199.2
domain austin.ibm.com
then type:

nim -o define -t resolv_conf -a location=/exports/resolv.conf \
-a server=master rconfl

Prior to issuing the bos_inst operation, allocate this resource with other required and optional
resources by typing:

nim -o allocate -a spot=spotl -a Tpp_source=imagesl \
-a bosinst_data=bidl -a resolv_conf=rconfl clientl

To allocate all resources applicable to standalone machines from the NIM resource group res_grpl, to
the machine macl, type:

nim -o allocate -a group=res_grpl macl

alt_disk_install

1.

To install a mksysb resource all_devices_mysysb to client roundrock, on hdisk4 and hdisk5, using the
image_data resource image_data_shrink, with debug turned on, type:

nim -o alt_disk_install -a source=mksysb\

-a image_data=image_data_shrink\

-a debug=yes\

-a disk="hdisk4 hdisk5' roundrock

To clone a rootvg on client austin to hdisk2, but only run phase1 and phase2 (leaving the /alt_inst
file systems mounted), type:

nim -o alt_disk_install -a source=rootvg\

-a disk="hdisk2"\

-a phase=12 austin

bos_inst

1.

To install the machine blowfish, using the resources spotl, imagesl, bosinst_datal, and rconfl, first
allocate the resources by typing:

nim -o allocate -a spot=spotl -a Tpp_source=imagesl \
-a bosinst_data=bosinst _datal -a resolv_conf=rconfl blowfish

Then, perform the BOS installation by typing:
nim -o bos_inst blowfish

To install the machine blowfish while allocating the resources spotl, imagesl, bosinst_datal, and
rconfl automatically when the bos_inst operation starts, type:

nim -o bos_inst -a spot=spotl -a Tpp_source=imagesl \
-a bosinst_data=bosinst _datal -a resolv_conf=rconfl blowfish

To use the default resources when installing the machine macl, type:
nim -o bos_inst macl
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4. To install a machine, deadfish, with spotl and 1pp_sourcel and use an adapter_def resource,
adapter_defl, to configure secondary adapters, type:
nim -o bos inst -a spot=spotl -a Tpp_source=Tpp_sourcel \
-a adapter_def=adapter_defl deadfish
5. To install the machine blowfish and accept software license agreements, type:
nim -o bos_inst -a spot=spotl -a Tpp_source=imagesl \
-a accept_licenses=yes -a resolv_conf=rconfl blowfish
change
1. Machines on the BLDG905 network use the gateway905 gateway to reach the 0Z network. Machines on
the 0Z network use the gateway0Z gateway to reach the BLDG905 network. To add a route between two
networks named BLDG905 and 0Z, type:
nim -o change -a routingl="0Z gateway905 gateway0Z" BLDG905
2. The adapter identified by the host name sailfish2.austin.ibm.com is attached to a token ring
network. To define a secondary interface for this adapter on the NIM master and instructing NIM to
locate the NIM network representing the attached ethernet network and, if not found, have NIM define
a NIM network with subnetmask 255.255.255.128, type:
nim -o change -a if2="find_net sailfish2.austin.ibm.com 0" \
-a net_definition="tok 255.255.255.128" -a ring_speed2=16 master
Note: A default name is generated for the network, and no routing information is specified for the
new network.
3. To define default routes for the networks netl and net?2 that use default gateways gwl and gw2
respectively, type the following two commands:
nim -o change -a routingl="default gwl" netl
nim -o change -a routingl="default gw2" net2
4. To designate the resources defined by the resource group res_grpl as the set of resources always
allocated by default during any operation in which these resources are applicable, type:
nim -o change -a default_res=res_grpl master
check
1. To have NIM check on the usability of a SPOT named myspot, type:
nim -o check myspot
2. To check the status of an Ipp_source named images, type:
nim -o check images
cust
1. To install a software product into a spot, spotl, such that the image for the installable option, adt,
resides in the Ipp_source, images, type:
nim -o cust -a Tpp_source=images -a filesets=adt spotl
2. To install a software product into a spot, spotl, such that the image for the installable option, adt,
resides in the Ipp_source, images, and the installp_bundle, bundlel, contains the name of the
installable option, type:
nim -o cust -a Tpp_source=images -a installp_bundle=bundlel spotl
3. To install a software product into a spot, spotl, such that the image for the installable option, adt,
resides on a tape that is in the tape drive that is local to the machine where the spot resides, type:
nim -o cust -a Ipp_source=/dev/rmt0 -a filesets=adt spotl
4. To install a software product into a spot, spotl, such that the image for the installable option, adt,
resides on a tape that is in the tape drive that is local to the machine where the spot resides, type:
nim -o cust -a 1pp_source=/dev/rmt0 -a filesets=adt spotl
5. To install all fileset updates associated with APAR 1X12345, residing on the tape /dev/rmt0 into spotl

and any diskless or dataless clients to which spotl is currently allocated, type:
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10.

nim -F -0 cust -afixes=IX12345 -a Tpp_source=/dev/rmt0 spotl
To update all software installed on the client Standalonel, with the latest updates in the Ipp_source
named updt_images, type:

nim -o allocate -a Tpp_source=updt_images Standalonel
nim -o cust -afixes=update_all Standalonel

To install the machine catfish with the contents of the installp_bundle bundlel, first allocate the
resources by typing:

nim -o allocate -a installp_bundle=bundlel \
-a Tpp_source=imagesl catfish

Then, perform the cust operation by typing:

nim -o cust catfish

To update all software installed on the client Standalonel, with the latest updates in the Ipp_source
named updt_images, type:

nim -o cust -a 1pp_source=updt_images -a fixes=update_all \
Standalonel

To install the machine catfish with the contents of the installp_bundle bundlel, while allocating this
resource and the Ipp_source imagesl when the cust operation runs, type:

nim -o cust -a installp_bundle=bundlel -a Tpp_source=imagesl \
catfish

To configure secondary adapters on a client machine, deadfish, using the secondary adapter
configuration file in the adaper_def resource, adapter_defl, type:

nim -o cust -a adapter_def=adapter_defl deadfish

deallocate

To deallocate an Ipp_source named images from the standalone machine clientl, type:

nim -o deallocate -a lpp_source=images clientl

define

1.
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To define an rspc uniprocessor dataless machine for AIX 5.1 and earlier on the token-ring network
called netl and call it altoid, type:

nim -o define -t dataless -a ifl="netl fred 10005aa88500" \
-a ring_speed=16 -a platform=rspc -a netboot_kernel=up \
-a comments="Dataless client altoid"

The comments attribute is optional and may contain any user-entered notes.

Note: The if1 attribute is required.
To define a resource that is a directory containing installable images that is located on server altoid
and has a path name of /usr/sys/inst.images, and name that resource images, type:

nim -o define -t 1pp_source -a server=altoid \
-a location=/usr/sys/inst.images images

To create a new SPOT resource named myspot on the NIM master in the /export/exec directory,
using an Ipp_source named images, type:

nim -o define -t spot -a server=master -a location=/export/exec \
-a source=images myspot

To define a network object named BLDG905, with a subnetmask of 255.255.240.0 and an address of
129.35.129.0, type:

nim -o define -t tok -a snm=255.255.240.0 \
-a net_addr=129.35.129.0 BLDG905

To define an Ipp_source, 1ppsrcl, that will be located on the master from a tape selecting a specific
set of software products that are on the tape, bos.INed and bos.adt, type:
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10.

1.

12.

13.

14.

15.

nim -o define -t 1pp_source -a location=/images2/Tppsrcl \

-a source=/dev/rmt0 -a server=master -a packages="bos.INed \

bos.adt" Tppsrcl

To define a standalone machine that is a Symmetrical Multi-Processor model for AIX 5.1 and earlier
that has a BOOTP-enabled IPL ROM, its hostname is jupiter and it will also be known as jupiter in
the NIM environment, using a token-ring network called netl and a ring speed of 16, type:

nim -o define -t standalone -a ifl="netl jupiter 0" \

-a ring_speed=16 -a platform=rs6ksmp jupiter

To define a mksysb resource, mksysbl, from an existing mksysb image located in
/resources/mksysb.image on the master, type:

nim -o define -t mksysb -a server=master \

-a Tocation=/resources/mksysb.image mksysbl

To define a NIM network named ATMnet with a subnet mask of 255.255.240 and an address of
129.35.101.0 to represent an ATM network, use the generic network type as follows:

nim -o define -t generic -a snm=255.255.240.0 \

-a net.addr=129.35.101.0 ATMnet

To define a PowerPC PCI bus-based, symmetric multiprocessor computer for AIX 5.1 and earlier
whose hostname is bTuefish as a standalone machine on a token ring network called netl and have
the machine be known to the NIM environment as bluefish, type:

nim -o define -t standalone -a platform=rspcsmp \

-a ifl="netl bluefish 0" -a ring_speed=16 bluefish

To define a machine group named Disk1sMacsl with members that are NIM diskless machines named
disklsl, diskls2, and diskl1s3, type:

nim -o define -t mac_group -a add_member=disklsl \

-a add_member=diskls2 -a add_member=disk1s3 DisklsMacsl

To define a resource group named Disk1sResl with resources spotl, rootl, dumpl, pagingl, homel,
tmpl, type:

nim -o define -t res_group -a spot=spotl -a root=rootl \

-a dump=dumpl -a paging=pagingl -a home=homel -a tmp=tmpl \

DiskTsResl

To display the space required to define a mksysb resource, mksysb2, and create a mksysb image of
the client, clientl, during the resource definition where the image will be located in
/resources/mksysb.image on the master, type:

Note: This action only shows the space required for the operation, mksysb or resource creation
does NOT take place.
nim -o define -t mksysb -a server=master \
-a location=/resources/mksysb.image -a source=clientl \
-a mk_image=yes -a size_preview=yes mksysh2
To define a mksysb resource, mksysh2, and create the mksysb image of the client, clientl, during
the resource definition where the image will be located in /resources/mksysb.image on the master,
type:
nim -o define -t mksysb -a server=master \
-a Tocation=/resources/mksysh.image -a source=clientl \
-a mk_image=yes mksysbh2
To define a mksysb resource, mksysh2, and create a mksysb image of the client, cTientl, during the
resource definition where the mksysb flags used to create the image are -em, and the image will be
located in /resources/mksysb.image on the master, type:
nim -o define -t mksysb -a server=master \
-a location=/resources/mksysb.image -a source=clientl \
-a mk_image=yes -a mksysb_flags=em mksysb2
To define an exclude_files resource, exclude filel, located in /resources/exclude filel on the
master, type:

nim -o define -t exclude_files -a server=master \
-a Tocation=/resources/exclude_filel exclude_filel
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16. A machine called redfish, hostname redfish _t.lab.austin.ibm.com, has its primary interface
attached to a token-ring network with ring speed of 16 Megabits. To define redfish as a standalone
machine in the NIM environment and instructing NIM to locate the name of the network that the
machine’s primary interface is attached, type:
nim -o define -t standalone -a ifl="find net \
redfish_t.lab.austin.ibm.com 0" -a ring_speedl=16 redfish

17. A machine called bluefish, hostname is bluefish_e.lab.austin.ibm.com, has its primary interface
attached to an ethernet network with cable_type of bnc. To define bluefish as a diskless machine in
the NIM environment and instructing NIM to locate the name of the network that the machine’s
primary interface is attached, and if not found, have NIM define a NIM network with the name
ent_net, subnetmask of 255.255.255.128 and default route using the gateway with hostname
lab_gate, type:
nim -o define -t diskless -a ifl="find_net \

bluefish_e.lab.austin.ibm.com 0" -a net definition="ent \
255.255.255.128 lab_gate 0 ent_net" -a cable_type=bnc bluefish

Note: Specify 0 in place of the master gateway in the net_definition attribute if a default route
for the master already exists, otherwise you must specify the master gateway.

18. To define the /export/nim/adapters directory as an adapter_def resource, adapter_defl, located on
the master, type:

nim -o define -t adapter_def -a server=master \
-a lTocation=/export/nim/adapters adapter_defl

To populate the adapter_def resource with secondary adapter configuration files, run the
nimadapters command.

19. To display the space required to define a savevg resource, savevg2, and create a savevg image of
the client, clientl, during the resource definition where the image will be located in
/export/nim/savevg on the master and the volume_group to to backup is myvg, type:
nim -o define -t savevg -a server=master \

-a location=/export/nim/savevg/savevg2 -a source=clientl \
-a mk_image=yes -a size_preview=yes -a volume_group=myvg savevg2

Note: This action only shows the space required for the operation. savevg or resource creation does
not take place.
20. To define a savevg resource, savevg2, and create the savevg image of the client, cTientl, during the
resource definition where the image will be located in /export/nim/savevg on the master and the
volume_group to backup is myvg, type:

nim -o define -t savevg -a server=master \
-a location=/export/nim/savevg -a source=clientl \
-a mk_image=yes -a volume_group=myvg savevg2

21. To define a savevg resource, savevg2, and create a savevg image of the client, clientl, during the
resource definition where the savevg flags used to create the image are -em, and the image will be
located in /export/nim/savevg on the master, type:

nim -o define -t savevg -a server=master \
-a location=/export/nim/savevg -a source=clientl \
-a mk_image=yes -a volume_group=myvg -a savevg_flags=em savevg2

22. To define a vg_data resource, my vg_data, located on the master at the location /export/nim, type:
nim -o define -t vg_data -a server=master -a location=/export/nim/my_vg data my vg data

dkls_init
1. To initialize the environment for a diskless workstation with the name of syzygy, using the resources
spotl, rootl, dumpl, and pagingl, first allocate the resources by typing:

nim -o allocate -a spot=spotl -a root=rootl -a dump=dumpl \
-a paging=pagingl syzygy
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Then initialize the resources for the client machine by typing:

nim -o dkls_init syzygy

To initialize the environment for a diskless workstation with the name of syzygy, type:

nim -o dkls_init syzygy

To exclude the member named disk1s2 from operations on the machine group Disk1sMacs1, and then

initialize the remaining members while allocating the diskless resources defined by the resource group
named Disk1sResl, type the following two commands:

nim -o select -a exclude=diskls2 DisklsMacsl

nim -o dkls_init -a group=DiskIsResl DisklsMacsl

To initialize the group of diskless machines defined by the machine group dtgrpl, while allocating the
required and optional resources defined by the resource group dk resgrpl, when the dkls_init
operation runs, type:

nim -o dkls_init -a group=dtgrpl dk_resgrpl

dtls_init

1.

To initialize the environment for a dataless workstation with the name of syzygy, using the resources
spotl, rootl, and dumpl, first allocate the resources by typing:

nim -o allocate -a spot=spotl -a root=rootl -a dump=dumpl syzygy

Then initialize the resources for the client machine by typing:

nim -o dtls_init syzygy

To initialize the environment for a dataless workstation with the name of syzygy, type:

nim -o dtls_init syzygy

To exclude the member named datalessl from operations on the machine group DatalsMacsl, and

then initialize the remaining members while allocating the dataless resources defined by the resource
group named DatalsResl, type the following two commands:

nim -o select -a exclude=datals2 DatalsMacsl
nim -o dtls_init -a group=DatalsMacsl DatalsResl

To initialize the group of dataless machines defined by the machine group DatalsMacsl, while
allocating the required and optional resources defined by the resource group DatalsResl, when the
dtls_init operation runs, type:

nim -o dtls_init -a group=DatalsMacsl DatalsResl

fix_query

To list information about fixes installed on client Standalonel for 20 APAR numbers, create the file
/tmp/apar.1ist with one APAR number per line, as shown:

IX123435
IX54321
1X99999

then type:

nim -o define -t fix_bundle -alocation=/tmp/apar.list \
-aserver=master fix_bun

nim -o allocate -a fix_bundle=fix_bun Standalonel

nim -o fix_query Standalonel

Ippchk

1.

To check fileset version and requisite consistency on the SPOT spotl, type:
nim -o Tppchk spotl

To verify the file checksums for all packages beginning with the name bos on NIM targets in the group
of standalone machines macgrpl, and displaying detailed error information and updating the software
database to match the actual file checksum when inconsistencies are found, type:
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nim -o 1ppchk -a 1ppchk flags='-c -m3 -u' \
-a filesets='bos*' macgrpl

Because the Ippchk operation runs in the background on group members by default, to view the
output from the Ippchk operation type:

nim -o showlog -a log_type=1ppchk macgrpl

Ippmgr
1. To list the names of duplicate base level filesets which should be removed from 1pp_sourcel with
space usage information, type:

nim -o Ippmgr -a lppmgr_flags="-1sb" 1pp_sourcel
2. To remove duplicate base and update filesets and superseded updates from Tpp_sourcel, type:
nim -o Ippmgr -a lppmgr_flags="-rbux" Tpp_sourcel
3. To remove all non-SIMAGES (filesets not required for a bos install) from 1pp_sourcel, type:
nim -o Ippmgr -a lppmgr_flags="-rX" 1pp_sourcel
4. To remove all language support except 'C’ from 1pp_sourcel, type:
nim -o Ippmgr -a lppmgr_flags="-r -k C" 1pp_sourcel

maint
1. To deinstall the software products bos.INed and adt from a spot, spotl, type:

nim -o maint -a installp_flags="-u" \
-a filesets="bos.INed adt" spotl

2. To deinstall the options bos.INed and adt from a spot, spotl, such that the installp_bundle, bundle2,
contains the names of the installable options, type:

nim -o maint -a installp_flags="-u" \
-a installp_bundle=bundle2 spotl

3. To cleanup from an interrupted software installation on a spot, spotl, type:
nim -o maint -a installp_flags="-C" spotl

4. From the master, to deinstall the software products bos.INed and adt from a standalone machine,
standl, type:

nim -o maint -a installp_flags="-u" \
-a filesets="bos.INed adt" standl

5. From the master, to clean up from an interrupted software installation on a standalone machine,
standl, type:

nim -o maint -a installp_flags="-C" standl

6. From the master, to deinstall the software products bos.INed and adt from a standalone machine,
standl, such that installp_bundle, bundle2, contains the names of the installable options, type:
nim -o maint -a installp_flags="-u" \

-a installp_bundle=bundle2 standl

maint_boot
To enable the NIM standalone client, standl, to boot in maintenance mode, type:
nim -o maint_boot standl

This sets up the maintenance boot operation, but you must initiate the network boot locally from
standl.

remove
To remove a resource named dump_files, type:
nim -o remove dump_files
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showlog

To view the boot logs of the machines defined by the group DisklsMacsl, type:
nim -o showlog -a log_type=boot DisklsMacsl

showres

1.

2. To show the contents of the bosinst.data resource bosinst_datal, type:
nim -o showres bosinst_datal
3. To list all the filesets in the Ipp_source Tpp_sourcel, type:
nim -o showres 1pp_sourcel
4. To list all the filesets in the Ipp_source 1pp_sourcel relative to what is currently installed on the
machine machinel, type:
nim -o showres -a reference=machinel 1pp_sourcel
5. To list user instructions for the bos.INed and x1C.rte filesets on the Ipp_source 1pp_sourcel, type:
nim -o showres -a filesets="bos.INed xI1C.rte" \
-a installp_flags="qi" 1pp_sourcel
6. To list all problems fixed by software on the Ipp_source 1pp_sourcel, use:
nim -o showres -a instfix_flags="T" 1pp_sourcel
7. To show the contents of the secondary adapter configuration file in the adapter_def resource,
adapter_defl, for client, deadfish, type:
nim -o showres -a client=deadfish adapter_defl
8. To show the contents of every secondary adapter configuration file in the adapter_def resource,
adapter_defl, type:
nim -o showres adapter_defl
9. To show the contents of the savevg resource, savevgl, type:
nim -o showres savevgl
update
1. To add all the filesets on /dev/cd0 to 1pp_sourcel, type:
nim -o update -a packages=all -a source=/dev/cd0 1pp_sourcel
2. To add the bos.games 5.2.0.0 and bos.terminfo filesets to 1pp_sourcel, type:
nim -o update -a packages="bos.games 5.2.0.0 bos.terminfo" \
-a source=/dev/cd0 1pp_sourcel
3. To remove bos.games from Tpp_sourcel, type:
nim -o update -a rm_images=yes -a packages="bos.games" Tpp_sourcel
4. To recover the missing SIMAGES for Tpp_sourcel from the AIX Installation CD, type:
nim -o update -a recover=yes -a source=/dev/cd0 Tpp_sourcel
Files
/etc/niminfo Contains variables used by NIM.

To show the contents of the config script scriptl, type:
nim -o showres scriptl

Related Information
The command, command, command, command,

command.

The [.infd file.
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nim_clients_setup Command

Purpose
Define clients and initialize BOS install operation on NIM client objects.

Syntax
nim_clients_setup [Elmksysb_resource] [El] [El] [El] [EII] client_object(s)

Description

The nim_clients_setup command defines new client objects and initializes the BOS install operation for
clients in the NIM environment by performing the following tasks:

« Exports the environment variable NIM_LICENSE_ACCEPT=yes.
— Used for accepting software license agreement during network install.
* Adds variable entry NSORDER-=local,bind in /etc/environment.
— Necessary for name resolution when hosts only exist in /etc/host.
» Defines client objects using client.defs file (if -c flag specified).
— User must edit stanzas in /export/nim/client.defs file prior to using nim_clients_setup.
* Prepares client objects for install.
— If -c flag is used, defined clients are initialized for install.
— If client objects are given, specified clients are initialized for install.
— If -c or client objects are omitted, all existing NIM clients are initialized for install.

* Resources contained in the group name basic_res_grp are used as resources during the BOS install
operation.

Note: Thebasic_res_grp resource group is populated with resources created during nim_master_setup
command execution. If this group is not present, it must be defined with NIM install resources prior
to using the nim_clients_setup command.

Flags

-m mksysb_resource  Specifies an alternate backup image to restore during BOS install. The value for
mksysb_resource may specify a NIM object name or absolute path location used for defining
a new mksysb resource. By default, the mksysb resource is assigned from the
basic_res_grp NIM resource group.

-n Enables native (rte) install and ignores restoring backup image (mksysb) during BOS install.
By default, mksysb restore is performed during BOS install.
-C Defines client objects from the client.defs file. The /export/nim/client.defs file must exist

and have valid client definition information. The client.defs file is created during
nim_master_setup command execution. If the file is not present, a sample client.defs file
may be copied from /usr/samples/nim/client.defs and edited by the user.

-r Reboots client objects after initiating BOS install operation. By default, clients are not
rebooted. Resources are assigned for install and clients may be rebooted when desired.

-V Enables verbose debug output during command execution.

Security

Access Control: You must have root authority to run the nim_clients_setup command.

Location
lusr/sbin/nim_clients_setup
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Examples

1. To define client objects from /export/nim/client.defs file, initialize the newly defined clients for BOS
install using resources from the basic_res_grp resource group, and reboot the clients to begin install,
type:
nim_clients_setup -c -r

2. To initialize clients client1 and client2 for BOS install, using the backup file /export/resource/NIM/
530mach.sysb as the restore image, type:
nim_clients_setup -m /export/resource/NIM/530mach.sysb \ clientl client2

3. To initialize all clients in the NIM environment for native (rte) BOS install using resources from the
basic_res_grp resource group, type:
nim_clients_setup -n

Files

/etc/niminfo Contains variables used by NIM.

Related Information

The [nim_master_setup| command, jnim_update_all command, [nim_master_recover command, [nim]
command, |nimconfig command, and |nimde!| command.

nim_master _recover Command

Purpose

Restores a backup of the Network Installation Management (NIM) database to a different machine and
updates the database to reflect this change.

Syntax

nim_master_recover [H mstr_fileset_dir]
[ Fn| nimdef_file]
[ [ nimadb_file]

[ | mstr_interface]

[EDITCERITTES] T TRl 1[s]1 TFul 1 TRV

[EN| mstr_net_info [-{ net_def ]

Description

The nim_master_recover command can restore and update the NIM database from a backup tar file. To
backup the NIM database on the old master, run the smit nim_backup_db command. This creates a tar
file named /usr/objrepos/nimdb.backup by default. Once the nimdb.backup is copied to the new master,
pass the -r flag with the full path to the file. If the path to the tar file is /usr/objrepos/nimdb.backup, then
pass -r /usr/objrepos/nimdb.backup to the nim_master_recover script.

The script updates the master definition in the NIM database based on the master’s primary network

interface. The -i flag specifies the primary interface to use for the master. To use en0, pass -i en0 to the
nim_master_recover script.
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Note: A restored NIM database may be incorrect if you restore from a database that has network
definitions containing static routes. The nim_master_recover command removes all the interfaces
in the old master definition before adding the primary interface for the new master. Check that the
routing information is correct after running the nim_master_recover command, by running Isnim
-lc networks. If all the NIM network definitions in the restored database contain dynamic routes,
then you should not run into this situation.

Along with restoring and updating the NIM database, the script performs several other optional functions.
One is to install the bos.sysmgt.nim.master fileset if the -f flag is passed with the location of the
bos.sysmgt package. For instance, if the bos.sysmgt package is located in the /export/latest/installp/
ppc directory, then you would pass -f /export/latest/installp/ppc to the nim_master_recover script.

The script always resets each client. If the -u flag is passed, the script attempts to unexport NIM resources
that the database states are allocated to clients. Each client stores the hostname of its NIM master in its
/etc/niminfo file. To update the niminfo file on each client, pass the -s flag.

Note: Any NIM client that is not running, does not have a network connection, does not allow the new
master rhost permissions, or does not have at least the bos.sysmgt.nim.client 5.1.0.10 package,
will not have its niminfo updated. The nim_master_recover script will report any clients which fail
to have their niminfo files updated.

New clients can be added to the environment by specifying a nimdef file with the -n flag. Consult the AIX
Installation Guide for more information on nimdef files.

Finally, the script will check to see if the resources in the NIM database exist. The script deletes resources
that don’t exist. For example if the new master is unable to communicate with a NIM server, then the
resources defined on that server will be removed from the NIM database. Passing the -R flag prevents the
script from checking resources.

Note: Resources that were defined on the master where the database was backed up, will not be
available once the database is restored unless the resources were copied to the new master before
running nim_master_recover.

All output will be logged to /var/adm/ras/nim.recover. Once the script is complete you should verify that
no errors were logged.

The nim_master_recover command behaves differently when it is called with the -N flag. This allows the
master to have its hostname, IP address, and NIM network changed in its if1 attribute. Optionally, a new
NIM network may be created if the -t flag is provided with the -N flag. The command should be run with
these flags before the master’'s network name or address is actually changed so that the NIM environment
will work properly once the change actually takes place. When the master's NIM attributes are changed,
the command will attempt to update /.rhosts and /etc/niminfo of each standalone client defined in the
environment. Any clients for which this attempt fails must have its NIM master information updated
manually. Also, after a standalone client has had its NIM master's network name changed, it will not be
able to execute any NIM operations until the master is up and running with its new network name.

Flags

-D Deletes all client definitions from the restored database.

-f directory Directory containing the bos.sysmgt.nim.master fileset to install.

-i interface Primary network interface of the machine where you are running the command.

-n nimdef Optional nimdef file that will be used to define new machines.

-N mstr_net_info Changes the master’s if1 attribute and attempts to update each standalone client defined in

the environment with the master’'s new network information. The mstr_net _info variable
consists of the following: "nim_net_name [hostname] [cable_type]"; where hostname and
cable_type are optional.
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P
-r nimdb.backup
-R

-S

-t net_def

-u

=V

Location

Print the machine states before the script resets the machines.

The NIM database backup tar file that will be restored.

Do not check the resources to see if each one exists. The default behavior is for the script to
check each resource and if it does not exist, remove its definition from the database.

Do not check the SPOT resources. The default behavior is for the script to check every
SPOT to ensure it is ready to support an install. For example, the check ensures the boot
images are created.

Attempt to update the niminfo file on each client. Any NIM client that is not running, does
not have a network connection, does not allow the new master rhost permissions, or does
not have at least the bos.sysmgt.nim.client 5.1.0.10 package installed, will not have its
niminfo updated.

Creates a new NIM network if the master’s IP address changes and there is no existing NIM
network that could contain the master. This flag is only valid when the -N flag is also
specified. The net_def variable consists of the following: "nim_net_name net_type net_addr
net_snm default_route"; where net_type can be ent, tok, atm, or fddi.

Unexport all resources that are listed as allocated in the restored database. The default
behavior is for the script to delete the allocation from the NIM database without attempting to
deallocate the resource.

Enables verbose debug output during command execution.

/usr/sbin/nim_master_recover

Exit Status

Returns zero (0) upon success.

Security

Access Control: You must have root authority to run the nim_master_recover command.

Examples

1. To recover the NIM master using the/export/nim/nimdb.backup file and the primary interface en0,

type:

nim_master_recover -r /usr/objrepos/nimdb.backup -i en@

2. To install the bos.sysmgt.nim.master fileset from /export/lpp_source/installp/ppc before recovering
the NIM master, type:

nim_master_recover -f /export/1pp_source/installp/ppc \

-r /usr/objrepos/nimdb.backup -i en0d

3. To recover the NIM master without checking if each resource exists and without checking the SPOTs to
rebuild boot images, type:

nim_master_recover -R -S -r /usr/objrepos/nimdb.backup -i en0

4. To recover the NIM master while unexporting any resources that are allocated and printing the state of
the clients before each one is reset, type:
nim_master_recover -u -p -r /usr/objrepos/nimdb.backup -i en0®

5. To recover the NIM master and update the /etc/niminfo file on each client, type:
nim_master_recover -s -r /usr/objrepos/nimdb.backup -i en@

6. To recover the NIM master, delete each client from the database, and define new clients from the
nimdef file /export/nim/nimdef, type:
nim_master_recover -D -n /export/nim/nimdef -r /usr/objrepos/nimdb.backup -i en0

7. To change the master’'s hostname to newhost.domain.com and move it to a different existing NIM
network, called net2, but preserve the value of the current cable_type attribute, type:

nim_master_recover

-N "net2 newhost.domain.com"
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8. To change the master’s hostname to newhost.domain.com, change its cable_type to bnc, and move it to
a new NIM ethernet network called new_nim net whose address is 192.168.1.0, subnet mask is
255.255.255.0, and default gateway is 192.168.1.1, type:

nim_master_recover -N "new_nim net newhost.domain.com bnc" \
-t "new_nim_net ent 192.168.1.0 255.255.255.0 192.168.1.1"

Files
letc/niminfo Contains variables used by NIM.
Ivar/adm/ras/nim.recover Contains log information from command execution.

Related Information

The [nim_clients_setup| command, jhim_update_all| command, [nim_master_setup| command, [nim]
command, |nimconfig command, and |nimde!| command.

nim_master_setup Command

Purpose

Initializes the Network Installation Management (NIM) master fileset, configures the NIM master, and
creates the required resources for installation.

Syntax

nim_master_setup [E[ mk_resource={yesIno}] [ file_system=fs_name ] [ volume_group=vg_name ] [
disk=disk_name | [ device=device | ] [B[1 [[FF]1 (L] [[v]

Description

The nim_master_setup command initializes the NIM master fileset and configures the NIM environment.
Once initialized, the nim_master_setup command configures the NIM environment by performing the
following tasks:

» Determines which volume group and file system will contain the NIM resources.
* |If necessary, creates the volume group and file system.
» Creates a NIM mksysb of the master.
— Backup image.
» Creates a NIM Ipp_source resource.
— Source for product images.
» Creates a NIM spot resource.
— Shared Product Object Tree (SPOT) - equivalent to /usr file system.
» Creates a NIM bosinst_data resource.
— config file used during BOS installation.
* Creates a NIM resolv_conf resource.
— Name-server configuration file.

* Defines a default resource group for use during install. The default resource group will contain all NIM
resources defined during command execution.

» Copies a sample client.defs configuration file into the defined NIM file system.
— Sample file which may be edited for adding clients in the NIM environment.
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Flags

-a Assigns the following attribute=value pairs:
mk_resource={yeslno}
Specifies if NIM resources should be created. If set to no, NIM resources will not be created
during command execution. By default, the value is yes.
file_system=fs_name
Specifies the absolute path location for creating NIM resources. If fs_name does not exist, a
logical volume will be created in the volume group defined from vg_name. By default, fs_name
is /lexport/nim.
volume_group=vg_name
Specifies the volume group name used for creating new logical volumes. If vg_name does not
exist, a volume group will be created using the physical volume (disk) defined from
disk_name. By default, vg_name is rootvg.
disk=disk_name
Specifies the physical volume used when creating the vg_name volume group. If disk_name is
not specified, the next available (empty) physical volume will be used.
device=device
Specifies the absolute path location for install images used during NIM master fileset
installation and resource creation. By default, device is /dev/cd0.
-B Disables the creation of the backup image.
-F Disables the creation of the file system.
-L Disables the creation of the Ipp_source resource.
-V Enables verbose debug output during command execution.
Location

lusr/sbin/nim_master_setup

Exit Status

Returns zero (0) upon success.

Security
Access Control: You must have root authority to run the nim_master_setup command.

Examples

1.

To install the NIM master fileset and initialize the NIM environment using install media located in device
/dev/cd1, type:

nim_master_setup -a device=/dev/cdl
To initialize the NIM environment without creating NIM install resources, type:
nim_master_setup -a mk_resource=no

To initialize the NIM environment, create NIM install resources without creating a backup image, using
install media located under mount point /edrom, type:

nim_master setup -a device=/cdrom -B

To define NIM resources in an existing NIM environment, using install media located in device
/dev/cd0, and create a new file system named /export/resources/NIM under volume group nimvg,
type:

nim_master_setup -a volume_group=nimvg \
-a file_system=/export/resources/NIM
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Note: If the file system /export/resources/NIM does not currently exist, then it will be created under the
volume group nimvg. If the nimvg volume group does not exist, it will be created using the next
empty physical volume (disk) since the disk attribute was not specified.

Files

/etc/niminfo Contains variables used by NIM.
Ivar/adm/ras/nim.setup  Contains log information from command execution.

Related Information

The [nim_clients_setup| command, jim_update_all command, [nim_master_recover] command, [nim]|
command, jnimconfig command, and jnimdef| command.

nim_move_up Command

Purpose
Facilitates the enablement of new hardware (namely POWERS5 or later servers) in AIX environments.

Syntax

nim_move_up {[[S]1 | [[KI[[Fh controi_host 111 [Fd[[RIT [[ul1 13 | { [ NiM_client ] [ target_ip |
-ending_ip ] ] [ésubnet mask ] [E gateway | [|-h| control_host ] [ |-m| managed_ syﬂ [|-V] vio_server [ |-€]
][]E#/mg src] [ L

resource_dir ] [|-t| seconds ] [E loops | [ | nimadm_ vg 1 [FL Ipp_source ] [FU
|ﬁoz‘ -B| bosinst_data [El exclude_files ] [. -C| script_resource | [|-b| installp_bundle ] [El fix_bundle 1 {{[

d1 1ES) (Fd11

Description

The nim_move_up command enables users of existing AIX environments to take advantage of the
capabilities available on new hardware (namely POWERS5 servers or later). The command provides an
interface that migrates an existing AIX system onto an LPAR residing on a POWERS5 (or later) server. The
level of AIX on the original machine is raised to a level that supports operation on POWER5 hardware.
The original system’s hardware resources are closely replicated on the equivalent POWERS hardware. By
the end of the migration, the same system is fully running on a POWERS5 LPAR.

In addition, nim_move_up can use the Virtual I/O capabilities of POWERS servers by optionally migrating
a client onto virtualized hardware, such as virtual disks and virtual Ethernet.

The nim_move_up command relies on the functionality of NIM and the NIM master’s capability of
remotely managing and installing NIM clients on the network. The nim_move_up command attempts to
use the NIM master and the nimadm command to complete the following actions on an existing NIM
client:

1. Create a system backup of the client
2. Migrate the backup’s level of AIX

3. Install the backup onto an LPAR that resides on a POWERS server, which will be represented in the
NIM environment as a new standalone client

Before the POWERS5 hardware is installed, the NIM master (on which the nim_move_up command is run)
and the NIM clients on the existing hardware must be configured (see [Restrictions). The clients are the
starting point of the migration and eventually turn into POWERS5 LPARs.

After a successful migration, the following conditions are true:
* The NIM master remains the same.
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* The LPARs on the POWERS server correspond to the original NIM clients and are controlled by the

NIM master.

* An HMC controls the LPARs on the POWERS5 servers by communicating with the NIM master through

SSH.

» The original NIM clients remain unaffected and still in control of the NIM master.

The entire migration takes place without any downtime required on the part of the original client. The
process can be completed in phases executed sequentially, which allows more control over the process, or
can be executed all at once, so that no user interaction is required. The command is delivered as part of
the bos.sysmgt.nim.master fileset and requires a functional NIM environment in order to run.

Required Flags

-¢ NIM_client

-g gateway

-h control_host

-i target_ip[-ending_ip]

-l img_src

-l resource_dir

-m managed_sys

-s subnet_mask

Specifies either a NIM standalone client (standalone
object type) or a NIM machine group (mac_group object
type). The client indicated must be reachable using the
network from the NIM master and must allow the NIM
master to run commands on them. If a NIM machine
group is specified in this argument, it must reside in the
same NIM network. The client is the target machine that
will be migrated onto equivalent LPARs on a POWER5
server.

Specifies the IP address of the default gateway that the
clients will be configured with after the migration to the
POWERS5 server.

Specifies the host name or IP address of the HMC that is
used for hardware control of the POWERS server.
Specifies the IP address that the new migrated client will
be configured with after it is installed on the POWER5
server. If a NIM machine group is supplied to the -c
option, a range of IP addresses must be supplied here
and there must be enough addresses in the range to
enumerate the amount of clients that are to be migrated.
Specifies the path to the source of the installation images
used to create the NIM resources required for migration
and installation. This path can be a device (such as
dev/cdo0 if using AIX product media) or a path to a
location on the file system containing the installation
images. The level of AIX present in the installation images
must be AIX 5L Version 5.2 with the 5200-04
Recommended Maintenance package or later, or AIX 5.3
or later.

Specifies the path to a location on the file system that will
contain any new NIM resources created through the
nim_move_up command. The location must have enough
space to accommodate an LPP_Source and a spot unless
existing resources were provided through the -L and -U
options.

Specifies the name of the managed system corresponding
to the POWERS server as tracked by the HMC.

Specifies the subnet mask that the clients will be
configured with after the migration to the POWERS5 server.
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Execution and Control Flags

-d

-K

-n

-q

-r

-R

Optional Flags

-b installp_bundle

-B bosinst_data

-C script_resource

-D
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Executes nim_move_up in the background and returns
control of the terminal to the caller. The progress of
nim_move_up can be tracked through the -S flag.
Configures SSH keys on the specified HMC. This allows
the unattended remote execution of commands from the
NIM master without password prompts. This flag cannot
be used with any other options except the -h option.

Runs only the next phase of the nim_move_up migration
process. The nim_move_up command exits when the
phase completes or fails. If this flag is not provided, all the
subsequent phases are run and nim_move_up exits
when they have all run or one of them has failed.

Saves only supplied values. Save values provided through
other options and then exits without executing any
phases. This flag cannot be used with any other of the
Execution and Control Flags.

Specifies quiet mode. No output is displayed to the
terminal (but is instead kept in the logs). This flag has no
effect if nim_move_up runs with the -d flag.

Unconfigures nim_move_up. This resets all saved data,
including saved options, phase-specific data, and current
phase information. This operation must be run if the
migration process is to be started over for the migration of
a new client or set of clients.

Removes all NIM resources created by nim_move_up in
addition to unconfiguring the environment. This flag can
only be used with the -r option.

Displays the status of the current phase or the next phase
to be run. All saved values are displayed as well. The
nim_move_up command exits immediately after
displaying the information. This flag cannot be used with
any other options.

Specifies an existing installp_bundle NIM resource
whose software are installed on each of the newly
migrated LPARs in phase 10 (post-installation
customization) if the option is provided.

Specifies an existing bosinst_data NIM resource used by
nim_move_up to install the new clients onto the
POWERS5 LPARs. If this option is not provided,
nim_move_up generates a bosinst_data resource with
default unattended installation values.

Specifies an existing script NIM resource that, if provided,
nim_move_up will execute in phase 10 (post-installation
customization) on all of the new migrated LPARs.

Forces the use of physical storage controllers instead of
virtual SCSI adapters in creating the new LPAR on the
POWERS server when a Virtual 1/0 server LPAR is
specified. This flag is only valid when used with the -V
option.



-e

-E exclude_files

-f fix_bundle

-j nimadm_vg

-L Ipp_source

-p loops

-t seconds
-T
-u

-U spot

-V vio_server

Exit Status

0
nonzero

Security

Only the root user can run this command.

Examples

Forces the use of physical network adapters instead of
shared Ethernet adapters in creating the new LPAR on the
POWERS5 server when a Virtual 1/0 server LPAR is
specified. This flag is only valid when used with the -V
option.

Specifies an existing exclude_files NIM resource that
nim_move_up uses to create a mksysb of the original
clients. If this option is not provided, nim_move_up
generates an exclude_files resource that excludes the
contents of /tmp from the backup.

Specifies an existing fix_bundle NIM resource whose
APARs are installed on each of the newly migrated LPARs
in phase 10 (post-installation customization) if the option is
provided.

Specifies the volume group to be used by the underlying
nimadm call for data caching. If this option is not
provided, the default value is rootvg.

Specifies an existing LPP_Source NIM resource to whose
AlX level the target clients will be migrated to. If this
option is not provided, nim_move_up attempts to create a
new LPP_Source from the installation image source
provided through the -l option.

Specifies the number of times to execute system analysis
tools on the target NIM clients in analyzing resource
utilization. The final resource usage data will be the
average of the values obtained from each loop. This data
will be taken into account when determining the equivalent
POWERS5 resources from which the migrated LPAR will be
derived. If this option is not provided, the default is 1 loop.
Specifies the number of seconds each loop runs for. If this
option is not provided, the default is 10 seconds.
Transports user-defined volume groups from the original
clients to the new migrated LPARs.

Enables nim_move_up to completely "roll back" entire
nim_move_up migration. Must be used with the -r flag.
Specifies an existing spot NIM resource that will be used
in the migration and installation of the clients. If this option
is not provided, a new spot is created from the Ipp_source
NIM resource provided by the -L and -l options.

Specifies the LPAR name of a Virtual 1/0 server that
resides on the POWERS server denoted by the -m flag.

Successful completion.
An error occurred.

1. To run the first phase and configure all the required options (nim_move_up must not be already

configured and running), type:

nim_move_up -c clientl -i 192.168.1.100 -s 255.255.255.0 -g 192.168.1.1 -h hmcl.mydomain.com -m \

my-p5 -1 /big/dir -1 /dev/cd0 -n
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2. To display the status of the nim_move_up command’s environment, including all saved configuration
input and which phase is to be executed next, type:

nim _move up -S

3. To change the saved host name to a nhew name and run the next phase while suppressing output,
type:
nim_move_up -h hmc2.mydomain.com -n -q

4. To run all remaining phases in the background, save your agreement to accept all licenses, and have
the prompt returned after the phases begin running, type:

nim_move_up -Y -d
5. To unconfigure nim_move_up, discard all saved input, and reset the command to run phase 1, type:

nim _move up -r

All NIM resources previously created by nim_move_up remain unaffected in the NIM environment and
will be used by nim_move_up as necessary to migrate another client.

Restrictions

The following NIM master requirements must be met before running the nim_move_up application:
* Running AIX 5L Version 5.3 with the 5300-03 Recommended Maintenance package or later.

» Perl 5.6 or later.

* OpenSSH (from the Linux Toolbox CD)

» At least one standalone NIM client running AIX 4.3.3 update or later in the environment

* Product media version AIX 5L Version 5.2 with the 5200-04 Recommended Maintenance package or
later, or product media version AIX 5.3 or later (the equivalent LPP_Source and spot NIM resources can
also be used).

In addition, the following prerequisites must be available:

* A POWERS5 server with sufficient hardware resources to support the target clients’ equivalent POWER5
configuration.

* An installed and configured Virtual 1/0O Server is, if virtual resources will be used to migrate the clients.

* An HMC controlling the POWERS5 server, along with sufficient privileges to power-on, power-off, and
create LPARs.

The nim_move_up command will fail to execute properly if all of the preceding requirements are not met
or if the command is executed by a non-root user.

Implementation Specifics

The nim_move_up command takes a phased approach to migrating an existing client onto an equivalent
POWERS5 LPAR. The following phases make up the process:

1. Create NIM resources. The NIM resources required to perform the migration steps are created if
they do not already exist.

2. Assess premigration software. An assessment of which software is installed and which software
cannot be migrated is performed on each target client. Any software missing from the LPP_Source is
added from the source of the installation images (such as product media) that is provided to
nim_move_up.

3. Collect client hardware and usage data. Data about each target client’s hardware resources are
gathered. Also, an attempt to assess the average use of those resources over a given amount of time
is made.

4. Collect POWERS5 resource availability data and translate client resource data. The managed
system that is provided is searched for available hardware resources. The data gathered in the
previous phase is used to derive an equivalent LPAR configuration that uses the managed system’s
available resources. If a Virtual I/0O Server LPAR was provided to work with, the derived client LPAR
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is created with virtual 1/0 resources instead of physical I/0O resources. The appropriate adapters and
configuration are created on the Virtual I/O Server as needed.

5. Create system backups of target clients. After NIM performs a mksysb of each target client, the
corresponding mksysb NIM resources are created.

6. Migrate each system backup. Using the NIM resources designated by nim_move_up, each
mksysb resource is migrated to the new level of AIX by the nimadm command. The original mksysb
NIM resources are preserved and new mksysb NIM resources are created for the new migrated
mksysb resources.

7. Allocate NIM resources to new LPARs. NIM standalone client objects are created for each new
derived LPAR created in phase 4 using the network information provided to nim_move_up.
Appropriate NIM resources are allocated and a bos_inst pull operation is run on each NIM client
(NIM does not attempt to boot the client).

8. Initiate installation on LPARs. Each LPAR is rebooted using the control host (HMC) and the
installation is initiated. The phase’s execution stops after the installation has begun (that is, the
progress of the installation is not monitored).

9. Assess post-migration software. After each installation has completed, the overall success of the
migration is assessed, and a report of software problems encountered during migration is generated.
If any filesets failed to migrate, the errors reported for that fileset must be corrected manually.

10. Customize post-installation. If an alternate LPP_Source, fileset list, or customization script was
provided, a customized NIM operation is performed on each client with the values provided. This
allows for the optional installation of additional software applications or for any additional
customization.

In order to successfully migrate a NIM client onto an equivalent POWERS LPAR, each of these phases
(with the exception of phase 10, which is optional) must be executed completely successfully. If all phases
completed successfully, a new NIM client object will be present in the NIM environment that represents the
migrated LPAR, which will be running the level of AIX supplied through the nim_move_up source of
installation resources.

After all prerequisites needed to run nim_move_up have been satisfied, the nim_move_up command
runs in two phases: configuration and phase execution.

Configuration

Before the nim_move_up command can begin its phases, input must be provided to the application. The
required input includes a list of the NIM clients to be migrated, TCP/IP configuration information of the new
migrated LPARs, and the POWERS server name. For a complete list of required nim_move_up

configuration options, refer to the |Required Flags (they also are denoted by a * (asterisk) in the
nim_move_up_config SMIT menu). Optional input, such as whether a Virtual I/O Server is specified, also

affects the behavior of nim_move_up and the end result of the migration process (if a Virtual I/O Server is
specified, virtual 1/0 resources are used to create the migrated LPAR).

To populate the required and optional input through the SMIT interface, enter one of the following
commands:

smitty nim_move_up_config

or
smitty nim_move_up

and select the Configure nim_move_up Input Values option.

At the menu, fill in the options with values that reflect the requirements of your environment. For further
information about the nim_move_up command’s SMIT interface, see the SMIT usage section below.
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After the nim_move_up command’s environment has been configured with the needed input, those values
are remembered through subsequent runs of the nim_move_up command until the nim_move_up
command environment is unconfigured. The values can be changed at any time through the SMIT menu
interface or by providing the new values through command line flags. The command line interface can also
be used to configure the nim_move_up command environment.

Note:

If you use the command line interface, the nim_move_up command, by default, also attempts to execute
phases whenever configuration values are provided to it. To prevent phases from being executed when
calling the command directly, use the -O flag.

Phase Execution

After all input is supplied, phase execution begins at phase 1 and continues sequentially. If a phase
encounters an error, nim_move_up attempts to execute the failed phase the next time it runs. Optionally,
you can specify that nim_move_up start only the next phase or attempt all remaining phases.

To start nim_move_up phases through the SMIT interface, type one of the following commands:
smitty nim_move_up_exec

or

smitty nim_move_up

and select the Execute the nim_move_up Phases option. Answer the Execute All Remaining Phases?
option and press Enter. The phases begin executing.

To specify that nim_move_up execute only the next phase using the command line, type the following
command:

nim_move_up -n

To specify that nim_move_up execute all remaining phases, type the following command:

nim_move_up

In addition to executing phases, this command can also modify saved configuration options if the
appropriate flag is supplied.

SMIT Usage

The nim_move_up SMIT menus can be accessed using the nim_move_up fastpath. To invoke the root
menu of nim_move_up, type the following command:

smitty nim_move_up

The following SMIT screens are accessible through the root menu:

Display the Current Status of nim_move_up
Equivalent to running nim_move_up with the -S flag. The next phase to be executed and a listing
of all the saved options are displayed.

Configure nim_move_up Input Values
Through this screen, all required and optional input to nim_move_up can be configured. All values
entered into the fields are saved and are remembered through subsequent runs of nim_move_up
and through subsequent uses of this SMIT screen. This screen can be used at any time to modify
saved values after phases have been run.

Execute nim_move_up Phases
Provides a simple interface to execute nim_move_up phases. The phases can be executed one
at a time or all at once, depending on how the questions in this phase are answered.
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Configure SSH Keys on Target HMC
Provides a simple interface for setting up SSH keys on the remote control host (HMC). This does
the equivalent work of passing the -K flag on the command line. Configuring SSH keys on the
remote control host enables the unattended remote execution of commands from the NIM master,
which is necessary for completing all the phases (some of which remotely execute commands on
this system).

Unconfigure nim_move_up
Provides an interface to unconfigure the nim_move_up command’s environment. This removes all
state information, including which phase to execute next, saved data files generated as a result of
the execution of some phases, and all saved input values. Optionally, all NIM resources created
through nim_move_up can be removed as well. This screen does the equivalent work of the -r
command line option.

Advanced Usage: Understanding the mig2p5 Framework

The mig2p5 framework consists of the /var/mig2p5 directory and serves as a means for nim_move_up
to remember its state between subsequent invocations. Its existence and its use by nim_move_up is
completely transparent to the user: the directory is created by nim_move_up and its values are initialized
if it does not exist. It is removed when nim_move_up is unconfigured. The contents of this directory are
easily readable and can be very helpful in troubleshooting problems with nim_move_up; the directory
contains all of the logs generated in the phases and contains editable files that affect the behavior of
nim_move_up in ways that are not allowed by the command line (such as forcing nim_move_up to run a
certain phase out of order).

The following list describes the purpose and contents of each file in the /var/mig2p5 directory:

config_db
Contains all of the saved configuration options passed to nim_move_up through the command
line arguments or the nim_move_up_config SMIT menu. Each line in the file takes the following
form:

option_name:value

current_phase
Contains the number of the phase that will be executed at the next invocation of nim_move_up.
Before running this phase, nim_move_up ensures that all previous phases have run successfully.
This information is also maintained elsewhere with the mig2p5 framework.

global_log
Contains the output of all phases that have been run since the last time the mig2p5 framework
was initialized.

client_data/
Contains files that are generated by nim_move_up during phases 3 and 4, in which each of the
original clients’ system resources and utilization are monitored and quantified into configuration
files. The available resources in the POWERS server are also quantified into corresponding text
files. All the data in these files will be taken into account when determining the hardware profile of
the newly derived LPARs on the POWERS5 server. These files are intended to be
machine-readable data files for the nim_move_up command’s internal use. Do not manually
modify or create them.

phase#
Contain data specific to the corresponding phase denoted by the number in its name ( # ). Every
phase has a directory (for example, phasel1/ , phase2/ , and so on).

phase#/log
Contains all output displayed during a phase’s run. If a phase runs multiple times (such as after an
error has been corrected), all new output is appended to any text already existing in the file. This

Alphabetical Listing of Commands 105



log is helpful in investigating failures related to this phase after they have occurred. The
global_log file is composed of all the phases’ log files, and all output in that file is arranged in the
order that it was originally displayed.

phase#/status
Indicates whether this phase succeeded or failed when it was last run. This file is used by
nim_move_up to determine whether a subsequent phase can be run. A phase can run only if all
of the previous phases’ status files contain the string success. The status file contains the
failure string if the phase encountered an error that caused it to fail the last time it was run.

pid Contains the nim_move_up process ID number when nim_move_up is running in the
background. This file and is cleaned up when the process finishes. As long as this file exists and
contains a process ID, nim_move_up cannot run phases because concurrent runs of
nim_move_up are not supported.

With the exception of the log files and the contents of the client_data/ directory, the files in /var/mig2p5
that comprise the mig2p5 framework can be read and modified so that nim_move_up performs tasks that
it would not do through its command line and SMIT interfaces. Users are encouraged to manipulate the
mig2p5 environment to make nim_move_up meet any specific need and to aid in the troubleshooting of
any problems that might arise during the migration process.

Note: Customizing the mig2p5 framework is considered advanced usage and can yield unsatisfactory
results if done incorrectly. The mig2p5 environment should only be directly modified by users who
understand the changes being performed and their effect on the behavior of the nim_move_up
application.

Files

lusr/sbin/nim_move_up Contains the nim_move_up command.

Related Information
The [‘nim Command” on page 79,|['nimadm Command” on page 114

nim_update_all Command

Purpose
Updates NIM resources and customizes NIM clients.

Syntax
nim_update_all [El device | [El Ipp_source resource ] [El spot resource | [] [El] [EII] client object(s)

Description

The nim_update_all command updates the install resources and clients in the NIM environment. Flags
may be used for specifying which NIM resources need updating and also to disable the updating of NIM
clients. The nim_update_all command updates the NIM environment by performing the following tasks:

» Exports the environment variable NIM_LICENSE_ACCEPT=yes.

— Used for accepting software license agreement during update install.
* Adds variable entry NSORDER-=local,bind in /etc/environment.

— Necessary for name resolution when hosts only exist in /etc/host.
* Obtains the update level information from the media.

— The default media location is /dev/cd0.
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— The media location may be modified by using the -d flag.

» Updates the Ipp_source, spot, and mksysb resources.
— The Ipp_source resource name may be specified by using the -l flag.
— The spot resource name may be specified by using the -s flag.

— The mksysb resource name is obtained from the mksysb resource contained in the basic_res_grp
resource group. Specify the -B flag to disable updating the mksysb resource.

» Performs an update_all operation on NIM clients.
— If client objects are given, specified clients are updated.
— If client objects are omitted, all existing NIM clients are updated.
— If -u flag is used, no clients are updated.

Flags

-d device Specifies the absolute path location for update images used during command execution.
By default, device is /dev/cd0.

-l Ipp_source resource Specifies the object name for the Ipp_source resource to update. By default, the resource
name is obtained from basic_res_grp.

-s spot resource Specifies the object name for the spot resource to update. By default, the resource name
is obtained from basic_res_grp.

-B Disables the updating of the backup image contained in basic_res_grp.

-u Disables the updating of client objects.

-V Enables verbose debug output during command execution. Security

Location

lusr/sbin/nim_update_all

Exit Status

Returns zero (0) upon success.

Security
Access Control: You must have root authority to run the nim_update_all command.

Examples

1. To update install resources 520Ipp_res (Ipp_source), 520spot_res (spot), and master_sysb (mksysb)
contained in the basic_res_grp resource group, using update images located in device /dev/cd2, and
update all clients in the NIM environment, type:

nim_update_all -d /dev/cd2
2. To update install resources Ipp1 (Ipp_source), spot1 (spot), and disable updating the mksysb image,

using update images located in device /dev/cd0, and update the client object machine1 in the NIM
environment, type:

nim_update_all -1 Tppl -s spotl \
-B machinel

3. To update install resources 520Ipp_res (Ipp_source), 520spot_res (spot), and disable updating the
mksysb image contained in the basic_res_grp resource group, using update images located in device
/dev/cd0, and disable updating clients in the NIM environment, type:

nim_update_all -B -u
Files

letc/niminfo Contains variables used by NIM.
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/var/adm/ras/nim.update Contains log information from command execution.

Related Information

The [nim_master_setup|command, jim_clients_setup] command, [nim_master_recover] command, [nim|
command, and [nimconfig command.

nimadapters Command

Purpose
Defines Network Installation Management (NIM) secondary adapter definitions from a stanza file.

Syntax
nimadapters I I Ei }E SecondaryAdapterFileName |adapter_def_ name|

or

nimadapters | [ E client=Client [-a| info=AttributeLisf] adapter_def_namé

Description

The nimadapters command parses a secondary adapters stanza file to build the files required to add NIM
secondary adapter definitions to the NIM environment as part of an adapter_def resource. The
nimadapters command does not configure secondary adapters. The actual configuration takes place
during a nim -0 bos_inst or nim -0 cust operation that references the adapter_def resource.

Note: Before using the nimadapters command, you must configure the NIM master. For more
information, see [Configuring the NIM Master and Creating Basic Installation Resources in
[Installation and migration]

Secondary Adapters File Rules
The format of the secondary adapters file must comply with the following rules:

» After the stanza header, follow attribute lines of the form: Attribute = Value

 If you define the value of an attribute multiple times within the same stanza, only the last definition is
used.

» If you use an invalid attribute keyword, that attribute definition is ignored.
» Each line of the file can have only one header or attribute definition.
* More than one stanza can exist in a definition file for each machine host name.

» Each stanza for a machine host name represents a secondary adapter definition on that NIM client. No
two secondary adapter definitions for the same machine host name can have the same location or
interface_name. There should be only one definition per adapter or interface on a given NIM client.

» If the stanza header entry is the keyword default, this specifies to use that stanza for the purpose of
defining default values.

* You can specify a default value for any secondary adapter attribute. However, the netaddr and
secondary_hostname attribute must be unique. Also, the location and interface_name must be unique
on a NIM client.

» If you do not specify an attribute for a secondary adapter but define a default value, the default value is
used.

* You can specify and change default values at any location in the definition file. After a default value is
set, it applies to all definitions following it.

» To turn off a default value for all following machine definitions, set the attribute value to nothing in a
default stanza.
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» To turn off a default value for a single machine definition, set the attribute value to nothing in the
machine stanza.

* You can include comments in a client definition file. Comments begin with the # character.

» Tab characters and spaces are ignored when parsing the definition file for header and attribute
keywords and values.

Note: During a nim -0 bos_inst or nim -0 cust operation, if NIM examines the configuration data on the
client and determines that a secondary adapter is already configured with precisely the attributes
requested in the adapter_def resource, this secondary adapter is not reconfigured.

Secondary Adapter File Keywords
The secondary adapter file uses the following keywords to specify machine attributes:

Required Attributes:

machine_type = secondary | etherchannel | install
Specifying the machine_type attribute as secondary clearly distinguishes the nimadapters input
from nimdef input. If a secondary adapters file is mistakenly passed to the nimdef command, the
error can be easily detected. Stanzas with a machine_type of install will be ignored.

netaddr
Specifies the network address for the secondary adapter.

network _type =enletlsnimllvi
Specifies the type of network interface, which can be one of en, et, sn, ml, or vi. This attribute
replaces the deprecated network_type attribute.

subnet_mask
Specifies the subnet mask used by the secondary adapter.

Optional Attributes:

adapter_attributes
Blank-separated list of physical adapter attributes and values (for example, "Attribute1=Value1
Attribute2=Value2"). To see the list of attributes that can be set for the requested physical adapter,
run the command Isattr -E -I AdapterName.

interface_attributes
Blank-separated list of interface attributes and values (for example, "Attribute1=Value1
Attribute2=Value2"). To see the list of attributes that can be set for the requested interface, run the
command Isattr -E -l InterfaceName. This attribute replaces the attributes attribute.

cable_type
Specifies the cable type (optional if network_type is en or et).

comments
Specifies a comment to include in the secondary adapter definition. Enclose the comment string in
double quotes ().

interface_name
Specifies the name of the network interface for the secondary adapter (for example, en1, sno0,
ml0). Do not specify both location and interface_name.

Note: The interface_name must be consistent with the interface_type.

location
Specifies the physical location of the adapter corresponding to this network interface. Do not
specify both location and interface_name.

Note: Except for the multilink pseudo-device, use of the location is highly recommended. If the
location is not specified and the user adds multiple adapters or adds an adapter at the
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same time that the operating system is reinstalled, the adapter and network interface
names might be reassigned by the operating system in unexpected ways.

multiple_physloc

This attribute can be used with etherchannel or VIPA stanzas to specify the physical adapters to
associate with the interface.

media_speed

Specifies the media speed (optional if network_type is en or et).

secondary_hostname

Host name to save in the /etc/hosts file with the netaddr attribute. This host name will not be set
using the hosthame command or uname -S command.

bos_preconfig

Specifies that the tunchange command is to change the value of tuning parameters. With the
bos_preconfig attribute, you can change tunable parameters that have been set by the
lusr/lpp/bos.sysmgt/nim/methods/c_cfgadptrs script with default values. The bos_preconfig
attribute is used for the nim -0 bos_inst command. For more information about the valid stanza
and the respected stanza commands for tunable values, see the command.

The format for the bos_preconfig attribute is as follows:

bos_preconfig="tunchange -f nextboot -t Stanza [ -o tunable=value ... ]"

Requirement: You must restart the system in order for any new setting you made using the
bos_preconfig attribute to take effect.

cust_preconfig

route

Specifies that the vmo command is to change the value of tuning parameters. With the
cust_preconfig attribute, you can change tunable parameters that have been set by the
lusr/lpp/bos.sysmgt/nim/methods/c_cfgadptrs script with default values. The cust_preconfig
attribute is used for the nim -0 cust command. For more information about valid tunable
parameters, see the @ command.

The format for the cust_preconfig attribute is as follows:

cust_preconfig="vmo -r [ -o tunable=value ... ]"

Note: You must restart the system to use the cust_preconfig attribute to set tunable parameters.

Specifies the route value to be added into network routing tables. You must specify the following
values, or leave a blank space for any value that you do not want to specify:

Destination IP
The host or network for directing the route to. Specify the value as a numeric address.

Destination subnet mask
The mask for determining which network the destination IP belongs to. Specify the value
as a numeric address.

Gateway IP
The network to which the packets are sent. Specify the value as a numeric address.

Each value must be separated by a double colon (::), and each additional set of the three values
must be separated by a comma (,). The format for the route attribute is as follows:

route="DestHostA: :MaskHostA: :GatewayHostA, DestHostB::MaskHostB: :GatewayHostB, ..."

For values that do not apply, you can leave it as blank but they still must be separated by a
double colon as in the following example:

route="1.2.3.4::::5.6.7.8"
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When you add the route attribute, using the nimadapters command with the -a info flag, you

must separate the value for route with a double colon, and you must separate each additional set

of three values with a space.

Secondary Adapter File Stanza Errors

A secondary adapter stanza causes an error under any of the following conditions:
* The host name that was used in the stanza header for the definition cannot be resolved.

* A required attribute is missing.
* An invalid value was specified for an attribute.

* An attribute mismatch occurs. For example, if the interface_type is not en or et, you cannot specify

cable_type=bnc or media_speed=1000_Full_Duplex.

* The stanza contains both a location attribute and an interface_name attribute.

» Secondary adapter definitions occur multiple times for the same adapter location and the same host

name.

» Secondary adapter definitions occur multiple times for the same interface_name and the same host

name.

If a secondary adapter stanza is incorrect, the errors are reported, the stanza is ignored, and the following

input is processed without regard to the incorrect stanza.

Example Secondary Adapter File: The following is an example of how a secondary adapter file can

look:
# Set default values.

default:

machine_type = secondary

subnet_mask 255.255.240.0

network_type en
media_speed = 100_Full_Duplex
# Define the machine "labl"
# Take all defaults and specify 2 additional attributes.
# Unlike the case of the client definitions that are input to the
# nimdef command, the secondary adapter definition includes at least
# one required field that cannot be defaulted.
labl:
netaddr = 9.53.153.233
Tocation = P2-I1/E1
# Change the default "media_speed" attribute.

default:

media_speed = 100_Half_Duplex

# define the machine "testl"

# Take all defaults and include a comment.
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testl:
comments = "This machine is a test machine."

# define a machine with a VIPA interface that uses interfaces en2 and en3.

lab2:
machine_type = secondary
interface_type = vi
interface_name = vi0
netaddr = 9.53.153.235
subnet_mask = 255.255.255.0
secondary_hostname = Tlab3

interface_attributes = "interface_names=en2,en3"

# define a machine with an etherchannel adapter that uses the adapters at
# the following location codes P1-I4/E1 and P1/El

Tab4:
machine_type = etherchannel
interface_type = en
interface_name = en2
netaddr = 9.53.153.237
subnet_mask = 255.255.255.0
multiple_physloc = P1-14/E1,P1/E1

# define a machine with an etherchannel adapter that uses the
# ent2 and ent3 adapters and uses mode 8023ad.

lab6:

machine_type = etherchannel

interface_type = en

interface_name = en2

netaddr = 9.53.153.239

subnet_mask = 255.255.255.0

adapter_attributes = "adapter_names=ent2,ent3 mode=8023ad"
Flags
-a Assigns the following attribute=value pairs:

client=nim_client_name
Specifies the NIM client that will have a secondary adapter definition added or removed.
This option allows you to define one secondary adapter for a client. To define multiple
secondary adapters, use a stanza file.

info=AftributeList
When previewing or defining a secondary adapter, the info attribute must be used when the
client attribute is specified. AttributeList is a list of attributes separated by commas. The
attributes must be specified in the following order:
interface_type,
location,
interface_name,
cable_type,
media_speed,
netaddr,
subnet_mask,
interface_attributes,
secondary_hostname,
machine_type,
adapter_attributes,
multiple_physloc,
bos_preconfig,
cust_preconfig,
route.
Use lowercase n/a to specify that a value will not be used.
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-d Defines secondary adapters. A Client.adapter file is created in the adapter_def location for each
valid secondary adapter definition. If the nimadapters command encounters existing secondary
adapter definitions for a NIM client, the existing definitions are replaced.

-f SecondaryAdapterFileName Specifies the name of the secondary adapter file.

-p Displays a preview operation to identify any errors. This flag processes the secondary adapter file or
info attribute but does not add adapter definitions to the NIM environment.

The preview shows the following:

» All complete and valid secondary adapter stanzas.

» All invalid secondary adapter stanzas and the reason for failure.
Note: Specify the -p flag to verify that all stanzas are correct before using the secondary adapter
file for configuring secondary adapters.

-r Removes the secondary adapter definitions of a specific client or all the clients listed in a secondary
adapter stanza file. If the client attribute or secondary adapter stanza file are not specified, then all
the secondary adapter definitions in the adapter_def resource will be removed.

Parameters

adapter_def This parameter is required to run the nimadapters command. Specifies the adapter_def NIM

resource that is the directory containing secondary adapter definition files. An adapter_def resource
must be defined using the nim -o define operation before the adapter_def can be used with the
nimadapters command.

Exit Status

0

>0

The command completed successfully.

An error occurred.

Security
Only the root user can run this command.

Examples

1.

To add the NIM secondary adapters described in the secondary adapters definition file
secondary_adapters.defs to the my_adapter_def resource, type:

nimadapters -d -f secondary_adapters.defs my_adapter_def

To preview the client definition file secondary_adapters.defs, type:

nimadapters -p -f secondary adapters.defs my_adapter_def

To define a NIM secondary adapter for a client called pilsner, type:
nimadapters -d \

-a info="en,P2-11/E1,n/a,bnc,1000 Full Duplex,9.53.153.233,255.255.254.0,n/a,n/a,n/a,n/a,n/a" \

-a client=pilsner my_adapter_def
To remove the NIM secondary adapter definitions for a client called pilsner from the my_adapter_def
resource, type:

nimadapters -r -a client=pilsner my_adapter_def

To remove the NIM secondary adapter definitions for clients defined in the file
secondary_adapters.defs, type:

nimadapters -r -f secondary_adapters.defs my_adapter_def
To remove all the NIM secondary adapter definitions from the my_adapter_def resource, type:

nimadapters -r my_adapter_def
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Files

lusr/sbin/nimadapters Contains the nimadapters command.

Related Information
The command, jnim| command, command, jnimconfigl command, and[nimdef] command.

[Configuring the NIM Master and Creating Basic Installation Resources in Installation and migratior]

nimadm Command

Purpose

The nimadm (Network Install Manager Alternate Disk Migration) command is a utility that allows the
system administrator to do the following:

» Create a copy of rootvg to a free disk (or disks) and simultaneously migrate it to a new version or
release level of AlX.

» Using a copy of rootvg, create a new NIM mksysb resource that has been migrated to a new version or
release level of AIX.

* Using a NIM mksysb resource, create a new NIM mksysb resource that has been migrated to a new
version or release level of AlX.

» Using a NIM mksysb resource, restore to a free disk (or disks) and simultaneously migrate to a new
version or release level of AIX.

The nimadm command uses NIM resources to perform these functions.

Syntax

Perform Alternate Disk Migration:

nimadm El Ipp_source ¢ NIMCIient@ SPOT@ TargetDisks [EI PreMigrationScript | [ installp_bundle] [
@ PostMigrationScripf] [ |-€] exclude_files] [ |- image_data ] [El VGname ] | NFSMountOptions ] [@

bosinst_data] [-P| Phase] [} VGname 1 FY]T1[FR1 (D1 (FE[ 1TV 11 {[B]IF} ]

Cleanup Alternate Disk Migration on client:

nimadm [-C|[-d NiMClient s SPOT [[F]] [FD]1 [[FE1

Wake-up Volume Group:

nimadm W]k NIMClient Es| SPOT[-d| TargetDisks [fm| NFSMountOptions 1 |2 PostMigrationScript 1 [[FR 1 [

Fol 1 (FEl]

Put-to-sleep Volume Group:

nimadm [§f¢] Nimciientfs| spoT (A1 D)1 [FE]1

Synchronize Alternate Disk Migration Software:

nimadm @ SPOTH Ipp_source [El device | [El] [El]

mksysb to Client Migration:
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nimadm [-T| NIMmksysb kg NiMClientfs| SPOTF| jpp_source [-d TargetDisks[-j] VGname FY] [[-4]
PreMigrationScript | [[-b] installpBundle ] [ F4 Postl\liﬁ;rat/onScnpt] [[% ImageData ] [ [Fm| NFSMountOptions ]

[Fd bosinst_data ] [FP[Phase ] [FF11FD|1TFE1 (FV]11FB]1Fd]

mksysb to mksysb Migration:

nimadm . Nleksysb |§| mksysbfile E| SPOTEl Ipp_ sourceE| VGnameEYl [ @ NIMmksysb ] [.
PreMigrationScript | [|-b| installp_bundle E PostMigrationScript /mage data] [
NFSMountOptions ] [|-o| bosinst_data | [ Phase | [|-F|] [.] [IFEl ] [.]

Client to mksysb Migration:

mmadm@ nim_client -O| mksysbflle|§| SPOTE| Ipp_ sourceE| VGname@ [m NIMmksysb ] [Eal
PreMigrationScript | [ |-b| installp_bundle | [ -2 PostMigrationScript | [El image_data
NFSMountOptions ] [|-o| bosinst_data | [ Phase | [|-e| exclude_files] [|-F|] [] [IFE ] []

Description

The nimadm command (Network Install Manager Alternate Disk Migration) is a utility that allows the
system administrator to create a copy of rootvg to a free disk (or disks) and simultaneously migrate it to a
new version or release level of AIX. The nimadm command uses NIM resources to perform this function.

There are several advantages to using the nimadm command over a conventional migration:

1. Reduced downtime. The migration is performed while the system is up and functioning normally. There
is no requirement to boot from install media, and the majority of processing occurs on the NIM master.

2. The nimadm command facilitates quick recovery in the event of migration failure. Since the nimadm
command uses alt_disk_install to create a copy of rootvg, all changes are performed to the copy
(altinst_rootvg). In the event of serious migration installation failure, the failed migration is cleaned up
and there is no need for the administrator to take further action. In the event of a problem with the new
(migrated) level of AlX, the system can be quickly returned to the pre-migration operating system by
booting from the original disk.

3. The nimadm command allows a high degree of flexibility and customization in the migration process.
This is done using the NIM customization resources: image_data, bosinst_data, exclude_files,
pre-migration script, installp_bundle, and post-migration script.

Please note that this document only provides information pertaining to the nimadm command. For
complete coverage of alt_disk_install, NIM, migration, and other related install issues, refer to the latest
editions of the following publications:

"Installation and migration|

"JAIX Version 4.3 to 5L Migration Guidel’, an IBM Redbooks® publication

nimadm Local Disk Caching

Local disk caching allows the NIM master to avoid having to NFS write to the client, which can be useful if
the nimadm operation is not performing optimally due to an NFS write bottle neck. If this function is
invoked with the -j VGname flag, the nimadm command creates file systems on the specified volume
group (on the NIM master) and uses streams to cache all of the data from the client to these file systems.

The advantages and disadvantages to this function are as follows:

Advantages:
1. Improved performance for nimadm operations that are on relatively slow networks.

2. Improved performance for nimadm operations that are bottle necked in NFS writes (NFS writes are
very expensive).
3. Decreased CPU usage on the client.
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4. Client file systems are not exported.

Disadvantages:

1. Cache file systems take up space on the NIM master (you must have enough space to host the client’s
rootvg file systems and migration space for each client)

2. Increased CPU usage on the master.

3. Increased I/O on the master (for optimal performance use a volume group (disk) that does not contain
the NIM resource being used in the operation).

How to execute disk caching:
1. Make sure you are at the latest level of bos.alt_disk_install.rte on the NIM master.
2. Add the -j VGName flag to any nimadm operations. For example:

nimadm -j rootvg ...

or

nimadm -j cachevg

You can exclude specific file systems (which are not involved in the migration) from being cached over the
network (they are still copied locally to altinst_rootvg on the client). To specify a list of file systems to be
excluded from network caching, you must create a file in the location of the SPOT resource that is used
for the migration. To get the exact location of the SPOT path, enter:

# 1snim -a location SpotName

You must name the file in the following format:
Nim_Client.nimadm_cache.exc]

Note: This file applies to the NIM client specified in Nim_Client. The full path should be:
Spot_Location/Nim_Client.nimadm_cache.excl

For example: /nim_resources/520spot/usr/myclient.nimadm_cache.excl.

To exclude a file system from caching, enter one file system (to be excluded) per line in this file. While
excluding a file system, ensure that you:

1. Do not exclude any file systems that are involved in the migration process. In other words, these file
systems contain software files that are migrated. This can lead to unpredictable results.

2. Do not (cannot) exclude the following AlX file systems: /, lusr, /var, /opt, /home, and /tmp.

With disk caching, the nimadm command changes the following four phases (all other phases remain the
same) :

Phase 2: The NIM master creates local cache file system in specified target volume group (on the NIM
master).

Phase 3: The NIM master populates the cache file systems with the client’s data.
Phase 9: The NIM master writes all migrated data to the client’s alternate rootvg.

Phase 10: The NIM master cleans up and removes the local cache file systems.

nimadm Requirements
The nimadm requirements are:

1. The configured NIM master running AIX 5.1 or higher with AIX recommended maintenance level
5100-03 or higher.
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2. The NIM master must have the same level of bos.alt_disk_install.rte installed in its rootvg and the
SPOT which is used to perform the migration. (Note: it is not necessary to install the alt_disk_install
utilities on the client).

3. The selected Ipp_source NIM resource, and selected SPOT NIM resource must match the AlX level
to which you are migrating.

4. The NIM master must be at the same or higher AlX level then the level being migrated to.
5. The client (the system to be migrated) must be at AIX 4.3.3 or higher.

6. The client must have a disk (or disks) large enough to clone the rootvg and an additional 500 Megs
(approximately) of free space for the migration. The total amount of required space will depend on
original system configuration and nimadm customization.

7. The target client must be a registered with the master as a standalone NIM client (see the niminit
command for more information). The NIM master must be able to execute remote commands on the
client using the rshd protocol.

8. The NIM master must be able to execute remote commands on the client using the rshd protocol.
9. The NIM master and client must both have a minimum of 128 megabytes of RAM.

10. A reliable network, which can facilitate large amounts of NFS traffic, must exist between the NIM
master and the client. The NIM master and client must be able to perform NFS mounts and read/write
operations.

11. The client’s hardware and software must support the AlX level that is being migrated to and meet all
other conventional migration requirements.

Note: If you cannot meet requirements 1-10, you must perform a conventional migration. If you cannot
meet requirement 11, then migration is not possible.

Attention: Before performing a nimadm migration you must agree to all software license agreements for
the software to be installed. You can do this by specifying the -Y flag as an argument to the nimadm
command or setting the ADM_ACCEPT_LICENSES environment variable to "yes".

nimadm Limitations
The following limitations apply to the nimadm command:

1. If the client’s rootvg has TCB turned on, you need to either disable it (permanently), use the disk
caching option (), or perform a conventional migration. (This limitation exists because TCB needs to
access file metadata which is not visible over NFS).

2. All NIM resources used by the nimadm command must be local to the NIM master.

3. Although there is almost no interference with the client’s active rootvg during the migration, the client
may experience minor reduction in performance due to increased disk input/output, biod activity, and
some CPU usage associated with alt_disk_install cloning.

4. NFS tuning may be required to optimize nimadm performance.

5. The nimadm command is not supported with the multibos command when there is a bos_hd5 logical
volume.

NIM resources used by nimadm:

SPOT resource (-s flag)
The NIM spot resource is required for all nimadm operations (migration, cleanup, wake-up, sleep).
All nimadm and alt_disk_install utilities that are used by the client are installed in this resource. It
is not necessary to install nimadm software on the client. The NIM cust operation must be used to
install the following file sets into the spot:

* Required: bos.alt_disk_install.rte (must match the NIM master’s level).
» Optional message catalog: bos.msg.$LANG.alt_disk_install.rte

Ipp_source resource (-l flag)
This NIM resource is the source of install images that are used to migrate the system. It is
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required for nimadm migration operations. The Ipp_source must contain all system images for
the level being migrated to (check the Ipp_source images attribute in Isnim -l Ipp_source output).
It must also contain any optional installp images that need to be migrated.

pre-migration
This script resource that is run on the NIM master, but in the environment of the client’s alt_inst
file system that is mounted on the master (this is done by using the chroot command). This script
is run before the migration begins.

post-migration
This script resource is similar to the pre-migration script, but it is executed after the migration is
complete.

image_data
Specifies an image_data resource that is passed to alt_disk_install (as arguments to the -i flag).
NIM allocates and mount this resource on the client before calling alt_disk_install.

exclude_files
Specifies an exclude_files resource that is passed to alt_disk_install (as an argument to the -e
flag). NIM allocates and mount this resource on the client before calling alt_disk_install.

installp_bundle
This NIM resource specifies any additional software that the nimadm command installs after
completing the migration.

bosinst_data
This NIM resource specifies various install settings that may be used by the nimadm command.

The nimadm Migration Process

The nimadm command performs migration in 12 phases. Each phase can be executed individually using
the -P flag. The user must have a good understanding of the nimadm process before performing a
migration in phases. The nimadm phases are as follows:

1. The master issues an alt_disk_install command to the client which makes a copy of the rootvg to
the target disks (coincidentally this is Phase 1 of the alt_disk_install process). In this phase
altinst_rootvg (alternate rootvg) is created. If a target mksysb has been specified, the mksysb is
used to create a rootvg using local disk caching on the NIM master.

2. The master runs remote client commands to export all of the /alt_inst file systems to the master. The
file systems are exported as read/write with root access to the master. If a target mksysb has been
specified, the cache file systems are created based on the image data from the mksysb.

3. The master NFS mounts the file systems exported in Phase 2. If a target mksysb has been
specified, the mksysb archive is restored in the cache file systems that were created in phase 2.

4. If a pre-migration script resource has been specified, it is executed at this time.

5. System configuration files are saved. Initial migration space is calculated and appropriate file system
expansions are made. "bos” is restored and the device database is merged (similar to a conventional
migration). All of the migration merge methods are executed and some miscellaneous processing
takes place.

6. All system file sets are migrated using installp. Any required RPM images are also installed during
this phase.

7. If a post-migration script resource has been specified, it is executed at this time.

8. bosboot is executed to create a client boot image, which is written out to the client’s boot logical
volume (hd5).

9. All mounts made on the master in phase 3 are removed.
10. All client exports created in phase 2 are removed.
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11. The alt_disk_install is called again (phase 3 of alt_disk_install) to make final adjustments and put
altinst_rootvg to sleep. The bootlist is set to the target disk (unless the -B flag is used). If an output
mksysb has been specified, the cache is archived into a mksysb file and made into a NIM mksysb
resource.

12. Cleanup is executed to end the migration. The client is rebooted, if the -r flag is specified.

Note: The nimadm command supports migrating several clients simultaneous.

nimadm Cleanup Operation

This operation, indicated with the "-C" flag, is designed to clean up after a failed migration that for some
reason did not perform a cleanup it self. It can also be used to clear a previous migration in order to
perform a new migration.

nimadm Wake-up and Sleep

After a migration completes, the nimadm command can be used to "wake-up” the migrated
altinst_rootvg or the original rootvg (if booted from the migrated disk). The nimadm wake-up (-W flag)
performs an alt_disk_install wake-up, NFS exports the /alt_inst file systems, and mounts them on the
NIM master. The nimadm sleep function (-S flag) reverses the wake-up by unmounting the NIM master
mounts, unexporting the /alt_inst file systems, and executing the alt_disk_install sleep function on the

client.

Flags

-a PreMigrationScript
-b installp_bundle

-B

-c TargetDisks

-C
-d TargetDisks

-D
-e exclude_files

-E
-F

-i image_data
-j VGname
-l Ipp_source

-m NFSMountOptions

-N NIMmksysb

Specifies the pre-migration NIM script resource.

Specifies the installp_bundle NIM resource.

Specifies not running bootlist after nimadm migration. If set, then -r flag cannot be
used.

Specifies the NIM defined client which is the target of this nimadm operation. This
flag is required for all nimadm operations.

Performs nimadm cleanup.

Specifies the client target disk which is used to create altinst_rootvg (the volume
group that is migrated).

Sets the nimadm command to debug mode. This function is used to debug nimadm
related problems and is not set by default.

Specifies the exclude_files NIM resource. This resource is used by the
alt_disk_install command during Phase 1.

Enters the nimadm debugger if a serious migration error occurs.

Forces a client to unlock. Normally, the nimadm command locks a client to perform
various operations. While the client is locked, other nimadm or NIM operations
cannot be performed. This flag must ONLY be used in the unusual condition that a
client is incorrectly locked (this can happen if for some reason the nimadm
command could not call cleanup after a failure).

Specifies the image_data NIM resource. This resource is used by the
alt_disk_install command during Phase 1 and 11.

Creates file systems on the specified volume group (on the NIM master) and uses
streams to cache all of the data from the client to these file systems.

Specifies the Ipp_source NIM resource to be used for this nimadm operation. This
flag is required for migration operations.

Specifies arguments that are passed to the mount command that mounts client
resources on the master. This flag can be used to tune nimadm related NFS
performance.

Verifies that the levels of the alt_disk_install software (bos.alt_disk_install) on the
NIM master, SPOT, Ipp_source, and optional device are synchronized (match). If
there is no match, the nimadm command installs the highest level found in the
Ipp_source or optional device.

Specifies the unique new NIM mksysb resource to create. If the -N flag is specified,
the -0 flag must be specified.
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-0 bosinst_data Specifies bosinst_data NIM resource.
-O mksysbfile Specifies the file pathname for the migrated mksysb. If the -O flag is specified, the -j

flag and either the -c or -T flag must be specified.

-P Phase The phase to execute during this invocation of the nimadm command. If there is

-r

more then one phase, the phases must be separated by spaces or commas. Valid
phases are 1 through 12.
Specifies that the client must reboot after nimadm migration is complete.

-s SPOT Specifies the SPOT NIM resource to be used for this nimadm operation. This flag is

required for all nimadm operations.

-S Performs the nimadm "sleep” function. This function must be executed to end a
nimadm "wake-up”.

-T NIMmksysb Specifies an existing NIM mksysb resource to migrate. If the -T flag is specified, the
-j flag and either the -O or -c flag must be specified.

-V Turns on verbose output.

-W Performs the nimadm "wake-up” function.

-Y Agrees to required software license agreements for software to be installed.

-z PostMigrationScript Specifies the post-migration NIM script resource.

Exit Status

0 All the nimadm command related operations completed successfully.
>0 An error occurred.
Security

Only the root user can execute the nimadm command.

Examples

1.

To execute nimadm migration to target NIM client aix1, using NIM SPOT resource spot1, NIM
Ipp_source resource Ipp1, and target disks hdisk1 & hdisk2. Note that the -Y flag agrees to all
required software license agreements for software to be installed, type the following:

nimadm -c aixl -s spotl -1 Tppl -d "hdiskl hdisk2" -Y

2. To execute the same operation as in the example above to hdisk2, and also run pre-migration script
nimscript1 and post-migration script nimscript2, type the following:
nimadm -c aixl -s spotl -a nimscripl -z nimscript2 -1 1ppl -d hdiskl -Y
3. To execute nimadm cleanup on client aix1, using NIM SPOT resource spot1, type the following:
nimadm -C -c aixl -s spotl
4. To create a migrated new mksysb resource of a client with the filename nim1, type the following:
nimadm -c aixl -s spotl -1 1ppl -0 /export/mksysb/mksysbl -j vg00 -Y -N niml
5. To create a new migrated mksysb resource with the filename nim3 from an existing NIM mksysb
resource, type the following:
nimadm -s spotl -1 1ppl -j vg0® -Y -T nim2 -0 /export/mksysb/m2 -N nim3
6. To migrate an existing NIM resource and put it on a client, type the following:
nimadm -c aixl -s spotl -1 Tppl -d hdiskl -j vg00 -T nim2 -Y
Note: No changes are made to the nim2 NIM mksysb resource.
Files
lust/sbin/nimadm Contains the nimadm command.
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Related Information

The [Islpp] command, the [nim| command, the lsnim| command, the [alt_disk_install command, the installp]
command, the [chroot| command.

nimclient Command

Purpose
Allows Network Installation Management (NIM) operations to be performed from a NIM client.

Syntax

To Enable or Disable the NIM Master’s Push Permissions

nimelient { [p]} | { [P}

To Enable or Disable Cryptographic Authentication for NIM Master Push
Operations

nimclient {@} I {}

To List Information about the NIM Environment
nimclient El LsnimParameters

To Set the Date and Time to That of the NIM Master
nimclient

To Perform a NIM Operation
nimclient@ Operation [ El Attribute=Value 1 ...

Description

The nimclient command is used by workstations that are NIM clients to pull NIM resources. This
command can enable or disable the NIM master server’s ability to initiate workstation installation and
customization for the workstation. The nimclient command can be used to generate a list of available NIM
resources or display the NIM resources that have already been allocated to the client. A limited set of NIM
operations can also be performed by the nimclient command using the -o flag.

Flags

-a Attribute=Value Passes information to NIM operations.

From the master
Use the Isnim -q Operation -t Type command to get a list of valid
attributes for a specific operation.

From the client
Use the nimclient -l -q Operation -t Type command to get a list of
valid attributes for a specific operation.
-C Enables SSL authentication during NIM master push operations.
Note: OpenSSL certificates must be configured on the NIM master using the
command. The SSL certificate is copied from the NIM master
when nimclient -c is executed.

-C Disables SSL authentication and uses standard nimsh security during NIM
master push operations.
-d Sets the client’'s date and time to that of the master.
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-l Lsnim parameters Executes the command on the master using the Isnim parameters that

you specify. All the parameters which you use with this option must adhere to
the syntax rules of the Isnim command. Note that some Isnim syntax requires
the use of a NIM object name. To find out what the NIM name is for your
machine, look in the /etc/niminfo file.

-0 Operation Performs the specified operation. The possible operations are:

allocate
Allocates a resource for use.

bos_inst
Performs a BOS installation.

change
Changes an object’s attributes.

check Checks the status of a NIM object.
cust Performs software customization.

deallocate
Deallocates a resource.

diag Enables a machine to boot a diagnostic image.

maint_boot
Enables a machine to boot in maintenance mode.

reset Resets an object’s NIM state.

showres
Displays the contents of a NIM resource.

-p Enables the NIM master to push commands.
-P Removes the NIM master’s permissions to push commands.
Note: The master can override this restriction by using the -F flag.
Security
Access Control: You must have root authority to run the nimclient command.
Examples
1. To list all the NIM resources which are available to this machine when its NIM name is pluto, enter:
nimclient -1 -L pluto
2. To list all the Shared Product Object Trees (SPOTSs) which are available to this machine when its NIM
name is pluto, enter:
nimclient -1 -L -t spot pluto
3. To list the operations which may be initiated from this machine, enter:
nimclient -1 -p -s pull_ops
4. To prevent the NIM master from running commands locally on the client, enter:
nimclient -P
5. To allocate a spot resource named myspot, an Ipp_source resource named images, and an installp
bundle file name dept_bundle, enter:
nimclient -o allocate -a spot=myspot -a Ipp_source=images \
-a installp_bundle=dept_bundle
6. To perform a base system installation after the required resources have been allocated, enter:
nimclient -o bos_inst
7. From a standalone client, to allocate an Ipp_source and install a software product such that the

image for the installable option, adt, is contained in the Ipp_source, images, enter:
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10.

1.

12.

13.

14.

15.

16.

17.

18.

19.

20.

nimclient -o allocate -a Ipp_source=images

Then enter:
nimclient -o cust -a filesets="adt"

From a standalone client, to allocate an Ipp_source and install a software product such that the
image for the installable option, adt, is contained in the Ipp_source, images, and the name of the
installable option is contained in the installp_bundle, bundle3, enter:

nimclient -o allocate -a Ipp_source=images \
-a installp_bundle=bundle3

Then enter:
nimclient -o cust

To install all fileset updates associated with APAR 1X12345, residing in the Ipp_source updt_images,
enter:

nimclient -o allocate -a Tpp_source=updt_images
nimclient -o cust -afixes=IX12345

To update all installed software on the client with the latest updates from the updt_images
Ipp_source, enter:

nimclient -o allocate -a Tpp_source=updt_images
nimclient -o cust -afixes=update_all

To enable the system to boot in maintenance mode using a SPOT resource named spotl, enter:
nimclient -o maint_boot -a spot=spotl

This sets up the maintenance boot operation, but you must initiate the network boot locally.
To show the contents of the config script scriptl, enter:

nimclient -o showres -a resource=scriptl

To show the contents of the bosinst.data resource bosinst datal, enter:

nimclient -o showres -a resource=bosinst_datal

To list all the filesets in the Ipp_source Tpp_sourcel relative to what is currently installed on the
machine machinel, from the NIM client machine machinel, enter:

nimclient -o showres -a resource=1pp_sourcel

The reference attribute is automatically supplied by the nimclient command.
To list user instructions for the bos.INed and x1C.rte filesets on the Ipp_source 1pp_sourcel, enter:

nimclient -o showres -a filesets="bos.INed xIC.rte" \
-a resource=Ipp_sourcel -a installp_flags="qi"

To list all problems fixed by software on the Ipp_source 1pp_sourcel, use:
nimclient -o showres -a instfix_flags="T" -a resource=1pp_sourcel

To install the filesets listed in the NIM installp_bundle client_bundle using the Ipp_source
client_images, while automatically allocating these resources during the installation operation, enter:

nimclient -o cust -a installp_bundle=client_bundle \
-a Ipp_source=client_images

To perform a base system installation while automatically allocating all applicable resources from the
NIM resource group named client_grp, enter:

nimclient -o bos_inst -a group=client_grp

To perform a base system installation while automatically allocating all applicable resources from the
NIM group defined as the default resource group on the master, enter:

nimclient -o bos_inst
To copy an SSL certificate and enable SSL authentication, type:
nimclient -c
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Note: OpenSSL must be installed on the NIM client prior to using this command option.

Files

/etc/niminfo Contains variables used by NIM.

Related Information
The command, jnim| command, command, [niminif command.

The [infd file.

nimconfig Command

Purpose
Initializes the Network Installation Management (NIM) master package.

Syntax

To Initialize the NIM master package
nimconfig -a [pif name=lPif -a |netname=|Objectname [ -a |master_port;|PortNumber] [-a Value

I[-a |registration_gort=|PortNumber] [-alring_speed=[Speed | -a |cab|e_tyge=|CableType]

To Configure SSL for the NIM Environment
nimconfig |-c|

To Rebuild the /etc/niminfo file:
nimconfig [

Description

The nimconfig command initializes the NIM master package. You must initialize the package before any
other NIM commands can be used. When you use the -a flag to supply the proper attributes, the
nimconfig command initializes the NIM environment by performing the following tasks:

» Defines a network object specified by the ObjectName parameter to represent the network to which the
NIM master’s primary interface, specified by the Pif parameter, is connected.

» Completes the definition of the NIM master by connecting it to the newly defined network object.

» Defines a resource object to represent the network boot resource, which is managed automatically by
NIM.

» Defines a resource object to represent the customization scripts that NIM automatically builds to perform
customization.

« Starts the NIM communications daemon, nimesis.
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Flags

-a Assigns the following attribute=value pairs:

pif_name=Pif
Designates the primary network interface for the NIM master. This value must be a logical interface
name (such as tr0 or en0) is in the available state.

master_port=PortNumber
Specifies the port number of the nimesis daemon used for NIM client communication.

platform=Value
Specifies the platform. The supported platforms are:

rs6K Micro Channel-based, uniprocessor models for AIX 5.1 and earlier

rs6ksmp
Micro Channeled-based, symmetric multiprocessor models for AIX 5.1 and earlier

rspc PowerPC PCI bus-based, uniprocessor models for AIX 5.1 and earlier

rspcsmp
PowerPC PCI bus-based, symmetric multiprocessor models for AIX 5.1 and earlier

netname=0ObjectName
Specifies the name you want the nimconfig command to use when creating the network object to
represent the network to which the master’s primary interface connects.

ring_speed=Speed
Speed in Mbps. When the pif_name refers to a token ring network, this value must be given.
Acceptable values are:
4
16

cable_type=CableType
Specifies the ethernet cable type. When the pif_name refers to an ethernet network, this value must
be given. Acceptable values are:

bnc
dix
N/A

registration_port=PortNumber
Specifies the port number used for NIM client registration.
Note: If you do not specify port numbers on the command line, the port numbers in the /etc/services
file for NIM are used. If the /etc/services file does not contain entries for the NIM ports nim and
nimreg, the default values of 1058 for master_port and 1059 for registration_port are used.

-C When OpenSSL is installed on the NIM master, this option creates SSL keys and certificates for use during
NIM client communication. The SSL certificates are later copied to NIM clients using the
command.

-r Rebuilds the /etc/niminfo file on the master using the information already exists in the NIM database. Note

that if the bos.sysmgt.nim.master package has not been configured on this machine, this option will fail. This
option is provided in case the /etc/niminfo file is accidentally removed by a user.

Security
Access Control: You must have root authority to run the nimconfig command.

Examples

1. To initialize the NIM environment using token ring and the default NIM ports for network
communications, type:

nimconfig -a pif_name=tr0 -a netname=netl -a ring_speed=16
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2. To initialize the NIM environment using ethernet and the default NIM ports, type:

nimconfig -a pif_name=en0 -a master_port=1058 \
-a netname = net2 -a cable_type=bnc

3. To rebuild the /ete/niminfo file on the NIM master when that machine has already been correctly
configured as a master, type:

nimconfig -r
4. To initialize the NIM master using an ATM network interface, type:
nimconfig -a pif_name=at0 -a master_port=1058 -a netname=ATMnet

Note: Because an interface to an ATM network does not currently support booting over the network,
this operation will define a generic network object corresponding to the master’s subnet.

5. To initialize the NIM environment using TCP/IP port 1060 for NIM client communications and TCP/IP
port 1061 for NIM client registration, type:

nimconfig -a pif_name=tr0 -a netname=net2 -a master_port=1060 \
-a registration_port=1061 -a ring_speed=16

6. To create SSL keys and certificates for NIM communication, type:
nimconfig -c

Note: OpenSSL must be installed on the NIM master prior to using this command option.

Files

/etc/niminfo Contains variables used by NIM.

Related Information
The command, @ command, command, command.

The [infd] file.

nimdef Command

Purpose

Defines Network Installation Management (NIM) clients from a stanza file.
Syntax

nimdet [ [ | [d | Fd [ Namg

Description

The nimdef command parses a definition stanza file to build the commands required to add NIM client
definitions to the NIM environment.

The nimdef command can also create NIM networks and NIM machine groups automatically in the NIM
environment to support the new client definitions.

Note: Before using the nimdef command, you must configure the NIM master. (See
loperations and configuration|in Installation and migration for more information.)

Client Definition File Rules
The format of the client definition file must comply with the following rules:

« After the stanza header, follow attribute lines of the form Afttribute = Value.

126 AIX 5L Version 5.3 Commands Reference, Volume 4



» If you define an attribute value multiple times within the same stanza, only the last definition is used
unless the attribute is machine_group. If you specify multiple machine_group attributes, all are

applied to the machine definition.

» If you use an invalid attribute keyword, then that attribute definition is ignored.

» Each line of the file can have only one header or attribute definition.

* Only one stanza may exist in a definition file for each machine hostname.

+ If the stanza header entry is the keyword default, this specifies to use it for the purpose of defining

default values.

* You can specify a default value for any machine attribute except the machine hostname. If you do not
specify an attribute for a machine but define a default value, then the default value is used.

* You can specify and change default values at any location in the definition file. After a default value is
set, it applies to all definitions following it.

» To turn off a default value for all following machine definitions, set the attribute value to nothing in a

default stanza.

» To turn off a default value for a single machine definition, set the attribute value to nothing in the

machine stanza.

* You can include comments in a client definition file. Comments begin with the pound (#) character.
* When parsing the definition file for header/attribute keywords and values, tab characters and spaces are

ignored.

Client Definition File Keywords
The client definition file uses the following keywords to specify machine attributes:

Required Attributes

cable_type Specifies the cable type of the machine. Required if network_type is ent.

gateway Specifies the hostname or IP address of the default gateway used by the machine. If the
machine does not use a gateway, then specify the value 0 (zero) for this attribute.

machine_type Specifies the type of the machine: standalone, diskless, or dataless.

network_type Specifies the type of the machine’s network adapter: ent or tok.

ring_speed Specifies the ring speed of the machine. Required if network_type is tok.

subnet_mask Specifies the subnet mask used by the machine.

Optional Attributes

nim_name

platform

net_adptr_name
netboot_kernel=NetbootKernelType
ipl_rom_emulation

primary_interface

Specifies the NIM name to use for a machine. Use this attribute if
something other than the hostname is used for the NIM name. By default,
the NIM name given to a machine is the hostname of the machine with any
domain information stripped off. If you use non-unique hostnames in
different domains, a conflict occurs because the same NIM name is used
for both machines. In such an environment, define this attribute for the
affected machine definitions.

Specifies the machine hardware platform. If you do not specify this attribute,
default is rs6k through AIX 5.1 only.

Specifies the name of the network adapter used by the machine (tok0,
ent0, etc.).

Specifies the type of kernel to use when booting the client over the network.
The netboot_kernel values are up or mp.

Specifies the device to use for IPL ROM emulation (/dev/fd0, /dev/rmtO0,
etc.).

Specifies the hostname used for the original machine definition. Use this
attribute if the current stanza is only to define an additional interface to a
machine that is defined in the NIM environment.
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master_gateway Specifies the gateway that the NIM master uses to reach this machine if

this machine is on a different network. This attribute is not necessary if this
machine is defined on a network that is already defined in the NIM
environment, or if the NIM master network has a default gateway specified.

machine_group Specifies the group or groups to add the machine to when it is defined.
comments Specifies a comment to include in the machine definition. The comment

string should be in double quotes (").

Client Definition File Stanza Errors
A definition stanza is incorrect under any of the following conditions:

The hostname used in the stanza header for the definition is unresolvable.
A required attribute is missing.
You specify an invalid value for an attribute.

An attribute mismatch occurs. For example, you can not specify network_type=tok and
cable_type=bnc in the same stanza.

A group-type mismatch occurs. For example, you can not specify a group for a machine if the group
includes standalone machines and you specify machine_type=diskless.

Machine definitions occur multiple times for the same hostname.
A machine definition occurs for a machine that is already defined in the NIM environment.

The primary_interface value in a machine definition does not match the hostname of any defined
machine or stanza definition.

The primary_interface value in a machine definition matches the hostname of another machine
definition, but that definition is incorrect.

Sample Client Definition File
These default values are for AIX 5.1 and earlier.
# Set default values.

default:
machine_type = standalone
subnet_mask = 255.255.240.0
gateway = gatewayl
network_type = tok
ring_speed =16
platform rsbk

machine_group = all_machines

# Define the machine "labl"
# Take all defaults.
labl:

# Define the machine "lab2"

# Take all defaults and specify 2 additional attributes.

# The machine "1ab2" uses IPL ROM emulation, and will be added to
# the machine groups "all_machines" and "Tab_machines".

lab2:

/dev/fdo
lab_machines

ipl_rom_emulation
machine_group

# Define the machine "lab3"

# Take all defaults, but do not add the machine to the default
# group.

Tab3:

machine_group=

# Define the machine "lab4"
# Take all defaults, but do not add "Tab4" to the default group

#

"all_machines".

# Instead add it to the groups "lab_machines" and "new_machines".
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lab4:
machine_group
machine_group
machine_group

lab_machines
new_machines

# Change the default "platform" attribute.
default:
platform = rspc

# define the machine "testl"
# Take all defaults and include a comment.
testl:

comments = "This machine is a test machine."

Flags

-C Generates commands from a client definition file. This flag processes the definition file and generates
the commands to add the definitions. The commands are not invoked but displayed as a KSH script
that you can redirect to a file and invoke at a later time.

-d Defines machines from a client definition file. This flag processes the definition file and invokes the
commands to add the definitions to the NIM environment.

-f Name Specifies the name of the client definition file.

-p Displays a preview of the client definition file. This flag processes the definition file but does not add

machines to the NIM environment. Displays the following:

All complete and valid NIM definition stanzas.

All additional interfaces that will be defined for machines.

All invalid definitions stanzas and the reason for failure.

All new machine groups and the members to add.

All existing machine groups and the members to add.

All network definitions to add to the NIM environment.

The commands to invoke to add each new machine.

The commands to invoke to add each additional machine interface.

The commands to invoke to create new machine groups and add their members.

The commands to invoke to add new members to existing machine groups.

Note: We recommend that you specify the -p flag on a client definition file to verify that all
stanzas are correct before using it for adding machines.

Exit Status

This command returns the following exit values:

0 Successful completion.
10 An error occurred.
Security

Access Control: You must have root authority to run this command.

Auditing Events: N/A

Alphabetical Listing of Commands 129



Examples

1. To preview the client definition file client.defs, enter:
nimdef -p -f client.defs

2. To add the NIM clients described in the client definition file client.defs, enter:
nimdef -d -f client.defs

3. To create a kshell script called client.add to add the NIM clients described in the client definition file
client.defs, enter:

nimdef -c -f client.defs > client.add

Files

/usr/sbin/nimdef Contains the nimdef daemon/command.

Related Information
The command, [nim| command, command, jnimconfig| command.

niminit Command

Purpose
Configures the Network Installation Management (NIM) client package.

Syntax

To Configure the NIM Client Package

niminit{-alname=|Name -a [pif_name=JPif -a [masterdHostname} [ -a[master_portPortNumber] [ -a
[registration_port={PortNumber | [ -a|cable_type=Type | -a[ring_speed=Speed] [-aiplrom_emu=PDevice ]
[ -a|platform=]PlatformType ] [ -a[netboot_kernelgNetbootKernelType ] [-a [adpt_add=AdapterAddress] [
-afis_alternate= yes | no|] [ -a [connect=alue ]

To Rebuild the /etc/niminfo File
niminit {-a[nameName -a[mastergHostname -a [master_portsPortNumber}

Description

The niminit command configures the NIM client package. This must be done before the nimclient
command can be used. When the required attributes are supplied to the niminit command, a new
machine object will be created to represent the machine where the niminit command is being executed.
When the niminit command completes successfully, the machine will be able to participate in the NIM
environment.

After the NIM client package has been successfully configured, the niminit command can be run again to
rebuild the /etc/niminfo on the client. The /etc/niminfo file is used by the nimclient command and must
be rebuilt if it is accidentally removed by a user.

This command configures an alternate_master when theattribute is set to yes. The
bos.sysmgt.nim.master fileset must be installed prior to configuring an alternate_master. Once the
configuration of an alternate_master is successful, the master that it registered with will be able to run
alternate_master operations on this machine.
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Flags

Specifies up to five different attributes for the niminit command. All of the following attribute=value pairs are

preceded by the -a flag:
name=Name

pif_name=Pif

master=Hostname

master_port=PortNumber

cable_type=CableType

ring_speed=Speed

iplrom_emu=Device

platform=PlatformType

adpt_add=AdapterAddress

registration_port=PortNumber

Specifies the name that NIM will use to identify the workstation. This value
is required.

Defines the name of the network interface for all NIM communications.
This value is required.

Specifies the hostname of the NIM master. The client must have the ability
to resolve this hostname to an Internet Protocol (IP) address. This value is
required.

Specifies the port number of the nimesis daemon used for NIM
communications.

Specifies the ethernet cable type. When the pif_name refers to an
ethernet network, this value must be given. Acceptable values are: bnc,
dix, and N/A.

Speed in Mbps. When the pif_name refers to a token ring network, this
value must be given. Acceptable values are: 4 and 16.

Specifies a device that contains a ROM emulation image. This image is
required for models that do not have internal support for booting via
network interface.

Specifies the platform that corresponds to the client's machine type. If this
attribute is not specified, the default, chrp, will be used. The supported
platforms are:

chrp PowerPC Common Hardware Reference Platform (CHRP)
architecture-based machines

rs6k Micro Channel-based, uniprocessor models for AIX 5.1 and
earlier

rs6ksmp
Micro Channel-based, symmetric multiprocessor models for AIX
5.1 and earlier

rspc PowerPC PCI bus-based, uniprocessor machines for AIX 5.1 and
earlier

rspcsmp
PowerPC PCI bus-based, symmetric multiprocessor machines for
AlIX 5.1 and earlier

Specifies the hardware address that corresponds to the network adapter.
Specifies the port number used for NIM client registration.

Notes:

1. If you do not specify port numbers on the command line, the port
numbers in the /etc/services file for NIM is used. If the /etc/services
file does not contain entries for the NIM ports nim and nimreg, the
default values of 1058 for master_port and 1059 for
registration_port are used.

2. The values used for master_port and registration_port should match
the values used by the NIM master. To display the values used by the
NIM master, run the command Isnim -l master on the NIM master.
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netboot_kernel= Specifies the type of kernel to use when booting the client over the

NetbootKernel Type network. The netboot_kernel values are:
up Kernel for uniprocessor machines
mp Kernel for multiprocessor machines

The default is up.
is_alternate=[yesIno] Set this to yes if this machine is to be configured as an alternate_master.

connect= value Specifies the communicating service used by the NIM client for remote
execution of NIM commands. Value options are shell (for rsh) and nimsh.
The default setting is connect=shell. This attribute is optional.

Security
Access Control: You must have root authority to run the niminit command.

Examples

1.

To configure the NIM client package on a machine that has a BOOTP-enabled IPL ROM such that it
will be known as scuba in the NIM environment, using en0 as its primary interface and an ethernet
cable type of bnc, and specifying that it communicates with the NIM master using the master’s
hostname of manta and the default NIM ports located in /etc/services for network install
communications, type:

niminit -a name=scuba -a pif_name=en0 -a cable_type=bnc \

-a master=manta

To rebuild the /ete/niminfo file when it has accidentally been removed by a user, using a hostname of
superman for the master's hostname and a port number of 1058, type:

niminit -a name=robin -a master=superman -a master_port=1058

To configure the NIM client package for AIX 5.1 and earlier on a machine that is a PowerPC PCI
bus-based, uniprocessor system that has a BOOTP-enabled IPL ROM such that it will be known as
starfish in the NIM environment, using en0 as its primary interface and an Ethernet cable type of dix,
and specifying that it communicates with the NIM master using the master’s host name of whale and a
port number of 1058, type:

niminit -a name=starfish -a pif_name=en0® -a cable type=dix \

-a master=whale -a master_port=1058 -a platform=rspc

To configure the NIM client, on a machine to be known as bluefish in the NIM environment, using at0
as its primary interface and specifying that it communicates with the NIM master using the master’s
host name redfish and a port number of 1058, type:

niminit -a name=bluefish -a pif_name=at0 -a master=redfish \

-a master_port=1058

Note: Because an interface to an ATM network does not currently support booting over the network,
this operation will define a machine object on the NIM master if a Generic network object
corresponding to the client’s subnet is already defined.

To configure the NIM client for AIX 5.1 and earlier on a machine that is a PowerPC PCI bus-based,
symmetric multiprocessor system that has a BOOTP-enabled IPL ROM such that it will be it will be
known as jellyfish in the NIM environment, using en0 as its primary interface and an Ethernet cable
type of dix, and specifying that it communicates with the NIM master using the master’s host name of
whale and a port number of 1058, type:

niminit -a name=jellyfish -a pif_name=en0 -a cable_type=dix \

-a master=whale -a master_port=1058 -a platform=rspcsmp

To configure the NIM client package on a machine that will use an IPL ROM emulation in device
/dev/fd0, such that it will be known as octopus in the NIM environment and uses tr0 as its primary
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interface and a ring speed of 16, and communicates with the NIM master using the master’'s hostname
of dolphin and a port number of1700 for client communications and 1701 for client registration, type:

niminit -a iplrom_emu=/dev/fd® -a name=octopus -a pif_name=tro \
-a ring_speed=16 -a master=dolphin -a master_port=1700 \
-a registration_port=1701

7. To configure this machine as an alternate_master with the NIM master doT1phin and communicate
over interface en0, type:

niminit -a is_alternate=yes -a name=octopus -a pif_name=en0 \
-a cable_type=bnc -a master=dolphin

Files

letc/niminfo Contains variables used by NIM.

Related Information
The command, [nim| command, command, jnimconfig| command.

The [infd file.

niminv Command

Purpose

Allows system administrators to gather, conglomerate, compare, and download fixes based on installation
inventory of NIM objects.

Syntax

To get installation inventory:

niminv |invge!| |-3||!ar9ets|=object1 ,object2,... | @ path 110 yesl no |

To conglomerate installation inventory:

niminv [-offinvcon|[d ftargets:-object1,0bject2,... [[-dpasek-highestilowest | [ [alllocationf-path ] [ 4]
|co|onsep|=yes|no ]

To compare installation inventory:

niminv [-o|invempl[-d[targetsf-object1,object2,... [ [Fa|[basel-objectiany ] [ Fd locationpath |

To get fixes based on conglomerate inventory:

niminv |-offfixget|-alltargets=object1,object2,... [E|yes|no ] [Ealobject] [E
location=path ] }-allnewlppname)

name

Description

The niminv command (Network Install Manager Inventory) allows system administrators to accomplish the
following tasks:

* Gather installation inventory of several NIM objects.

» Conglomerate installation inventory of several NIM objects.

» Compare installation inventory of several NIM objects.

» Download fixes base on the installation inventory of several NIM objects.
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The niminv command can use any NIM object that contains installation information. Examples of such
objects include standalone client objects, SPOT objects, Ipp_source objects and mksysb objects.

Using the niminv command has the following advantages:

» Hardware installation inventory is gathered alongside the software installation inventory.
» Data files are saved with a naming convention that is easily recognizable.

« All NIM objects that have installation inventory can be used.

» The command provides a holistic view of all managed NIM objects.

The information displayed by niminv can be limited by any of the following factors:

* Only software installation inventory is provided for objects that do not actually have physical devices
(such as SPOT objects, Ipp_source objects, and mksysb objects).

» Software and hardware installation inventory on client objects are limited to what commands on the
remote system can provide.

» The recognition of fixes to download is based on the fix backend server. For more details, see|Using the
[Software Service Management menu (including SUMA)|

Flags

-a attribute=value Specifies the attribute and value. The supported attributes and values are based on
the operation.

-0 operation Specifies the operation. The following operations are currently supported:

fixget Gathers the latest fixes based on the installation inventory. This operation
supports the following attributes:

targets (required) A comma-separated list of NIM objects to base the
gathering of fixes.

Ipp_source
(optional) The NIM Ipp_source object to use as a filter for
downloading fixes. If the location and newlppname attributes are
not used, this Ipp_source object will also be where any fixes are
downloaded to.

location
(optional) A directory to store the fixes. Use this attribute only if the
fixes should not be downloaded to the object supplied to the
Ipp_source attribute. This attribute can only be used with the
newlppname attribute.

newlppname
(optional) The NIM object name of the Ipp_source to create at
location. This attribute can only be used with the location attribute.
The value supplied must be distinct and currently unused in the NIM
environment.

download
(optional) Instructs the command whether or not to download the
fixes. If no Ipp_source or location field is specified and the value
of this attribute is yes, fixes will be downloaded to the default
location through the suma command.
Note: The suma command will increase the file system space
according to the MaxFSSize field in the suma configuration.
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-0 operation (Continued)

invemp

Compares installation inventory. This operation supports the following
attributes:

targets (required) A comma-separated list of NIM objects to compare
installation inventory.

base (required) The NIM object to use as the comparison base, or the
keyword any. If the NIM object is supplied, the installation inventory
in the object is the sole determinate of the data displayed, and only
inventory in the base object is compared against inventory in the
target objects. The keyword any forces the command to use any
installation inventory of the targets.

location
(optional) A directory to store the data files. If this option is used,
each inventory is saved with the format
conglomeratebase_object.target_object _list.timestamp, where
base_object is the NIM name of the base object used for
comparison (or the keyword any), target_object listis a
colon-separated and sorted list of the NIM name of the objects, and
timestamp is the time the command was run (year month day hour
minute second). If the directory does not exist, it will be created. The
default is to display the data to the screen.
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-0 operation (Continued)

Exit Status

invcon Conglomerates installation inventory. This operation supports the following

invget

attributes:

targets (required) A comma-separated list of NIM objects to conglomerate
installation inventory.

base (optional) Specifies whether the conglomerate inventory is based on
the highest or lowest software levels.

location
(optional) A directory to store the data files. If this option is used,
each inventory is saved with the format
base.target_object_list.timestamp, where base indicates wther the
conglomerate is based on the highest or lowest levels,
target_object list is a colon-separated and sorted list of the NIM
name of the objects, and timestamp is the time that the command
was run (year month day hour minute second). If the directory does
not exist, it will be created. The default is to display the data to the
screen.

colonsep
(optional) Instructs the command whether or not to produce
colon-separated output. The default is no.

Gathers installation inventory. This operation supports the following attributes:

targets (required) A comma-separated list of NIM objects to gather
installation inventory.

location
(optional) A directory to store the data files. If this option is used,
each inventory is saved with the format
conglomerate.target _object_name.timestamp, where
target_object_name is the NIM name of the object, and timestamp is
the time that the command was run (year month day hour minute
second). If the directory does not exist, it will be created. The default
is to display the data to the screen.

colonsep
(optional) Instructs the command whether or not to produce
colon-separated output. The default is no.

0 The command completed successfully.
>0 An error occurred.
Examples

1. To gather installation inventory of a two clients and save the output to /tmp/inventory, enter:
niminv -0 invget -a targets=clientl,client2 -a location=/tmp/inventory

Output similar to the following is displayed:

Installation Inventory for clientl saved to
/tmp/inventory/inventory.clientl.060406140453.
Installation Inventory for client2 saved to
/tmp/inventory/inventory.client2.060406140453.

The information in the files is similar to the output of Islpp -L
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2. To conglomerate installation inventory of two clients and save the output to /tmp/inventory, enter:

6.

niminv -0 invcon -a targets=clientl,client2 -a Tocation=/tmp/inventory

Output similar to the following is displayed:

Installation Inventory for clientl saved to
/tmp/inventory/conglomerate.clientl:client2.060406140500.

The information in the files is similar to the output of Islpp -L.

To compare installation inventory of a mksysb, SPOT, and Ipp_source to what’s currently installed on
the master, and save the output to /tmp/inventory, enter:

niminv -o invcon -a targets=mksysbl,spotl,lpp_sourcel -a base=master -a \
location=/tmp/inventory

Output similar to the following is displayed:

Installation Inventory for clientl saved to
/tmp/inventory/comparison.master.mksysbl:spotl:Tpp_sourcel.060406140610.

The information in the file is listed in column format. The comparison only includes installation
inventory on the master.

To do the same comparison as in the preceding example but also include software on any of the
objects, enter:

niminv -o invcon -a targets=mksysbl,spotl,lpp_sourcel,master -a base=any -a \
location=/tmp/inventory

Output similar to the following is displayed:

Installation Inventory for clientl saved to
/tmp/inventory/comparison.any.mksysbl:spotl:1pp_sourcel.060406140733.

The information in the file is listed in column format. The comparison includes any installation inventory
in any of the target objects.

To see the fixes that can be downloaded based on the lowest installations in a mksysb, SPOT and
Ipp_source, enter:

niminv -o fixget -a targets=mksysbl,spotl,lpp_sourcel

Output similar to the following is displayed:

kkhkkkkhkkkkhkkhkkhkkhhkkhhkkkhkkhhkkhhkhkkhhkkhkhkkhkhkkhkkhkxkx

Performing preview download.

khkhkkkhkhkhkhhkhhhkhhhdhhdrhhhhhhdhhdrkhdhxhrhhxkx

Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/Javald.debug.1.4.1.0.bff

Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/Javald.debug.1.4.1.7.bff

Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/devices.pci.00100100.com.5.2.0.50.bff
Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/devices.pci.00100300.diag.5.2.0.75.bff
Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/devices.pci.00100f00.rte.5.2.0.85.bff
Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/devices.pci.13100560.rte.5.2.0.85.bff

Summary:
6 downloaded
0 failed
0 skipped

To download the latest fixes based on the lowest installations in a mksysb, SPOT and Ipp_source,
enter:

niminv -o fixget -a targets=mksysbl,spotl,Tpp_sourcel -a download=yes
Output similar to the following is displayed:

Extending the /usr filesystem by 30 blocks.
File System size changed to 8126464
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Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/Javal4d.debug.1.4.1.0.bff
Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/Javald.debug.1.4.1.7.bff
Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/devices.pci.00100100.com.5.2.0.50.bff
Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/devices.pci.00100300.diag.5.2.0.75.bff
Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/devices.pci.00100f00.rte.5.2.0.85.bff
Download SUCCEEDED: /usr/sys/inst.images/installp/ppc/devices.pci.13100560.rte.5.2.0.85.bff

Summary:
6 downloaded
0 failed
0 skipped

Note: Any installations already contained in the default download path (as specified by the suma
command) will not be downloaded again. The default download path in this example was
lusr/sysl/inst.images. Refer to the command for specifics on where the default download
path will be.

7. To download the latest fixes based on the lowest installations in a mksysb, SPOT and Ipp_source to
an existing Ipp_source, enter:

niminv -o fixget -a targets=mksysbl,spotl,lpp_sourcel -a download=yes -a \
1pp_source=1pp_source2

Output similar to the following is displayed:

Download SUCCEEDED: /nim/1pps/1pp_source2/installp/ppc/Javals.debug.1.4.1.0.bff
Download SUCCEEDED: /nim/1pps/1pp_source2/installp/ppc/Javald.debug.1.4.1.7.bff

Summary:
2 downloaded
0 failed
0 skipped

Note: Any installations already contained in Ipp_source2 will not be downloaded again. In this
example, the filesets device already existed in the Ipp_source2.

8. To download the latest fixes based on the lowest installations in a mksysb, SPOT and Ipp_source to
a newlpp_source while filtering filesets in an existing Ipp_source, enter:

niminv -o fixget -a targets=mksysbl,spotl,lpp_sourcel -a download=yes -a \
Tocation=/nim/1pps/newlppl -a newlppname=newlppl

Output similar to the following is displayed:

Download SUCCEEDED: /nim/1pps/newlppl/installp/ppc/Javald.debug.1.4.1.0.bff
Download SUCCEEDED: /nim/1pps/newlppl/installp/ppc/Javald.debug.1.4.1.7.bff

Summary:
2 downloaded
0 failed
0 skipped

Note: Any installations already contained in Ipp_source2 will not be downloaded again. In this
example, the filesets device already existed in the Ipp_source2.

9. To download the latest fixes based on the lowest installations in a mksysb, SPOT and Ipp_source to
a newlpp_source, enter:

niminv -o fixget -a targets=mksysbl,spotl,lpp_sourcel -a download=yes -a \
Tocation=/nim/1pps/newlpp2 -a newlppname=newlpp2

Output similar to the following is displayed:

Download SUCCEEDED: /nim/1pps/newlpp2/installp/ppc/Javald.debug.1.4.1.0.bff
Download SUCCEEDED: /nim/1pps/newlpp2/installp/ppc/Javald.debug.1.4.1.7.bff
Download SUCCEEDED: /nim/1pps/newlpp2/installp/ppc/devices.pci.00100100.com.5.2.0.50.bff
Download SUCCEEDED: /nim/Tpps/newlpp2/installp/ppc/devices.pci.00100300.diag.5.2.0.75.bff
Download SUCCEEDED: /nim/Ipps/newlpp2/installp/ppc/devices.pci.00100f00.rte.5.2.0.85.bff
Download SUCCEEDED: /nim/1pps/newlpp2/installp/ppc/devices.pci.13100560.rte.5.2.0.85.bff

[oNo)
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Summary:
6 downloaded
0 failed
0 skipped

Location
/usr/sbin/niminv

Related Information
The finstallp Command| [islpp Command} [smcode Command| [iscfg Command|, [‘nim Command” on page

|7_9,|suma Command

nimol_backup Command

Purpose
Creates NIMOL install resources from an AlX client.

Syntax
nimol_backupEl client_hostname E| directory] @ remote_access_method| E labell [@]

Description

The nimol_backup command creates NIMOL install resources from a configured NIMOL client using the
specified remote access method, which is /usr/bin/rsh by default, to call the nimol_mk_resources method
on the client. When configuring a NIMOL server using the nimol_config command, the user can set the
default remote access method to something other than /usr/bin/rsh, such as /usr/bin/ssh. A machine is
considered a NIMOL client when it has been installed using the nimol_install command without the -n
flag.

The command creates the target directory and label on the NIMOL server. The directory is then exported.
The default label is default. For example, if the command is passed -t /export/aix -L aix530, then the
command creates the /export/aix/aix530 directory on the NIMOL server.

The command then uses the remote access method to run the nimol_mk_resources command. The
nimol_mk_resources command creates the necessary install resources in the target directory.

Flags

-c client_hostname Specifies the NIMOL client hostname on which to execute the geninstall command.

-D Runs the command in debug mode.

-L label Specifies the label or name to create for the created resources.

-m remote_access_method Specifies the remote access method to use to run the geninstall command. The
default /usr/bin/rsh. Another option is /usr/bin/ssh.

-t directory Specifies the target directory where the AlX install resources will be created from the

NIMOL client. The default directory is /export/aix.

Exit Status

0 The command completed successfully.
>0 Error returned.
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Security

To run the nimol_backup command on a NIMOL client, the client must provide remote access
permissions to the NIMOL server. Using /usr/bin/ssh is a more secure remote acces method than
lusr/bin/rsh.

Examples

1. To create install resources from client myclient in the /export/aix directory and named 530, type:
nimol_backup -c myclient -L 530 -t /export/aix
2. To execute nimol_mk_resources using ssh, type:

nimol_backup -c myclient -m ssh

Location
lusr/sbin/nimol_backup

Files

/etc/nimol.conf Stores configuration information for the command.

Related Information

The [‘nimol_config Command,”|[*nimol_install Command” on page 142,[‘nimol_lslpp Command” on page]
[145|Fnimol_update Command” on page 146

nimol_config Command

Purpose

Configures a Linux server to network install a machine with AIX by configuring services and copying install
resources.

Syntax

nimol_config [@ DirectoryContainingAIXResources] [-t| TargetDirectoryToCopyResources]
InstallResourcesLabel] [Fs| NIMOLServerHostname] [-m| RemoteAccessMethod] [-C] [-¢ll -] -1 [-S] [-U]

Description

The nimol_config command configures a Linux server to network install a machine with AIX. The
command performs the following configuration.

1. First, the command obtains the hostname and IP address of the Linux server. If no hostname is
specified with the -s flag, the command uses the hosthame of the local machine and the IP address
associated with the hostname. If a hostname and IP address are specified, then the pair is added to
the /etc/hosts file, if it does not already exist.

2. The command then starts the portmap service and nfs server.

3. The command stores the remote access method in the /etc/nimol.conf file if specified with the -m
flag. The default remote access command is /usr/bin/rsh, which is used to communicate with NIMOL
clients that have been installed without specifying the -n flag to the nimol_install command.

4. Next, tftpboot is configured. The /tftpboot directory is created if it does not exist and the
letc/xinetd.d/tftp file is created if it does not exist. Then the command sets disable equal to no in the
letc/xinetd.d/tftp file and restarts xinetd so that the tftp server can handle incoming requests.

5. The nimol_config command also sets up syslog to accept incoming messages from other machines.
Clients pass back status while installing to the syslog server. The /etc/sysconfig/syslog file is
modified to include the -r flag in the SYSLOGD_OPTIONS or SYSLOGD_PARAMS variable. Then the
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10.

11.
12.

13.

command searches /etc/syslog.conf for the first available local log and sets it to write messages to
Ivar/log/nimol.log. Clients write status to this log file, which can be monitored during a client
installation. After the changes are made to the syslog configuration files, the service is restarted.

Next, the command sets up the DHCP server to receive bootp requests from AlX clients. The subnet
of the NIMOL server is determined and added to the dhcpd.conf file. The options allow bootp, not
authoritative, and ddns-update-style none are added if they do not already exist. Existing settings
for these options will be overwritten.

Once the services have been configured, the nimol_config command attempts to copy AlX install
resources locally, if the -C flag was not passed to the command. The command copys resources from
the source directory specified with the -d flag (/mnt/cdrom by default) to the target directory
(/lexport/aix by default). A directory is created (name that matches the LABEL name specified with
the -L flag 'default’ by default). The command looks in the source directory for the following
resources:

* a SPOT (Source Product Object Tree) directory named /SPOT and a SPOT directory named
ispot.tar.Z

* an Ipp_source directory named /lpp_source
* a mksysb named mksysb or mksysb.bff

* a boot image named booti.chrp.mp.ent

* a bosinst.data file named bosinst.data

* an image.data file named image.data

* a customization script named cust.script

* a resolv.conf file named resolv.conf

A SPOT, boot image, and either mksysb or Ipp_source are required.
The target directory is then globally exported unless the -e flag is specified.

If a target directory and label are specified that contain resources, then these resources will be used
and no resources will be copied. For example, if the command is passed -t /export/aix -L aix530 and
the directory /export/aix/aix530 contains resource, then the command will not attempt to copy
resources from the source directory.

After the NIMOL server has been configured, the nimol_config command will not attempt to
reconfigure services on the NIMOL server when defining new resource labels.

The command also lists defined resource labels with the -l flag.

Resource labels can be removed by specifying the -r flag with a resource label. The command
unexports the directory, if exported, and deletes the directory of the resource label.

When the -U flag is passed, the command attempts to undo any configuration that it has done, such
as unconfiguring services.

Flags

-C

Specifies that the server should only configure services without copying install resources.

-d directory Specifies the source directory that contains the AIX install resources. The default

-D
-e

directory is /mnt/cdrom.

Runs the command in debug mode.

Instructs the command not to globally export the directory of newly created resource
label.

Lists the defined resource labels available to install a client.

-L label Specifies the label or name to create for the copied resources.
-m method Specifies the remote access method to use when running commands on clients that have

-r

been installed without specifying the -n flag to the nimol_install command.
Instructs the command to remove the specified resource label.

-s hostname The hostname to use for the NIMOL server. The default is to determine the hostname by

running the hostname command.
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-S Instructs the command to not configure the syslog service. No status will be logged when
clients are installing.

-t directory Specifies the target directory where the AlIX install resources will be copied from the
source directory. The default directory is /export/aix.
-U Instructs the command to unconfigure the NIMOL server. The command will attempt to

undo any configuration that it performed.

Exit Status

0 The command completed successfully.
>0 Error returned.
Security

Configuring the syslog service to accept messages from remote clients can be a security issue. Configure
your firewall to only accept syslog messages from known clients.

Examples

1. To configure the NIMOL server without copying resources, type:
nimol_config -C

2. To configure the NIMOL server, copy resources from /mnt/aix to /export/aix, and label the resource
aix530, type:

nimol_config -d /mnt/aix -t /export/aix -L aix530

3. To configure the NIMOL server and copy resources without configuring syslog and without globally
exporting the resource label directory, type:

nimol_config -S -e

4. To list defined resource labels, type:
nimol_config -1

5. To remove the aix530 resource label, type:
nimol_config -L aix530 -r

Location
lusr/sbin/nimol_config

Files

/etc/nimol.conf Stores configuration information for the command.

Related Information
[‘nimol_install Command,{[‘nimol_Islpp Command” on page 145)['nimol_update Command” on page 146

nimol_install Command

Purpose
Sets up a configured NIMOL server to install AlX to a specific client machine.

Syntax
nimol_install [-c| client_hostname [El gateway ] @mac_address] [B ip_address ] [El subnet_mask | E

label] [[nl1 [T ED)
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Description

The nimol_install command sets up a configured NIMOL server to network install a machine with AlX.
The command peforms the following configuration.

1.

The command determines the IP address of the client hostname if the client IP address isn’t
specified. If the client hostname isn’t resolvable and a client IP address is specified, then the pair will
be added to the /etc/hosts file if it does not exist.

2. The client is added to the /etc/nimol.conf file.

3. The directory of the resource label is exported to the client if it is not already globally exported.

4. A stanza for the client is added to the /etc/dhcpd.conf file. The client’s subnet will also be added to
the /etc/dhcpd.conf file if it does not exist. If the client or its subnet already exist in the
letc/dhcpd.conf file, an error is displayed.

5. A symbolic link to the boot image is created in the /tftpboot directory for the client.

6. A static arp entry is added if the client is on the same subnet as the NIMOL server.

7. The command will turn off the firewall rules to a client that is installing if the iptables command exists
by running:
iptables -I INPUT 1 -s client_hostname -j ACCEPT
This allows the various services used by NIMOL to succeed. When a client is removed, the
nimol_install command will run the following command to delete the rule: iptables -D INPUT -s
client_hostname.

8. The command ensures that the required resources exist in the resource label’s directory.

9. A nim_script is created in the scripts subdirectory of the resource label’s directory if a resolv.conf or
customization script was specified or if the client will remain a client of the NIMOL server after the
installation. The nimol_install command will look for a general customization script in the resource
label’s directory named cust.script or a specific customization script for the client named
client_name.script.

10. An information file is created in the /tftpboot directory that will be used during the installation of the
operating system.

11. If the -l flag is specified, the command will list clients set up for an installation. A client will be
removed if the -r flag is specified with a client name.

12. Once the client has been set up to install, the client must be told to perform a network install. If the
client has AlIX installed and is running, then use the bootlist command. For example, if the NIMOL
server is 192.168.1.20 and the AIX client is 192.168.1.30, then to boot off ent0 run:
bootlist -m normal -ent® bserver=192.168.1.20 \\

gateway=0.0.0.0 client=192.168.1.30
then reboot by running:
shutdown -Fr

13. If the client is not running, then boot into the SMS menus and specify the network boot parameters
and the network boot device. If the client is on the same subnet as the NIMOL server, then the client
will be able to do a broadcast bootp install. A broadcast bootp does not require the IP parameters to
be set; the bserver, gateway and client would be 0.0.0.0 on a broadcast bootp install.

Flags

-c client_hostname Specifies the client hostname that will be set up for an install or will be removed.

-D Runs the command in debug mode.

-g gateway Specifies the gateway that will be configured after the client has installed AIX. This is

required when installing a client.

-1 Lists the clients set up to install.

-L label Specifies the label or name of resources with which to install the client. The default

is default.
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-m mac_address Specifies the MAC address of the network interface the client will install over. This is
required when installing a client. The MAC address must contain colons (for
example 00:60:08:3F:E8:DF).

-n Specifies not to configure the machine to remain a client of the NIMOL server after
the installation has completed. If this option is specified, the client will not have its
network configured after the installation.

-p ip_address Specifies the IP address of the client. Use this flag if the client’s hostname is not
resolvable.

-r Removes the client. The client will not be able to install AIX until it is reconfigured.
This flag requires a client hostname.

-s subnet_mask Specifies the subnet mask of the client interface. This flag is required when installing
a client.

Exit Status

0 The command completed successfully.
>0 Error returned.
Security

If the machine remains a client of the NIMOL server (the -n flag is not specified), then it will give the
NIMOL server /usr/bin/rsh permissions so it can run commands on the client.

Examples

1. To setup client mycTient to install the aix530 resource label with gateway 192.168.1.1, MAC address
00:60:08:3F:E8:DF, and subnet mask 255.255.255.0, type:

nimol_install -c myclient -g 192.168.1.1 \\
-m 00:60:08:3F:E8:DF -s 255.255.255.0 -L aix530

2. To setup client myclient and not have it remain a client to the NIMOL server after the installation, type:

nimol_install -n -c myclient -g 192.168.1.1 \\
-m 00:60:08:3F:E8:DF -s 255.255.255.0 -L aix530

3. To list the clients configured to be installed, type:
nimol_install -1
4. To remove client myclient, type:

nimol_config -c myclient -r

Location
/usr/sbin/nimol_install

Files

letc/nimol.conf Stores configuration information for the command.

Related Information

The [‘nimol_config Command” on page 140,[[‘nimol_Islpp Command” on page 145[‘nimol_update]
[Command” on page 146
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nimol_Islpp Command

Purpose
Runs the Islpp command on a NIMOL client.

Syntax
nimol_lIslpp E client_hostname [@ remote_access_method ] [E| Islpp_flags 1 [@]

Description

The nimol_Islpp command executes the Islpp command on a configured NIMOL client using the specified
remote access method, which is /usr/bin/rsh by default. When configuring a NIMOL server using the
nimol_config command, the user can set the default remote access method to something other than
lusr/bin/rsh, such as /ust/bin/ssh. A machine is considered a NIMOL client when it has been installed
using the nimol_install command without the -n flag.

The command runs the Islpp command with -L -c as the default flags. The Islpp command flags can be
specified with the -f flag.

Flags

-c client_hostname Specifies the NIMOL client hostname on which to execute the Islpp command.

-D Runs the command in debug mode.

-f Islpp_flags Specifies the Islpp command flags to pass to the Islpp command.

-m remote_access_method Specifies the remote access method to use to run the Islpp command. The default

is /usr/bin/rsh. Another option is /usr/bin/ssh.

Exit Status

0 The command completed successfully.
>0 Error returned.
Security

To run the nimol_Islpp command on a NIMOL client, the client must provide remote access permissions
to the NIMOL server. Using /usr/bin/ssh is a more secure remote access method than /usr/bin/rsh.

Examples

1. To run the Islpp command on client myclient, with the default flags -Lc, type:
nimol_Tslpp -c myclient

2. To run the Islpp command on client myclient, with the flags -i bos.rte, type:
nimol_Tslpp -c myclient -f "-i bos.rte"

3. To run the Islpp command on client myclient, using ssh as the remote access method, type:
nimol_Tslpp -c myclient -m ssh

Location
/usr/sbin/nimol_lIslpp

Files

letc/nimol.conf Stores configuration information for the command.
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Related Information
The ['nimol_config Command” on page 140/[nimol_install Command” on page 142 ]['nimol_update]

|Command.”|

nimol_update Command

Purpose
Runs geninstall on a NIMOL client to perform software maintenance.

Syntax
nimol_update |-c| client_hostname [ label | [E geninstall_flags ] [@ remote_access_method | [
package_list ] |-DJ

Description

The nimol_update command executes the geninstall command on a configured NIMOL client using the
specified remote access method, which is /usr/bin/rsh by default. When configuring a NIMOL server using
the nimol_config command, the user can set the default remote access method to something other than
lusr/bin/rsh, such as /usr/bin/ssh. A machine is considered a NIMOL client when it has been installed
using the nimol_install command without the -n flag.

The command runs the geninstall command with -acgX as the default flags. Use the -f flag to specify
geninstall command flags. The software packages to pass the geninstall command are specified with the

-p flag.

When installing filesets using the nimol_update command, you must specify a resource label that has an
Ipp_source. Run nimol_config -l -L /abel to determine if a resource label contains an Ipp_source. The
command will export the resource label directory if it is not already globally exported. The client will mount
the directory and use it as the source directory during an installation.

Flags

-c client_hostname Specifies the NIMOL client hostname on which to execute the geninstall command.

-D Runs the command in debug mode.

-f geninstall_flags Specifies the flags to pass to the geninstall command. The default flags are -acgX.

-L label Specifies the name of the resource label that will be used as the source for install
images.

-m remote_access_method Specifies the remote access method to use to run the geninstall command. The
default is /usr/bin/rsh. Another option is /usr/bin/ssh.

-p package_list Specifies the name of software packages to pass to the geninstall command. The

default is all.

Exit Status

0 The command completed successfully.
>0 Error returned.
Security

To run the nimol_update command on a NIMOL client, the client must provide remote access permissions
to the NIMOL server. Using /usr/bin/ssh is a more secure remote access method than /usr/bin/rsh.
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Examples

1. To install all packages in resource label 530 to client myclient, type:
nimol_update -c myclient -L 530

2. To apply an update for bos.games on client myclient, type:
nimol_update -c myclient -L 530 -f "-a" -p "bos.games"

3. To remove bos.games from client myclient, type:
nimol_update -c myclient -f "-u" -p "bos.games"

4. To execute the geninstall command using ssh, type:
nimol_update -c myclient -L 530 -m ssh

Location
lusr/sbin/nimol_update

Files

letc/nimol.conf Stores configuration information for the command.

Related Information

The [‘nimol_config Command” on page 140 [[‘nimol_install Command” on page 142 |[‘nimol_lIslpp|
[Command” on page 145,

nimquery Command

Purpose
Query a machine for NIM define information. Creates client objects in the NIM environment.

Syntax
nimquery [allhost=hostnamd

name=c/ient_ ob]
tdl el fal [-v]
Description

The nimquery command queries a machine for system information. The information is used for defining a
new client object in the NIM environment. System information is provided from machines using the NIM
Service Handler (nimsh).

Flags

-a Assigns the following attribute=value pairs:

-d Defines a new client object (requires the name attribute).

-p Enables nice print format.

-q Shows attribute list for nimquery command.

-V Enables verbose debug output during command execution.

Parameters

host=hostname Specifies the hostname of the system to query. This attribute is required.
name=client_obj Specifies the name to assign the client object when creating a new definition in the

NIM database.
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Exit Status

0 Returns zero upon success.

Security
You must have root authority to run the nimquery command.

Examples

1. To query machine buckey for system information, type:
nimquery -a host=buckey

2. To query machine buckey for system information and output detailed information, type:
nimquery -a host=buckey -p

3. To define machine buckey.austin.ibm.com using name client6 as the NIM object name, type:
nimquery -a name=client6 -a host=buckey -d

Files

lusr/sbin/nimquery Location of the nimquery command.

Related Information
The @l command, command, command.

nis_cachemgr Daemon

Purpose
Starts the NIS+ cache manager daemon.

Syntax
nis_cachemgr [[-{] [Fn] [Fv]]

Description

The nis_cachemgr daemon maintains a cache of the NIS+ directory objects. The cache contains location
information necessary to contact the NIS+ servers that serve the various directories in the name space.
This includes transport addresses, information needed to authenticate the server, and a time to live field
which gives a hint on how long the directory object can be cached. The cache helps to improve the
performance of the clients that are traversing the NIS+ name space. The nis_cachemgr daemon should
be running on all the machines that are using NIS+. It is required for the nis_cachemgr daemon to be
running for NIS+ requests to be serviced.

The cache maintained by this daemon is shared by all the processes that access NIS+ on that machine.
The cache is maintained in a file that is memory mapped by all the processes. On start up, the
nis_cachemgr daemon initializes the cache from the cold start file and preserves unexpired entries that
already exist in the cache file. Thus, the cache survives machine reboots.

The nis_cachemgr daemon is normally started from a system startup script. The nis_cachemgr daemon

makes NIS+ requests under the NIS+ principal name of the host on which it runs. Before running the
nis_cachemgr daemon, security credentials for the host should be added to the cred.org_dir table in the
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host’'s domain using the Eisaddcred| command. Credentials of type DES are needed if the NIS+ service is
operating at security level 2 (see the|rpc.nisd| command). Additionally, keylogin -r needs to be done on
the machine.

Attention: If the host principal does not have the proper security credentials in the cred.org_dir table
for its domain, then running this daemon without the|%| insecure mode flag may significantly degrade
the performance of processes issuing NIS+ requests.

Flags

-i Forces the nis_cachemgr daemon to ignore the previous cache file and reinitialize the cache from just the
cold start file. By default, the cache manager initializes itself from both the cold start file and the old cache file,
thereby maintaining the entries in the cache across machine reboots.

-n Runs the nis_cachemgr daemon in an insecure mode. By default, before adding a directory object to the
shared cache on the request of another process on the machine, it checks the encrypted signature on the
request to make sure that the directory object is a valid one and is sent by an authorized server. In this mode,
the nis_cachemgr daemon adds the directory object to the shared cache without making this check.

-V Sets verbose mode. In this mode, the nis_cachemgr daemon logs not only errors and warnings but also
additional status messages. The additional messages are logged using syslog with a priority of LOG_INFO.

Diagnostics

The nis_cachemgr daemon logs error messages and warnings using Error messages are logged
to the DAEMON facility with a priority of LOG_ERR and warning messages with a priority of
LOG_WARNING. Additional status messages can be obtained using the |-v| flag.

Files

/var/nis/NIS_SHARED_DIRCACHE Contains the shared cache file
Ivar/nis/NIS_COLD_START Contains the coldstart file
letcl/init.d/rpc Contains initialization scripts for NIS+

Related Information
The [keylogin| command, command, command, command.

The daemon .

nisaddcred Command

Purpose
Creates NIS+ credential information.

Syntax
nisaddcred [ principal | [E| nis_principal ] [E| login_password | auth_type [ domain_name ]

nisaddcredEl[ nis_principal 1 [ domain_name ]

Description

The nisaddcred command is used to create security credentials for NIS+ principals. NIS+ credentials
serve two purposes. The first is to provide authentication information to various services; the second is to
map the authentication service name into a NIS+ principal name.

Alphabetical Listing of Commands 149



When the nisaddcred command is run, these credentials get created and stored in a table named
cred.org_dir in the default NIS+ domain. If domain_name is specified, the entries are stored in the
cred.org_dir of the specified domain. The specified domain must either be the one to which you belong or
one in which you are authenticated and authorized to create credentials, that is, a subdomain. Credentials
of normal users must be stored in the same domain as their passwords.

It is simpler to add credentials using thecommand because it obtains the required information
itself. The |nispopulate|command is used for bulk updates and can also be used to add credentials for
entries in the hosts and the passwd NIS+ tables.

NIS+ principal names are used in specifying clients that have access rights to NIS+ objects. Various other
services can also implement access control based on these principal names.

The cred.org_dir table is organized as follows :

chame auth_type auth_name public_data private_data
user1.foo.com. LOCAL 2990 10,102,44
user1.foo.com. DES unix.2990 @foo.com 098...819 3b8...ab2

The cname column contains a canonical representation of the NIS+ principal name. By convention, this
name is the login name of a user or the host name of a machine followed by a dot ('.") followed by the fully
qualified home domain of that principal. For users, the home domain is defined to be the domain where
their DES credentials are kept. For hosts, their home domain is defined to be the domain name returned
by the command executed on that host.

There are two types of auth_type entries in the cred.org_dir table. Those with authentication type LOCAL
and those with authentication type DES. auth_type, specified on the command line in upper or lower case,
should be either local or des.

Entries of type LOCAL are used by the NIS+ service to determine the correspondence between fully
qualified NIS+ principal names and users identified by UIDs in the domain containing the cred.org_dir
table. This correspondence is required when associating requests made using the AUTH_SYS RPC
authentication flavor to a NIS+ principal name. It is also required for mapping a UID in one domain to its
fully qualified NIS+ principal name whose home domain may be elsewhere. The principal’s credentials for
any authentication flavor may then be sought for within the cred.org_dir table in the principal’s home
domain (extracted from the principal name). The same NIS+ principal may have LOCAL credential entries
in more than one domain. Only users, and not machines, have LOCAL credentials. In their home domain,
users of NIS+ should have both types of credentials.

The auth_name associated with the LOCAL type entry is a UID that is valid for the principal in the domain
containing the cred.org_dir table. This may differ from that in the principal’s home domain. The public
information stored in public_data for this type contains a list of GIDs for groups in which the user is a
member. The GIDs also apply to the domain in which the table resides. There is no private data
associated with this type. Neither a UID nor a principal name should appear more than once among the
LOCAL entries in any one cred.org_dir table.

The DES auth_type is used for Secure RPC authentication.

The authentication name associated with the DES auth_type is a Secure RPC netname. A Secure RPC
netname has the form unix.id @ domain.com, where domain must be the same as the domain of the
principal. For principals that are users, the id must be the UID of the principal in the principal’s home
domain. For principals that are hosts, the id is the host’s name. In Secure RPC, processes running under
effective UID 0 (root) are identified with the host principal. Unlike LOCAL, there cannot be more than one
DES credential entry for one NIS+ principal in the NIS+ namespace.
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The public information in an entry of authentication type DES is the public key for the principal. The private
information in this entry is the private key of the principal encrypted by the principal’s network password.

User clients of NIS+ should have credentials of both types in their home domain. In addition, a principal
must have a LOCAL entry in the cred.org_dir table of each domain from which the principal wishes to
make authenticated requests. A client of NIS+ that makes a request from a domain in which it does not
have a LOCAL entry is unable to acquire DES credentials. A NIS+ service running at security level 2 or
higher considers such users unauthenticated and assign them the name nobody for determining access
rights.

This command can only be run by those NIS+ principals who are authorized to add or delete the entries in
the cred table.

If credentials are being added for the caller itself, nisaddcred automatically performs a keylogin for the
caller.

You can list the cred entries for a particular principal with
Flags

-l login_password Use the login_password specified as the password to encrypt the secret key
for the credential entry. This overrides the prompting for a password from the
shell. This flag is intended for administration scripts only. Prompting
guarantees not only that no one can see your password on the command line
using the [ps| command, but it also checks to make sure you have not made
any mistakes.

Note: /ogin_password does not have to be the user’s password; but, if it
is, it simplifies logging in.

-p principal Specifies the name of the principal as defined by the naming rules for that
specific mechanism. For example, LOCAL credential names are supplied with
this flag by including a string specifying a UID. For DES credentials, the name
should be a Secure RPC netname of the form unix.id@ domain.com, as
described earlier. If the -p flag is not specified, the auth_name field is
constructed from the effective UID of the current process and the name of the
local domain.

-P nis_principal Use the NIS+ principal name nis_principal. This flag should be used when
creating LOCAL or DES credentials for users whose home domain is different
than the local machine’s default domain. Whenever the -P flag is not
specified, nisaddcred constructs a principal name for the entry as follows.
When it is not creating an entry of type LOCAL, nisaddcred calls
nis_local_principal, which looks for an existing LOCAL entry for the effective
UID of the current process in the cred.org_dir table and uses the associated
principal name for the new entry. When creating an entry of authentication
type LOCAL, nisaddcred constructs a default NIS+ principal name by taking
the login name of the effective UID for its own process and appending to it a
dot (") followed by the local machine’s default domain. If the caller is a
superuser, the machine name is used instead of the login name.

-r [ nis_principal ] Remove all credentials associated with the principal nis_principal from the
cred.org_dir table. This flag can be used when removing a client or user from
the system. If nis_principal is not specified, the default is to remove
credentials for the current user. If domain_name is not specified, the
operation is executed in the default NIS+ domain.
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Exit Status

This command returns the following exit values:

0 Success
1 Failure
Examples

1. To add the LOCAL and DES credentials for some user, user1, with a UID of 2990, who is an NIS+
user principal in the some.domain.com. NIS+ domain, enter:

nisaddcred -p 2990 -P userl.some.domain.com. local

Credentials are always added in the cred.org_dir table in the domain where nisaddcred is run, unless
domain_name is specified as the last parameter on the command line. If credentials are being added

from the domain server for its clients, then domain_name should be specified. The caller should have

adequate permissions to create entries in the cred.org_dir table.

2. To add a DES credential for the same user, the system administrator can enter:
nisaddcred -p unix.2990@some.domain.com -P userl.some.domain.com. des

DES credentials can be added only after the LOCAL credentials have been added. The secure RPC
netname does not end with a dot ('.”) while the NIS+ principal name (specified with the -P flag) does.
This command should be executed from a machine in the same domain as is the user.

3. To add a machine’s DES credentials in the same domain, enter:
nisaddcred -p unix.foo@some.domain.com -P foo.some.domain.com. des
No LOCAL credentials are needed in this case.

4. To add a NIS+ workstation’s principal DES credential, enter:

nisaddcred -p unix.hostl@sub.some.domain.com \
-P newhost.sub.some.domain.com. des sub.some.domain.com.

This format is particularly useful if you are running this command from a server that is in a higher
domain than sub.some.domain.com. Without the last option for domain name, nisaddcred would fail
because it would attempt to use the default domain of some.domain.com.

5. To add DES credentials without being prompted for the root login password, enter:

nisaddcred -p unix.2990@some.domain.com -P userl.some.domain.com. -1
login_password des

Related Commands

The|chkey command, |domainnam€| command, |key|ogin| command, |niscat command, |nischmoa
command, nischown| command, |nisc|ien!| command, |nismatcﬂ command, nispopulate| command, E

command.

nisaddent Command

Purpose
Creates NIS+ tables from corresponding /etc files or NIS maps.

Syntax
nisaddent [ [-D| defaults 1 [[P]1 [[a]1 [Fd11[v1 [ table ] type [ nisdomain |

nisaddent [ [-D| defaults 1 [FP]1 (a1 [Fel1 (1 (Fml1 ([ 1[ file [[4] table 1 type [ nisdomain ]
nisaddent [[-D| defaults 1 [FP]1 (a1 [Fd1[[m1[[v]1 ([ table 1[y] yodomain [[Y] map | type [ nisdomain |
nisaddent [-d|[[A]] [[M]] [[-q]] [ table ] type [ nisdomain ]
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Description

The nisaddent command creates entries in NIS+ tables from their corresponding /etc files and NIS maps.
This operation is customized for each of the standard tables that are used in the administration of
systems. The fype argument specifies the type of the data being processed. Legal values for this type are
one of aliases, bootparams, ethers, group, hosts, netid, netmasks, networks, passwd, protocols,
publickey, rpc, services, shadow, or timezone for the standard tables or key-value for a generic
two-column (key, value) table. For a site specific table, which is not of key-value type, you can use

to administer it.

The NIS+ tables should have already been created by nistbladm| |nissetup| or |nisserver|

It is easier to use jhispopulate|instead of nisaddent to populate the system tables.

By default, nisaddent reads from the standard input and adds this data to the NIS+ table associated with
the type specified on the command line. An alternate NIS+ table may be specified with the E flag. For type
key-value, a table specification is required.

Note: The data type can be different than the table name (E). For example, the automounter tables
have key-value as the table type.

Although, there is a shadow data type, there is no corresponding shadow table. Both the shadow and the
passwd data is stored in the passwd table itself.

Files may be processed using the@flag, and NIS version 2 (YP) maps may be processed using the
flag. The@flag is not available when reading data from standard input.

When a ypdomain is specified, the nisaddent command takes its input from the dbm files for the
appropriate NIS map (mail.aliases, bootparams, ethers.byaddr, group.byname, hosts.byaddr,
netid.byname, netmasks.byaddr, networks.byname, passwd.byname, protocols.byname,
publickey.byname, rpc.bynumber, services.byname, or timezone.byname). An alternate NIS map may
be specified with the |-Y| flag. For type key-value, a map specification is required. The map must be in the
Ivarlyplypdomain directory on the local machine.

Note: ypdomain is case sensitive. The [ypxfrl command can be used to get the NIS maps.

If a nisdomain is specified, nisaddent operates on the NIS+ table in that NIS+ domain, otherwise the
default domain is used.

In terms of performance, loading up the tables is fastest when done through the dbm files (y).

Flags

-a Adds the file or map to the NIS+ table without deleting any existing entries. This
flag is the default. This mode only propagates additions and modifications, not
deletions.

-A Specifies that the data within the table and all of the data in tables in the initial
table’s concatenation path be returned.

-d Dumps the NIS+ table to the standard output in the appropriate format for the

given type. For tables of type key-value, use[niscaf instead. To dump the
credential table, dump the publickey and the netid types.
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-D defaults

-f file

-m

-r

-t table

-V
-y ypdomain

Specifies a different set of defaults to be used during this operation. The defaults
string is a series of tokens separated by colons. These tokens represent the
default values to be used for the generic object properties. All of the legal tokens
are described below:

ttl=time
Sets the default time to live for objects that are created by this
command. The value time is specified in the format as defined by the

jischttl] command. The default is 12 hours.

owner=ownername
Specifies that the NIS+ principal ownername should own the created
object. The default for this value is the principal who is executing the
command.

group=groupname
Specifies that the group groupname should be the group owner for the
object that is created. The default is NULL.

access= rights
Specifies the set of access rights that are to be granted for the given
object. The value rights is specified in the format as defined by the
command. The default is —rmcdr—r—-.
Specifies that file should be used as the source of input (instead of the standard
input).
Merges the file or map with the NIS+ table. This is the most efficient way to bring
a NIS+ table up to date with a file or NIS map when there are only a small
number of changes. This flag adds entries that are not already in the database,
modifies entries that already exist (if changed), and deletes any entries that are
not in the source. Use the -m flag whenever the database is large and replicated
and the map being loaded differs only in a few entries. This flag reduces the
number of update messages that have to be sent to the replicas. Also see theEl
flag.
Specifies that lookups should be sent to the master server. This guarantees that
the most up-to-date information is seen at the possible expense that the master
server may be busy or that it may be made busy by this operation.
Processes the password field when loading password information from a file. By
default, the password field is ignored because it is usually not valid (the actual
password appears in a shadow file).
Specifies that lookups should follow the concatenation path of a table if the initial
search is unsuccessful.
Dumps tables in "quick” mode. The default method for dumping tables processes
each entry individually. For some tables (for example, hosts), multiple entries
must be combined into a single line, so extra requests to the server must be
made. In "quick” mode, all of the entries for a table are retrieved in one call to the
server, so the table can be dumped more quickly. However, for large tables, there
is a chance that the process will run out of virtual memory and the table will not
be dumped.
Replaces the file or map in the existing NIS+ table by first deleting any existing
entries and then add the entries from the source (/etc files or NIS+ maps). This
flag has the same effect as the Elflag. The use of this flag is strongly
discouraged due to its adverse impact on performance, unless there are a large
number of changes.
Specifies that table should be the NIS+ table for this operation. This should be a
relative name as compared to your default domain or the domainname if it has
been specified.
Sets verbose mode.
Uses the dbm files for the appropriate NIS map, from the NIS domain ypdomain,
as the source of input. The files are expected to be on the local machine in the
Ivarlyp/ypdomain directory. If the machine is not an NIS server, use the
command to get a copy of the dbm files for the appropriate map.
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-Y map Use the dbm files for map as the source of input.

Environment

NIS_DEFAULTS This variable contains a default string that overrides the

NIS+ standard defaults. If the -D flag is used, those
values will then override both the NIS_DEFAULTS
variable and the standard defaults. To avoid security
accidents, the access rights in the NIS_DEFAULTS
variable are ignored for the passwd table but access
rights specified with the [-D]flag are used.

NIS_PATH If this variable is set and neither the nisdomain nor the

table are fully qualified, each directory specified in
NIS_PATH will be searched until the table is found (see

the command).
Exit Status
This command returns the following exit values:
0 Success
1 Failure caused by an error other than parsing
2 A parsing error occurred on an entry. A parsing error does
not cause termination; the invalid entries are simply
skipped.
Examples
1. To add the contents of /etc/passwd to the passwd.org_dir table, enter:
cat /etc/passwd | nisaddent passwd
2. To add the shadow information, enter:
cat /etc/shadow | nisaddent shadow
The table type is shadow, not passwd, even though the actual information is stored in the passwd
table.
3. To replace the hosts.org_dir table with the contents of /etc/hosts (in verbose mode), enter:
nisaddent -rv -f /etc/hosts hosts
4. To merge the passwd map from yypdomain with the passwd.org_dir.nisdomain table (in verbose
mode), enter:
nisaddent -mv -y myypdomain passwd nisdomain
This example assumes that the /var/yp/myypdomain directory contains the yppasswd map.
5. To merge the auto.master map from myypdomain with the auto_master.org_dir table, enter:
nisaddent -m -y myypdomain -Y auto.master -t auto_master.org_dir key-value
6. To dump the hosts.org_dir table, enter:

nisaddent -d hosts

Related Information

The |niscat command, [nischmod command, [nisdefaults| command, |nispopu|ate| command,
command, nissetup| command, |nistb|adm| command, |passwd| command, |yprﬂ command.
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niscat Command

Purpose
Displays the contents of an NIS+ table.

Syntax
niscat [ [A]] [Fh]1 ([ 1 [FM]1[[V]] tablename

niscat [[-A]] [FL]1 [[M]1 ([P 1Fo] name

Description

In the first syntax, the niscat command displays the contents of the NIS+ tables named by tablename. In
the second syntayx, it displays the internal representation of the NIS+ objects named by name.

Flags

-A Displays the data within the table and all of the data in tables in the initial table’s concatenation path.

-h Displays the header line prior to displaying the table. The header consists of the # character followed
by the name of each column. The column names are separated by the table separator character.

-L Follows links. When this flag is specified if tablename or name names a LINK type object, the link is
followed and the object or table named by the link is displayed.

-M Specifies that the request should be sent to the master server of the named data. This guarantees
that the most up-to-date information is seen at the possible expense of increasing the load on the
master server and increasing the possibility of the NIS+ server being unavailable or busy for updates.

-0 Displays the internal representation of the named NIS+ objects. If name is an indexed name, then
each of the matching entry objects is displayed. This flag is used to display access rights and other
attributes of individual columns.

-P Follows concatenation path. This flag specifies that the request should follow the concatenation path
of a table if the initial search is unsuccessful. This flag is only useful when using an indexed name for
name and theflag.

-V Displays binary data directly. This flag displays columns containing binary data on the standard
output. Without this flag, binary data is displayed as the string *BINARY*.

Environment

NIS_PATH If this variable is set and the NIS+ name is not fully qualified, each directory specified will be

searched until the object is found (see the [nisdefaults] command).

Exit Status

This command returns the following exit values:

Success
Failure

Examples

1.

To display the contents of the host’s table, type:

niscat -h hosts.org_dir

# cname name addr comment

clientl clientl 129.144.201.100 Joe Smith
crunchy crunchy 129.144.201.44 Jane Smith
crunchy softy 129.144.201.44
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The string *NP+ is returned in those fields where the user has insufficient access rights.
2. To display the passwd.org_dir on the standard output, type:
niscat passwd.org_dir
3. To display the contents of table frodo and the contents of all tables in its concatenation path, type:
niscat -A frodo
4. To display the entries in the table groups.org_dir as NIS+ objects, type:
niscat -o '[ Jgroups.org dir'
The brackets are protected from the shell by single quotation marks.
5. To display the table object of the passwd.org_dir table, type:
niscat -o passwd.org_dir

The previous example displays the passwd table object and not the passwd table. The table object
includes information such as the number of columns, column type, searchable or not searchable
separator, access rights, and other defaults.

6. To display the directory object for org_dir, which includes information such as the access rights and
replica information, type:

niscat -o org_dir

Related Information
The command, command, command.

nischgrp Command

Purpose
Changes the group owner of a NIS+ object.

Syntax
nischgrp [[-A]] [[-]]1 [FU 1 [FP 1 group name

Description

The nischgrp command changes the group owner of the NIS+ objects or entries specified by name to the
specified NIS+ group. Entries are specified using indexed names. If group is not a fully qualified NIS+
group name, it is resolved using the directory search path. For additional information, see the
command.

The only restriction on changing an object’s group owner is that you must have modify permissions for the
object.

This command will fail if the master NIS+ server is not running.

The NIS+ server will check the validity of the group name prior to effecting the modification.

Flags

-A Modifies all entries in all tables in the concatenation path that match the search
criterion specified in name. This flag implies the Elflag.

-f Forces the operation and fails silently if it does not succeed.

-L Follows links and changes the group owner of the linked object or entries rather
than the group owner of the link itself.

-P Follows the concatenation path within a named table. This flag is valid when

either name is an indexed name or theflag is also specified and the named
object is a link pointing to entries.

Alphabetical Listing of Commands 157



Environment

NIS_PATH If this variable is set and the NIS+ name is not fully qualified, each directory
specified will be searched until the object is found (see the [nisdefaults]
command).

Exit Status

This command returns the following exit values:

0 Success
1 Failure
Examples

1. To change the group owner of an object to a group in a different domain, enter:
nischgrp newgroup.remote.domain. object

2. To change the group owner of an object to a group in the local domain, enter:
nischgrp my-buds object

3. To change the group owner for a password entry, enter:
nischgrp admins '[uid=99],passwd.org dir'
admins is a NIS+ group in the same domain.

4. To change the group owner of the object or entries pointed to by a link, enter:
nischgrp -L my-buds 1inkname

5. To change the group owner of all entries in the hobbies table, enter:
nischgrp my-buds '[],hobbies’

Related Information
The command, command, [nisdefaults| command, command.

nischmod Command

Purpose
Changes the access rights on a NIS+ object.

Syntax
nischmod [] [E] [] [E] mode name...

Description
The nischmod command changes the access rights (mode) of the NIS+ objects or entries specified by

name to mode. Entries are specified using indexed names. Only principals with modify access to an object
may change its mode.
mode has the following form:

rights [,rights]...

rights has the form:
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[ who ] op permission [ op permission ]...

who is a combination of:

m s@ o0 S

Nobody’s permissions
Owner’s permissions
Group’s permissions
World’s permissions
All, or owg

If who is omitted, the default is a.

op is one of:

+

Grants the permission
Revokes the permission
Sets the permissions explicitly

permission is any combination of:

203~

Environment

NIS_PATH

Exit Status

Read
Modify
Create
Destroy

Modifies all entries in all tables in the concatenation path that match the search
criteria specified in name. This flag implies the Elflag.

Forces the operation and fails silently if it does not succeed.

Follows links and changes the permission of the linked object or entries rather
than the permission of the link itself.

Follows the concatenation path within a named table. This flag is only applicable
when either name is an indexed name or themflag is also specified and the
named object is a link pointing to an entry.

If this variable is set and the NIS+ name is not fully qualified, each directory
specified will be searched until the object is found (see the [nisdefaults]
command).

This command returns the following exit values:

0
1

Examples

Success
Failure

1. To give everyone read access to an object. (that is, access for owner, group, and all), enter:

nischmod a+r object
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2. To deny create and modify privileges to group and unauthenticated clients (nobody), enter:
nischmod gn-cm object

3. To set a complex set of permissions for an object, enter:
nischmod o=rmcd,g=rm,w=rc,n=r object

4. To set the permissions of an entry in the password table so that the group owner can modify them,
enter:

nischmod g+m '[uid=55],passwd.org dir'
5. To change the permissions of a linked object, enter:

nischmod -L w+mr linkname

Related Information

The command, |nischgrp| command, command, [nisdefaults command.

nischown Command

Purpose
Changes the owner of one or more NIS+ objects or entries.

Syntax
nischown [] [E] [] [@] owner name...

Description

The nischown command changes the owner of the NIS+ objects or entries specified by name to owner.
Entries are specified using indexed names. If owner is not a fully qualified NIS+ principal name (see the
command), the default domain (see thecommand) will be appended to it.

The only restriction on changing an object’s owner is that you must have modify permissions for the
object.

Note: If you are the current owner of an object and you change ownership, you may not be able to
regain ownership unless you have modify access to the new object.

The command fails if the master NIS+ server is not running.

The NIS+ server will check the validity of the name before making the modification.

Flags

-A Modifies all entries in all tables in the concatenation path that match the search
criteria specified in name. It implies the@flag.

-f Forces the operation and fails silently if it does not succeed.

-L Follows links and changes the owner of the linked object or entries rather than
the owner of the link itself.

-P Follows the concatenation path within a named table. This flag is only meaningful

when either name is an indexed name or themflag is also specified and the
named object is a link pointing to entries.
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Environment

NIS_PATH If this variable is set and the NIS+ name is not fully qualified, each directory
specified will be searched until the object is found (see the [nisdefaults]
command).

Exit Status

This command returns the following exit values:

0 Success
1 Failure
Examples

1. To change the owner of an object to a principal in a different domain, enter:
nischown bob.remote.domain. object

2. To change the owner of an object to a principal in the local domain, enter:
nischown skippy object

3. To change the owner of an entry in the passwd table, enter:
nischown bob.remote.domain. '[uid=99],passwd.org_dir'

4. To change the object or entries pointed to by a link, enter:

nischown -L skippy Tinkname

Related Information
The command, command, command, command,

command.

nischttl Command

Purpose
The nischttl command changes the time-to-live value of objects or entries in the namespace.

Syntax

To Change the Time-to-Live Value of Objects
nischttl [time-to-live] [object-name]

To Change the Time-to-Live Value of Entries
nischttl [ time-to-live | [ column=value,... | [ table-name ]

Note: Where time-to-live is expressed as:

* Number of seconds. A number with no letter is interpreted as a number of seconds. Thus, 1234
for TTL would be interpreted as 1234 seconds. A number followed by the letter s is also
interpreted as a number of seconds. Thus, 987s for TTL would be interpreted as 987 seconds.
When seconds are specified in combination with days, hours, or minutes, you must use the letter s
to identify the seconds value.

* Number of minutes. A number followed by the letter m is interpreted as a number of minutes.
Thus, 90m for TTL would be interpreted as 90 minutes.

* Number of hours. A number followed by the letter h is interpreted as a number of hours. Thus, 9h
for TTL would be interpreted as 9 hours.
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* Number of days. A number followed by the letter d is interpreted as a number of days. Thus, 7d
for TTL would be interpreted as 7 days.

Note: These values may be used in combination. For example, a TTL value of 4d3h2m1s would
specify a time to live of four days, three hours, two minutes, and one second.

Description

This time-to-live value is used by the cache manager to determine when to expire a cache entry. You can
specify the time-to-live in total number of seconds or in a combination of days, hours, minutes, and
seconds. The time-to-live values you assign objects or entries should depend on the stability of the object.
If an object is prone to frequent change, give it a low time-to-live value. If it is steady, give it a high one. A
high time-to-live is a week; a low one is less than a minute. Password entries should have time-to-live
values of about 12 hours to accommodate one password change per day. Entries in tables that don’t
change much, such as those in the RPC table, can have values of several weeks.

Notes

1. To change the time-to-live of an object, you must have modify rights to that object. To change the
time-to-live of a table entry, you must have modify rights to the table, entry, or columns you wish
to modify.

2. To display the current time-to-live value of an object or table entry, use the |nisdefaults -t
command, described in|Administering NIS+ Access Rights|

Flags

-A Apply the change to all the entries that match the column=value specifications that you supply.
-L Follow links and apply the change to the linked object or entry rather than the link itself.
-P Follow the path until there is one entry that satisfies the condition.

Examples

Changing the Time-to-Live of an Object

1. To change the time-to-live of an object, type the nischttl command with the time-to-live value and the
object-name. You can add the -L command to extend the change to linked objects.
nischttl -L time-to-live object-name

2. You can specify the time-to-live in seconds by typing the number of seconds. Or, you can specify a

combination of days, hours, minutes, and seconds by using the suffixes s, m, h, and d to indicate the
number of seconds, minutes, days, and hours. For example:

TTL of 86400 seconds client% nischttl 86400 sales.wiz.com.
TTL of 24 hours client% nischttl 24h sales.wiz.com.
TTL of 2 days, 1 hour, 1 minute, and 1 second client% nischttl 2d1h1m1s sales.wiz.com.

3. The first two commands change the time-to-live of the sales.wiz.com. directory to 86,400 seconds, or
24 hours. The third command changes the time-to-live of all the entries in a hosts table to 2 days, 1
hour, 1 minute, and 1 second.

Changing the Time-to-Live of a Table Entry

1. To change the time-to-live of entries, use the indexed entry format. You can use any of the options, -A,
-L, or -P.

nischttl [-ALP] time-to-live [column=value,...],
table-name

2. These examples are similar to those above, but they change the value of table entries instead of
objects:
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client% nischttl 86400 '[uid=99],passwd.org_dir.wiz.com.'
client% nischttl 24h ~[uid=99],passwd.org_dir.wiz.com.'
client% nischttl 2dlhlmls ~[name=fred],hosts.org_dir.wiz.com'

NoteC shell users should use quotes to prevent the shell from interpreting the square bracket ([)
as a metacharacter.

Related Information

The command.

nisclient Command

Purpose
Initializes NIS+ credentials for NIS+ principals.

Syntax
Add DES Credentials for NIS+ Principals

nisclient E [El] [] [E/l] [Elnetwork_password ] [El NIS+_domain ] client_name...
Initialize a NIS+ Client Machine
nisclient El [El] [ E ] El NIS+_server_host [ NIS+_server_addr ] [E NIS+_domain ] [El 012]

Initialize a NIS+ User

nisclient Fu| [[-{ ] [Fv]]

Restore Network Service Environment

nisclient F[[-{]

Description

The nisclient command can be used to:

» Create NIS+ credentials for hosts and users
* Initialize NIS+ hosts and users

* Restore the network service environment

NIS+ credentials are used to provide authentication information of NIS+ clients to NIS+ service.

Use the first syntax (E) to create individual NIS+ credentials for hosts or users. You must be logged in as
a NIS+ principal in the domain for which you are creating the new credentials. You must also have write
permission to the local credential table. The client_name argument accepts any valid host or user name in
the NIS+ domain (for example, the client_name must exist in the hosts or passwd table). The nisclient
command verifies each client_name against both the host and passwd tables, then adds the proper NIS+
credentials for hosts or users.

Note: If you are creating NIS+ credentials outside your local domain, the host or user must exist in
the host or passwd tables in both the local and remote domains.

By default, nisclient will not overwrite existing entries in the credential table for the hosts and users
specified. To overwrite, use theflag. After the credentials have been created, nisclient will print the
command that must be executed on the client machine to initialize the host or the user. The |-¢|flag
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requires a network password for the client which is used to encrypt the secret key for the client. You can
either specify it on the command line with the E|f|ag or the script will prompt you for it. You can change
this network password later with either the nispasswd or [chkey] command.

The [-d flag is not intended to be used to create NIS+ credentials for all users and hosts that are defined in
the passwd and hosts tables. To define credentials for all users and hosts, use the |nispopulate
command.

Use the second syntax (B) to initialize a NIS+ client machine. The -i flag can be used to convert
machines to use NIS+ or to change the machine’s domainname. You must be logged in as superuser on
the machine that is to become a NIS+ client. Your administrator must have already created the NIS+
credential for this host by using the nisclientE orcommand. You will need the network
password your administrator created. The nisclient command will prompt you for the network password to
decrypt your secret key and then for this machine’s root login password to generate a new set of
secret/public keys. If the NIS+ credential was created by your administrator using nisclient -¢, then you
can simply use the initialization command that was printed by the nisclient script to initialize this host
instead of typing it manually.

To initialize an unauthenticated NIS+ client machine, use theElfIag with El 0. With these flags, the
nisclient -i flag will not ask for any passwords.

During the client initialization process, files that are being modified are backed up as files.no_nisplus. The
files that are usually modified during a client initialization are: /etc/defaultdomain, /etc/nsswitch.conf,
letc/inet/hosts, and, if it exists, /var/nis/NIS_COLD_START.

Note: A file will not be saved if a backup file already exists.

TheE| flag does not set up a NIS+ client to resolve hostnames using DNS. Refer to the DNS
documentation for information on setting up DNS. (See information on the file format.

It is not necessary to initialize either NIS+ root master servers or machines that were installed as NIS+
clients.

Use the third syntax (E[) to initialize a NIS+ user. You must be logged in as the user on a NIS+ client
machine in the domain where your NIS+ credentials have been created. Your administrator should have
already created the NIS+ credential for your username using the nisclient or jnispopulate] command. You
will need the network password your administrator used to create the NIS+ credential for your username.
The nisclient command will prompt you for this network password to decrypt your secret key and then for
your login password to generate a new set of secret/public keys.

Use the fourth syntax (B) to restore the network service environment to whatever you were using before
nisclient E|was executed. You must be logged in as superuser on the machine that is to be restored. The
restore will only work if the machine was initialized with nisclient -i because it uses the backup files
created by the -i flag.

Reboot the machine after initializing a machine or restoring the network service.

Flags

-a NIS+_server_addr Specifies the IP address for the NIS+ server. This flag is used only with theE
flag.

-C Adds DES credentials for NIS+ principals.

-d NIS+_domain Specifies the NIS+ domain where the credential should be created when used in
conjunction with the Elflag. It specifies the name for the new NIS+ domain when
used in conjunction with theE flag. The default is your current domainname.

-h NIS+_server_host Specifies the NIS+ server’'s hostname. This flag is used only with theElfIag.
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-i Initializes a NIS+ client machine.

-l network_password Specifies the network password for the clients. This flag is used only with the@
flag. If this flag is not specified, the script will prompt you for the network
password.

-0 Overwrite existing credential entries. The default is not to overwrite. This is used
only with the Elflag.

-r Restores the network service environment.

-S0l12 Specifies the authentication level for the NIS+ client. Level 0 is for

unauthenticated clients and level 2 is for authenticated (DES) clients. The default
is to set up with level 2 authentication. This is used only with theE flag. The
nisclient command always uses level 2 authentication (DES) for both E|and|§|
flags. There is no need to run nisclient with -u and -c¢ for level 0 authentication.

-u Initializes a NIS+ user.
-v Runs the script in verbose mode.
-X Turns the echo mode on. The script just prints the commands that it would have

executed. Note that the commands are not actually executed. The default is off.

Examples
1. To add the DES credential for host dilbert and user fred in the local domain, enter:

nisclient -c dilbert fred
2. To add the DES credential for host dilbert and user fred in domain xyz.ibm.com., enter:
nisclient -c -d xyz.ibm.com. dilbert fred

3. To initialize host dilbert as a NIS+ client in domain xyz.ibm.com. where nisplus_server is a server for
the domain xyz.ibm.com., enter:

nisclient -i -h nisplus_server -d xyz.ibm.com.

The script will prompt you for the IP address of nisplus_server if the server is not found in the
letc/hosts file. The d|flag is needed only if your current domain name is different from the new
domain name.

4. To initialize host dilbert as an unauthenticated NIS+ client in domain xyz.ibm.com. where
nisplus_server is a server for the domain xyz.ibm.com., enter:

nisclient -i -S 0 -h nisplus_server -d xyz.ibm.com. -a 129.140.44.1
5. To initialize user fred as a NIS+ principal, log in as user fred on a NIS+ client machine by entering:
nisclient -u

Files

/var/nis/NIS_COLD_START This file contains a list of servers, their transport
addresses, and their Secure RPC public keys that serve
the machines default domain.

letc/defaultdomain The system default domainname

letc/nsswitch.conf Configuration file for the name-service switch

letc/inet/hosts Local host name database

Related Information
ommand, keylogin| command, keyserv] command, command, [nisinit| command,

ispopulate| command.

file format.
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nisdefaults Command

Purpose
Displays the seven default values currently active in the namespace.

Syntax
nisdefaults [%domain ] [El Ii;rloup] [El host | [E principal ] [E access_rights | [El search_path ] [E

time_to_live ] [ ja all(terse) ] [ |-v| verbose ]

Description

The nisdefaults command displays the seven default values currently active in the namespace. To display
NIS+ defaults the default values are either:

* Preset values supplied by the NIS+ software

* The defaults specified in the NIS_DEFAULTS environment variable (if you have NIS_DEFAULTS values
set)

Any object that you create on this machine will automatically acquire these default values unless you
override them with the -D flag of the command you are using to create the object.

Setting Default Security Values

This section describes how to perform tasks related to the nisdefaults command, the NIS_DEFAULTS
environment variable, and the -D flag. The NIS_DEFAULTS environment variable specifies the following
default values:

* Owner

» Group

* Access rights

* Time-to-live

The values that you set in the NIS_DEFAULTS environment variable are the default values applied to all
NIS+ objects that you create using that shell (unless overridden by using the -D flag with the command
that creates the object).

You can specify the default values (owner, group, access rights, and time-to-live) specified with the
NIS_DEFAULTS environment variable. After you set the value of NIS_DEFAULTS, every object you create
from that shell will acquire those defaults, unless you override them by using the -D flag when you invoke
a command.

Displaying the Value of NIS_DEFAULTS
You can check the setting of an environment variable by using the [echo| command, as shown in the
following example:

client% echo $NIS_DEFAULTS
owner=butler:group=gamblers:access=o+rmcd

You can also display a general list of the NIS+ defaults active in the namespace by using the nisdefaults
command.

Changing Defaults

You can change the default access rights, owner, and group, by changing the value of the
NIS_DEFAULTS environment variable. Use the environment command that is appropriate for your shell
(setenv for csh or $NIS_DEFAULTS=, export for sh and ksh) with the following arguments:

. access:rii ht, where right are the access rights using the formats described in [Specifying Access Rights]

in Commands
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* owner=name, where name is the user name of the owner.
* group=group, where group is the name of the default group.

You can combine two or more arguments into one line separated by colons:
owner=principal-name :group=group-name

Changing Defaults—Examples

Tasks Examples

This command grants owner read access as the default | client% setenv NIS_DEFAULTS access=0+r
access right.

This command sets the default owner to be the user abe |client% setenv NIS_DEFAULTS owner=abe.wiz.com.
whose home domain is Wiz.com.

This command combines the first two examples on one client% setenv NIS_DEFAULTS
code line. access=o0+r:owner=abe.wiz.com.

All objects and entries created from the shell in which you changed the defaults will have the new values
you specified. You cannot specify default settings for a table column or entry; the columns and entries
simply inherit the defaults of the table.

Resetting the Value of NIS_DEFAULTS

You can reset the NIS_DEFAULTS variable to its original values, by typing the name of the variable
without arguments, using the format appropriate to your shell:

For C shell:
client# unsetenv NIS_DEFAULTS

For Bourne or Korn shell:
client$ NIS_DEFAULTS=; export NIS_DEFAULTS

Flags

-d domain Displays the home domain of the workstation from which the command was entered. Displays the
value of /etc/defaultdomin environment variable.

-g group Displays the group that would be assigned to the next object created from this shell. Displays the
value of NIS_GROUP environment variable.

-h host Displays the workstation’s host name. Displays the value of uname -n environment variable.

-p principal Displays the fully qualified user name or host name of the NIS+ principal who entered the

nisdefaults command. Displays the value of gethostbyname() environment variable.

-r access_rights  Displays the access rights that will be assigned to the next object or entry created from this shell.
Format: ——rmedr—-r—-. Displays the value of NIS_DEFAULTS environment variable.

-s search_path Displays the syntax of the search path, which indicate the domains that NIS+ will search through
when looking for information. Displays the value of the NIS_PATH environment variable if it is set.
Displays the value of NIS_PATH environment variable.

-t time_to_live Displays the time-to-live that will be assigned to the next object created from this shell. The default
is 12 hours. Displays the value of the NIS_DEFAULTS environment variable.

-a all (terse) Displays all seven defaults in terse format. Displays the value of the environment variable.

-v verbose Display specified values in verbose mode. Displays the value of the environment variable.

Note: You can use these options to display all default values or any subset of them.

Examples
1. To display all values in verbose format, type the nisdefaults command without arguments.
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master% nisdefaults
Principal Name : topadmin.wiz.com.

Domain Name : Wiz.com.

Host Name : rootmaster.wiz.com.
Group Name : salesboss

Access Rights : ----rmcdr---r---
Time to Tive : 12:00:00:00:00
Search Path : Wiz.com.

2. To display all values in terse format, add the -a option.
3. To display a subset of the values, use the appropriate options. The values are displayed in terse mode.
For example, to display the rights and search path defaults in terse mode, type:

rootmaster% nisdefaults -rs
----rmcdr---r---
Wiz.com.

4. To display a subset of the values in verbose mode, add the -v flag.

niserror Command

Purpose
Displays NIS+ error messages.

Syntax

niserror error-num

Description

The niserror command prints the NIS+ error associated with status value error-num on the standard
output. It is used by shell scripts to translate NIS+ error numbers that are returned into text messages.

Examples

To print the error associated with the error number 20, enter:

niserror 20
Not Found, no such name

nisgrep Command

Purpose
Utility for searching NIS+ tables.

Syntax
nisgrep [[A]1 ([ 11 1M1 1Fd11FP]11FS]isep 111V

Descripton

The nisgrep command can be used to search NIS+ tables. The command nisgrep differs from the
nismatch command in its ability to accept regular expressions keypat for the search criteria rather than
simple text matches.

Because nisgrep uses a callback function, it is not constrained to searching only those columns that are
specifically made searchable at the time of table creation. This makes it more flexible, but slower, than
nismatch.

In nismatch, the server does the searching; whereas in nisgrep, the server returns all the readable
entries and then the client does the pattern-matching.
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In both commands, the parameter tablename is the NIS+ name of the table to be searched. If only one
key or key pattern is specified without the column name, then it is applied searching the first column.
Specific named columns can be searched by using the colname=key syntax. When multiple columns are
searched, only entries that match in all columns are returned. This is the equivalent of a logical join
operation.

nismatch accepts an additional form of search criteria, indexedname, which is a NIS+ indexed name of
the form:

colname=value, . . . ],tablename

Flags

-A All data. Return the data within the table and all of the data in tables in the initial table’s concatenation
path.

-C Print only a count of the number of entries that matched the search criteria.

-h Display a header line before the matching entries that contains the names of the table’s columns.

-M Master server only. Send the lookup to the master server of the named data. This guarantees that the
most up to date information is seen at the possible expense that the master server may be busy.

-0 Display the internal representation of the matching NIS+ object(s).

-P Follow concatenation path. Specify that the lookup should follow the concatenation path of a table if the
initial search is unsuccessful.

-s sep This option specifies the character to use to separate the table columns. If no character is specified, the
default separator for the table is used.

-V Verbose. Do not suppress the output of binary data when displaying matching entries. Without this option

binary data is displayed as the string * BINARY * .

Return Values

0 Successfully matches some entries.

1 Successfully searches the table and no matches are found.
2 An error condition occurs. An error message is also printed.
Examples

This example searches a table named passwd in the org_dir subdirectory of the zotz.com. domain. It
returns the entry that has the username of skippy. In this example, all the work is done on the server.

example% nismatch name=skippy passwd.org_dir.zotz.com.

This example is similar to the one above except that it uses nisgrep to find all users in the table named
passwd that are using either ksh or csh.

example% nisgrep 'shell=[ck]sh' passwd.org_dir.zotz.com.

NIS_PATH If this variable is set, and the NIS+ table name is not fully qualified, each directory specified will
be searched until the table is found (see .

Related Information
The command, command, command, and command.

nisgrpadm Command

Purpose
Creates, deletes, and performs miscellaneous administration operations on NIS+ groups.

Note: To use nisgrpadm, you must have access rights appropriate for the operation.
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Syntax

To Create or Delete a Group or to List the Members
nisgrpadm [ [-d group_name.domain_name | [ [[-d ] [ F] group_name ] ]

To Add or Remove Members or Determine if They Belong to the Group
nisgrpadm | [Eal] [E] [E] group_name ]|

Note: A member can be any combination of the six membership types.

Description

The nisgrpadm command has two main forms, one for working with groups and one for working with
group members.

All operations except create (-¢) accept a partially qualified group-names. However, even for the -c flag,
nisgrpadm will not accept the use of groups_dir in the group-name argument.

Flags

To Create or Delete a Group or to List the Members

-C group_name.domain_name Creates an NIS+ group. You must have create rights to the groups_dir
directory of the group’s domain.

-d group_name Deletes an NIS+ group. You must have destroy rights to the
groups_dir directory in the group’s domain.

-l group_name Lists the members of an NIS+ group. You must have read rights to

the group object.

To Add or Remove Members or Determine if They Belong to the Group

-a group_name Adds members to an NIS+ group. You must have modify rights to the group object.
-r group_name Removes members from an NIS+ group. You must have modify rights to the group object.
-t group_name Find out whether an NIS+ principal is a member of a particular NIS+ group. You must have

read access to the group object.

Related Information

The command.

nisinit Command

Purpose
Initializes a workstation to be a NIS+ client.

Syntax

To Initialize a Client

nisinit [ fc|[ [k key_domain 1 [[-C| coldstart | FH] hosti 8] 1]

To Initialize a Root Master Server
nisinit E|

To Initialize a Parent Server

[ Fg ¥l [Dll [N] parent_domain_host... ]
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Description

The nisinit command initializes a workstation to be an NIS+ client. As with the rpc.nisd command, you
don’t need any access rights to use the nisinit command, but you should be aware of its prerequisites and

related tasks.

Flags

-C Initializes the machine to be a NIS+ client. There are three initialization options available: initialize by coldstart,
initialize by hostname, and initialize by broadcast. The most secure mechanism is to initialize from a trusted
coldstart file. The second option is to initialize using a hostname that you specify as a trusted host. The third
method is to initialize by broadcast and it is the least secure method.

-Ccoldstart

Causes the file coldstart to be used as a prototype coldstart file when initializing a NIS+
client. This coldstart file can be copied from a machine that is already a client of the NIS+
namespace. For maximum security, an administrator can encrypt and encode (with
uuencode(1C)) the coldstart file and mail it to an administrator bringing up a new machine.
The new administrator would then decode (with uudecode), decrypt, and then use this file
with the nisinit command to initialize the machine as an NIS+ client. If the coldstart file is
from another client in the same domain, the nisinit command may be safely skipped and the
file copied into the /var/nis directory as /var/nis/NIS_COLD_START.

-Hhostname

-kkey_domain

Specifies that the host hostname should be contacted as a trusted NIS+ server. The nisinit
command will iterate over each transport in the NETPATH environment variable and attempt
to contact rpcbind on that machine. This hosthame must be reachable from the client
without the name service running. For IP networks this means that there must be an entry in
letc/hosts for this host when nisinit is invoked.

Specifies that the nisinit command should use an IP broadcast to locate a NIS+ server on
the local subnet. Any machine that is running the NIS+ service may answer. No guarantees
are made that the server that answers is a server of the organization’s namespace. If this
flag is used, it is advisable to check with your system administrator that the server and
domain served are valid. The binding information can be written to the standard output using

the Inisshowcache| command.

Note: nisinit -c will just enable navigation of the NIS+ namespace from this client. To
make NIS+ your name service, modify the file /etc/nsswitch.conf to reflect that.

Specifies the domain where root’s credentials are stored. If it is not
specified, then the system default domain is assumed. This domain name is
used to create the /var/nis/NIS_COLD_START file.

-pYIDINparent_domain host... Initialize on a root server a /var/nis/data/parent.object to make this domain

a part of the namespace above it. Only root servers can have parent
objects. A parent objects describes the namespace above the NIS+ root. If
this is an isolated domain, this flag should not be used. The argument to
this flag tells the command what type of name server is serving the domain
above the NIS+ domain. When clients attempt to resolve a name that is
outside of the NIS+ namespace, this object is returned with the error
NIS_FOREIGNNS indicating that a namespace boundary has been reached. It
is up to the client to continue the name resolution process.

The parameter "parent_domain” is the name of the parent domain in a
syntax that is native to that type of domain. The list of host names that
follow the domain parameter are the names of hosts that serve the parent
domain. It there is more than one server for a parent domain, the first host
specified should be the master server for that domain.
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Y Specifies that the parent directory is a NIS version 2 domain.
D Specifies that the parent directory is a DNS domain.

N parent_domain_host...
Specifies that the parent directory is another NIS+ domain. This flag is useful for connecting
a pre-existing NIS+ subtree into the global namespace.

-r Initializes the machine to be a NIS+ root server. This flag creates the file /var/nis/data/root.object and initializes
it to contain information about this machine. It uses the sysinfo(2) system call to retrieve the name of the
default domain.

Examples

1. To initialize a client, use:

nisinit -c -B
nisinit -c -H hostname
nisinit -c -C filename

2. To initialize a root master server, use:
nisinit -r
Initializing a Client
3. You can initialize a client in three different ways:
* By host name
* By broadcast
* By cold-start file

Note:Each way has different prerequisites and associated tasks. For instance, before you can
initialize a client by host name, the client’s /etc/hosts file must list the host name you will use
and nsswitch.conf file must have files as the first choice on the hosts line. Complete
instructions for each method, including prerequisites and associated tasks, are provided in
[Initializing an NIS+ Clienf| . Following is a summary of the steps that use the nisinit command.

4. To initialize a client by host name, use the -¢ and -H options, and include the name of the server from
which the client will obtain its cold-start file:

nisinit -c -H hostname

5. To initialize a client by cold-start file, use the -c and -C options, and provide the name of the cold-start
file:

nisinit -c -C filename

6. To initialize a client by broadcast, use the -¢ and -B options:
nisinit -c -B
Initializing the Root Master Server

7. To initialize the root master server, use the nisinit -r command:

nisinit -r
Files
Ivar/nis/NIS_COLD_START This file contains a list of servers, their transport addresses, and their
Secure RPC public keys that serve the machine’s default domain.
Ivar/nis/data/root.object This file describes the root object of the NIS+ namespace. It is standard

XDR-encoded NIS+ directory object that can be modified by authorized
clients using the nis_maodify() interface.

Ivar/nis/data/parent.object This file describes the namespace that is logically above the NIS+
namespace. The most common type of parent object is a DNS object. This
object contains contact information for a server of that domain.

letc/hosts Internet host table.
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Related Information
The command, and command.

nisin Command

Purpose
Creates symbolic links between NIS+ objects and table entries.

Syntax
nisin | [ [ [source] [targef] ]

Description

The nisln command links objects to objects, or links objects to table entries. All NIS+ administration
commands accept the -L flag, which directs them to follow links between NIS+ objects.

To create a link to another object or entry, you must have modify rights to the source object; that is, the
one that will point to the other object or entry.

Notes:
1. Alink cannot be created if it originates with a table entry.

2. Never link a cred table. Each org_dir directory should have its own cred table. Do not use a link
to some other org_dir cred table.

Flags

-L Follows link. If the source is itself a link, the new link will not be linked to it, but
to that link’s original source.

-D Specifies a different set of defaults for the linked object. Defaults are described in
[Specifying Nondefault Security Values at Creation Time|

Example

To create a link between objects, specify both object names: first the source, and then the target. To
create links between objects and entries use indexed names.

nisin source-object target-object
nisin [column=value,...],tablename target-object

nislog Command

Purpose
The nislog command displays the contents of the transaction log.

Syntax
nislog [ Fh| num 1 num 1 [[v]1 [dlirecton)...
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Description
The nislog command displays the contents of the transaction log.

Each transaction consists of two parts: the particulars of the transaction and a copy of an object definition.

Here is an example that shows the transaction log entry that was made when the wiz.com. directory was
first created. XID refers to the transaction ID.

rootmaster# /usr/sbin/nislog -h 1
NIS Log printing facility.
NIS Log dump:
Log state : STABLE
Number of updates : 48
Current XID : 39
Size of log in bytes : 18432
*%%|JPDATES#**@0CCERCCEARREEATRANSACTIONCRRREEEREEERRE#00000,
XID : 1
Time : Wed Nov 25 10:50:59 1992
Directory : wiz.com.
Entry type : ADD Name
Entry timestamp : Wed Nov 25 10:50:59 1992

Principal : rootmaster.wiz.com.

Object name : org_dir.wiz.com.
................... Object.veeii i,
Object Name : org_dir
Owner : rootmaster.wiz.com.

Group : admin.wiz.com.
Domain : wiz.com.

Access Rights : r---rmcdr---r---
Time to Live : 24:0:0

Object Type : DIRECTORY

Name : “org_dir.wiz.com.'

Type: NIS

Master Server : rootmaster.wiz.com.

@EEERECEREEERATRANSACTIONEGRECCRRECRRECE
#00000, XID : 2

Flags

-h num Display transactions starting with the head (beginning) of the log. If the number is omitted, the display
begins with the first transaction. If the number 0 is entered, only the log header is displayed

-t num Display transactions starting backward from the end (tail) of the log. If the number is omitted, the

display begins with the last transaction. If the number 0 is entered, only the log header is displayed
-v Verbose mode

nisls Command

Purpose
Lists the contents of an NIS+ directory.

Syntax
nisls [[d11Fd 1 TH]1 (Y1 (Fm]1 (™)1 (FR]1 T Directory... ]
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Description

The nisls command writes to standard output the contents of each directory specified in the parameter
that is an NIS+ directory. If Directory specifies any other NIS+ object that is not a directory, nisls simply
echoes the object’s name. If no directory is given as a parameter, the first directory in the search path, the
default, is listed (see .

Flags
-d Treats an NIS+ directory like other NIS+ objects instead of listing its contents.
-g Displays group owner instead of owner when using the -l flag to list in long format.

-l Lists in long format. The -l flag displays additional information about the Directory such as its type, creation
time, owner, and permission rights.

-L Indicates that links are to be followed. If Directory actually points to a link, it is followed to a link object.

-m Displays modification time instead of creation time when using the -l flag to list contents in long format.

-M Specifies that the master server of the named directory returns the standard output of the nisls command.
Using the -M flag guarantees that the most current information is listed.

-R Lists directories recursively. The -R flag displays the contents of each subdirectory contained in the directory

specified in Directory.

Environment
NIS_PATH Searches each directory specified until the object is found if the NIS+ directory name is not fully
qualified (see .

Exit Status

0 Successful completion.
1 An error occurred.
Examples

1. To list in short format the contents of org.com., including its subdirectories, enter:
nisls -R org.com.

2. To display detailed information about rootmaster.org.com., including when it was last modified, enter:
nisls -Tm rootmaster.org.com.

Related Information
The command, command, command, and [nistbladm| command.

nismatch Command

Purpose
Utility for searching NIS+ tables.

Syntax
nismatch [[A]] [F]1 [[h]1 (M1 (Fo]1 [[R1 (M1

DESCRIPTION

The command nisgrep differs from the nismatch command in its ability to accept regular expressions for
the search criteria rather than simple text matches.
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Because nisgrep uses a callback function, it is not constrained to searching only those columns that are
specifically made searchable at the time of table creation. This makes it more flexible, but slower, than
nismatch.

In nismatch, the server does the searching; wheareas in nisgrep, the server returns all the readable
entries and then the client does the pattern-matching.

In both commands, the parameter tablename is the NIS+ name of the table to be searched. If only one
key or key pattern is specified without the column name, then it is applied searching the first column.
Specific named columns can be searched by using the syntax.

When multiple columns are searched, only entries that match in all columns are returned. This is the
equivalent of a logical join operation. nismatch accepts an additional form of search criteria, which is a
NIS+ indexed name of the form:

Flags

-A Return the data within the table and all of the data in tables in the initial table’s concatenation path.
-C Print only a count of the number of entries that matched the search criteria.

-h Display a header line before the matching entries that contains the names of the table’s columns.

-M Master server only. Send the lookup to the master server of the named data. This guarantees that the most up
to date information is seen at the possible expense that the master server may be busy.

-0 Display the internal representation of the matching NIS+ object(s).

-P Follow concatenation path. Specify that the lookup should follow the concatenation path of a table if the initial
search is unsuccessful.

-V Do not suppress the output of binary data when displaying matching entries. Without this option binary data is

displayed as the string “\s-1BINARY\sO* .

1. 0 - Successfully matches some entries.

2. 1 - Successfully searches the table and no matches are found.
3. 2 - An error condition occurs. An error message is also printed.

Examples

1. This example searches a table named passwd in the org_dir subdirectory of the zotz.com.domain. It
returns the entry that has the username of skippy.
In this example, all the work is done on the server.
nismatch\ name=skippy\ passwd.org_dir.zotz.com.

2. This example is similar to the one above except that it uses nisgrep to find all users in the table
named passwd that are using either ksh (1) or csh (1).
nisgrep\ 'shell=[ck]sh'\ passwd.org dir.zotz.com.

3. NIS_PATH - If this variable is set, and the NIS+ table name is not fully qualified, each directory
specified will be searched until the table is found (see [nisdefaults} [niscat} [nisls| and |nistbladm).

Related Information

The command, command, |niscatf command, command, and [nistbladm|

command.

nismkdir Command

Purpose
Creates non-root NIS+ directories.
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Syntax
nismkdir | Defaults ][ [m| MasterHost | || ReplicaHost ] DirName

Description

The nismkdir command creates subdirectories within an existing domain. It can also create replicated
directories. Without any flags, the nismkdir command creates a subdirectory with the same master server
and replica servers as its parent directory’s. In addition, the nismkdir command can add a replica to an
already existing directory.

A host that serves an NIS+ directory must be an NIS+ client in a directory above the one being served.
The only exception is a root NIS+ server that acts as both client and server to the same NIS+ directory.

If the host’s default domain is not the domain where the nismkdir command is executed, then the host
name specified in the parameter with the -s or -m flags must be fully qualified.

Note: You should use the nisserver command to create an NIS+ domain that consists of the named
directory with the org_dir and group_dir.

Flags

-m MasterHost If the directory named by the DirName parameter does not yet exist, then the -m flag
creates the new directory with MasterHost as its master server. If the directory named by
DirName does exist, then the host named by the MasterHost parameter becomes its
master server.

Note: To create a directory you must have create rights to the parent directory on that
domain master server.

-s ReplicaHost Adds a nonroot NIS+ directory and its master server to an existing system. Also, the -s flag
can assign a new replica server to an existing directory. If DirName already exists, then the
nismkdir command does not recreate it. Instead, it only assigns the new replica server to
that existing directory.

After invoking the -s flag, you must run the nisping command from the master server on
the directory that was added or assigned the replica server. You should include a nisping
command for each directory in its master server’s cron file so that it is pinged at least once
every 24 hours before being updated.

Notes:

1. You cannot assign a server to support its parent domain, unless it belongs to the
root domain.

2. Always run the nismkdir command on the master server. Never run nismkdir on
the replica server. Running nismkdir on the replica server causes communication
problems between the master and the replica.
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-D Defaults

Environments
NIS_DEFAULTS

NIS_PATH

Exit Status

Specifies a different set of defaults for the new directory. The defaults string is a series of
tokens each separated by a colon. These tokens represent the default values to be used
for the generic object properties:

ttlI=Time
Sets the default time-to-live for objects created by the nismkdir command. The
value Time is specified in the format defined by the nischttl command. The default
value is 12h (12 hours).

owner=0wnername
Specifies that the NIS+ principal Ownername should own the created object. The
default for this value is the principal who is executing the command.

group=Groupname
Specifies that the group Groupname should be the group owner for the object
created. The default value is NULL.

access=Rights
Specifies the set of access rights to be granted for the created object. The value
Rights must be given in the format defined by the nischmod command. The
default value is —rmcdr—-r—-.

Contains a defaults string that overrides the NIS+ standard defaults. If the -D flag is invoked
then those values override both the NIS_DEFAULTS variable and the standard defaults.

If the NIS+ directory name is not fully qualified, searches all directories specified until the
directory is found (see .

This command returns the following the exit values:

0 Successful completion.
1 An error occurred.
Examples

1. To create the new directory bar under the abc.com. domain that shares the same master and replicas
as the abc.com. directory, enter:

nismkdir def.abc.com.

2. To create the new directory def.abc.com. that is not replicated under the abc.com. domain, enter:
nismkdir\ \-m myhost.abc.com.\ def.abc.com.

3. To add a replica server of the def.abc.com. directory, enter:
nismkdir\ \-s replica.abc.com.\ def.abc.com.

Files

Related Information

The [nischmod command, jnisdefaults| command, command, command, and

command.
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nismkuser Command

Purpose
Creates a new NIS+ user account.

Syntax

nismkuser [ Attribute=Value ... | Name

Description

The nismkuser command creates a NIS+ user entry in the NIS+ domain. The Name parameter must be a
unique 8-byte or less string. You cannot use the ALL or default keywords in the user name. By default,
the nismkuser command creates a standard user account. To create an administrative user account,
specify the -a flag.

Note: You cannot use the nismkuser command to add users to an NIS+ groups. Use the
nisgrpadm command to perform this function.

The nismkuser command will allow the input of the NIS+ user password at the time of user creation. |If
no password is given at user creation time, the NIS+ user's LOCAL and DES cred is created with the
password nisplus. Later, passwords may be set or reset with the passwd command. New accounts are
not disabled and are active after the nismkuser command completes.

Notes:

1. Although this command allows the user to set the "home” directory for the NIS+ user, no actual
physical directory is created if the directory does not already exist.

2. You need to have a group in group.org_dir with the gid that matches the new users gid first
before you can add a user. The default gid for nismkuser is 1.

You can use the Web-based System Manager Users application or the System Management Interface Tool
(SMIT) to run this command (under the NIS+ administration area).

Restrictions on Creating User Names

To prevent login inconsistencies, you should avoid composing user names entirely of uppercase alphabetic
characters. While the nismkuser command supports multi-byte user names, it is recommended that you
restrict user names to characters with the POSIX portable filename character set.

To ensure that your user database remains uncorrupted, you must be careful when naming users. User
names must not begin with a - (dash), + (plus sign), @ (at sign), or ~ (tilde). You cannot use the keywords
ALL or default in a user name. Additionally, do not use any of the following characters within a user-name
string:

Dot
: Colon
" Double quote
Pound sign
Comma
Equal sign
Back slash
Slash
Question mark
Single quote
Back quote

B3
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Attention: You will not be allowed to create a NIS+ user with the identical name of a pre-existing
NIS+ client or server name.

Finally, the Name parameter cannot contain any space, tab, or new-line characters.

Parameters

Attribute=Value Initializes a user attribute. Refer to the command for the valid attributes and
values.

Name Specifies a unique 8-byte or less string.

Valid Parameters

nismkuser will allow an administrator to enter the same attributes and parameters as you would with the
mkuser command. However, only the following parameters will be used by the nismkuser command (the
others will be ignored and not considered an error):

id, pgrp, gecos, shell, home, minage, maxage, maxexpired, password, pwdwarntime.

Security

Access Control: This command should grant execute (x) access only to the root user and members of the
security group. This command should be installed as a program in the trusted computing base (TCB). The
command should be owned by the root user with the setuid (SUID) bit set.

Auditing Events:

Event Information

USER_Create user

Examples

1. To create the davis user account with the default values in the /usr/lib/security/nismkuser.default
file, enter:

nismkuser davis
2. To create the davis user account and set the su attribute to a value of false, enter:
nismkuser su=false davis

Files

/usr/bin/nismkuser Contains the nismkuser command.

Related Information

The fchfn|command, [chgroup|command, [ch command, [chsh|command, lchuserf command,
Isgroup| command, [lsuseqf command, [Imkgroup| command, [passwd| command, [pwdadm| command,
rmgroup| command, [rmuser| command, command, command.

For more information about the identification and authentication of users, discretionary access control, the
trusted computing base, and auditing, refer to |Securing the networkl in the Security.

For more information about administrative roles, refer to |Users, roles, and passwords| in theSecurity.

For information on installing the Web-based System Manager, see |Chapter 2: Installation and System|
in AIX 5L Version 5.3 Web-based System Manager Administration Guide.
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nisping Command

Purpose

Pings replica servers, telling them to ask the master server for updates immediately. When a replica
responds, nisping updates the replica’s entry in the root master server’'s niscachemgr cache file,
Ivar/nis/NIS_SHARED_DIRCACHE.

Note: The replicas normally wait a couple of minutes before executing this request.

Syntax
To Display the Time of the Last Update

nisping [ |u| domain ]

To Ping Replicas
nisping [|E hostname | [domain]

To Checkpoint a Directory
nisping [@ hostname | [domain ]

Description

Before pinging, the command checks the time of the last update received by each replica. If it is the same
as the last update sent by the master, it does not ping the replica.

The nisping command can also checkpoint a directory. This consists of telling each server in the directory,
including the master, to update its information on disk from the domain’s transaction log.

Flags

-u domain Display the time of the last update; no servers are sent a ping.

-H hostname Only the host hostname is sent the ping, checked for an update time, or
checkpointed.

-C hostname Send a request to checkpoint rather than a ping to each server. The servers
schedule to commit all the transactions to stable storage.

Examples

Displaying the Time of the Last Update
Use the -u flag. It displays the update times for the master and replicas of the local domain, unless you
specify a different domain name. It does not perform a ping.

/usr/1ib/nis/nisping -u [domain]

Here is an example:

rootmaster# /usr/1ib/nisping -u org_dir
Last updates for directory wiz.com.:
Master server is rootmaster.wiz.com.
Last update occurred at Wed Nov 25 10:53:37 1992
Replica server is rootreplical.wiz.com.
Last update seen was Wed Nov 25 10:53:37 1992

Pinging Replicas
You can ping all the replicas in a domain, or one in particular. To ping all the replicas, use the command
without options:

/usr/lib/nis/nisping
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To ping all the replicas in a domain other than the local domain, append a domain name:
/usr/1ib/nis/nisping domainname

Here is an example that pings all the replicas of the local domain, wiz.com.:

rootmaster# /usr/1ib/nis/nisping org_dir
Pinging replicas serving directory wiz.com.:
Master server is rootmaster.wiz.com.
Last update occurred at Wed Nov 25 10:53:37 1992
Replica server is rootreplical.wiz.com.
Last update seen was Wed Nov 18 11:24:32 1992

Pinging ... rootreplical.wiz.com.

Since the update times were different, it proceeds with the ping. If the times had been identical, it would
not have sent a ping.

You can also ping all the tables in all the directories on a single specified host. To ping all the tables in all
the directories of a particular host, us the -a flag:

/usr/1ib/nis/nisping -a hostname

Checkpointing a Directory
To checkpoint a directory, use the -C flag:

/usr/Tib/nis/nisping -C directory-name

All the servers that support a domain, including the master, transfer their information from their .log files to
disk. This erases the log files and frees disk space. While a server is checkpointing, it will still answer
requests for service, but it will be unavailable for updates.

Here is an example of nisping output:

rootmaster# /usr/1ib/nis/nisping -C
Checkpointing replicas serving directory wiz.com. :
Master server is rootmaster.wiz.com.

Last update occurred at Wed May 25 10:53:37 1995
Master server is rootmaster.wiz.com.
checkpoint has been scheduled with rootmaster.wiz.com.
Replica server is rootreplical.wiz.com.

Last update seen was Wed May 25 10:53:37 1995
Replica server is rootreplical.wiz.com.
checkpoint has been scheduled with rootmaster.wiz.com.

nispopulate Command

Purpose
Populates the NIS+ tables in a NIS+ domain.

Syntax
nispopulate [Y] | % (F1 tFnl1 tFd 1 (R S| 0 12 1 (1] network_passwd 1 [ Fd| NiS+_domain 1 Fh
[

NIS_server_host NIS_server_addr ]}yl NIS_domain [ table] ...

nispopulate [F|[[X]1[[1 [Ful1([v1([S|o 1 21 [Fd NiS+_domain | [ network_passwd 1 [[p]

directory_path ] [ table] ...

nispopulate[@] [E] [] [E NIS+_domain ] [E| network_passwd | [ hosts | passwd ]
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Description

The nispopulate command can be used to populate NIS+ tables in a specified domain from their
corresponding files or NIS maps. The nispopulate command assumes that the tables have been created

either through the command or the command.

The table argument accepts standard names and non-standard key-value type tables. See for
more information on key-value type tables. If the table argument is not specified, nispopulate will
automatically populate each of the standard tables. These standard (default) tables are: auto_master,
auto_home, ethers, group, hosts, networks, passwd, protocols, services, rpc, netmasks,
bootparams, netgroup, aliases, and shadow.

Note: The shadow table is only used when populating from files. The non-standard tables that
nispopulate accepts are those of key-value type. These tables must first be created manually with
the nistbladm| command.

Use the first syntax (@ to populate NIS+ tables from NIS maps. The nispopulate command uses the
command to transfer the NIS maps from the NIS servers to the /var/lyp/NIS_domain directory on the
local machine. Then, it uses these files as the input source.

Note: NIS_domain is case sensitive. Make sure there is enough disk space for that directory.

Use the second syntax (E[) to populate NIS+ tables from local files. The nispopulate command will use
those files that match the table name as input sources in the current working directory or in the specified
directory.

When populating the hosts and passwd tables, the nispopulate command will automatically create the
NIS+ credentials for all users and hosts that are defined in the hosts and passwd tables, respectively. A
network password is required to create these credentials. This network password is used to encrypt the
secret key for the new users and hosts. This password can be specified using theB flag or it will use the
default password, nisplus. This nispopulate will not overwrite any existing credential entries in the
credential table. Useto overwrite the entries in the credential table. It creates both LOCAL and
DES credentials for users and only DES credentials for hosts. To disable automatic credential creation,
specify the [S 0| flag.

The third syntax (@ is used to populate NIS+ credential table with level 2 authentication (DES) from the
passwd and hosts tables of the specified domain. The valid table arguments for this operation are passwd
and hosts. If this argument is not specified, then it will use both passwd and hosts as the input source.

If nispopulate was earlier used with the@ flag, then no credentials were added for the hosts or the
users. If later the site decides to add credentials for all users and hosts, then this (@) flag can be used to
add credentials.

The nispopulate command normally creates temporary files in the directory /tmp. You may specify
another directory by setting the environment variable TMPDIR to your chosen directory. If TMPDIR is not a
valid directory, then nispopulate will use /tmp.

Flags

-a NIS_server_addr Specifies the IP address for the NIS server. This flag is
only used with the [Y]flag.

-C Populates the NIS+ credential table from passwd and
hosts tables using DES authentication (security level 2).

-d NIS+_domain. Specifies the NIS+ domain. The default is the local
domain.

-F Populates NIS+ tables from files.
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-f

-h NIS_server_host

-l network_passwd

-n

-p directory_path

-S012

=u

=V
=X

-Y
-y NIS_domain

Examples

Forces the script to populate the NIS+ tables without
prompting for confirmation.

Specifies the NIS server hostname from where the NIS
maps are copied from. This is only used with theflag.
This host must already exist in either the NIS+ hosts
table or /etc/hosts file. If the hostname is not defined, the
script will prompt you for its IP address, or you can use
the E|f|ag to specify the address manually.

Specifies the network password for populating the NIS+
credential table. This is only used when you are
populating the hosts and passwd tables. The default
passwd is nisplus.

Does not overwrite local NIS maps in var/yp/NISdomain
directory if they already exist. The default is to overwrite
the existing NIS maps in the local /var/yp/NISdomain
directory. This is only used with them flag.

Specifies the directory where the files are stored. This is
only used with the tF flag. The default is the current
working directory.

Specifies the authentication level for the NIS+ clients.
Level 0 is for unauthenticated clients, and no credentials
will be created for users and hosts in the specified
domain. Level 2 is for authenticated (DES) clients, and
DES credentials will be created for users and hosts in the
specified domain. The default is to set up with level 2
authentication (DES). There is no need to run the
nispopulate command with the -C flag for level 0
authentication.

Updates the NIS+ tables (that is, adds, deletes, modifies)
from either files or NIS maps. This flag should be used to
bring an NIS+ table up to date when there are only a
small number of changes. The default is to add to the
NIS+ tables without deleting any existing entries. Also, see
the E|flag for updating NIS+ tables from existing maps in
the /varl/yp directory.

Runs the script in verbose mode.

Turns the "echo” mode on. The script just prints the
commands that it would have executed. The commands
are not actually executed. The default is off.

Populates the NIS+ tables from NIS maps.

Specifies the NIS domain to copy the NIS maps from. This
is only used with the@ flag. The default domainname is
the same as the local domainname.

1. To populate all the NIS+ standard tables in the domain xyz.ibm.com. from NIS maps of the yp.ibm.com
domain as input source where host yp_host is a YP server of yp.ibm.com, enter:

/usr/1ib/nis/nispopulate -Y -y yp.ibm.COM -h yp_host -d xyz.ibm.com.
2. To update all of the NIS+ standard tables from the same NIS domain and hosts shown above, enter:
/usr/1ib/nis/nispopulate -Y -u -y yp.ibm.COM -h yp_host -d xyz.ibm.com.

3. To populate the hosts table in domain xyz.ibm.com. from the hosts file in the /var/nis/files directory
and using somepasswd as the network password for key encryption, enter:

/usr/1ib/nis/nispopulate -F -p /var/nis/files -1 somepasswd hosts

4. To populate the passwd table in domain xyz.ibm.com. from the passwd file in the /var/nis/files
directory without automatically creating the NIS+ credentials, enter:
/usr/1ib/nis/nispopulate -F -p /var/nis/files -d xys.ibm.com. -S 0 passwd

184  AIX 5L Version 5.3 Commands Reference, Volume 4



5. To populate the credential table in domain xyz.ibm.com. for all users defined in the passwd table,
enter:

/usr/1ib/nis/nispopulate -C -d xys.ibm.com. passwd

6. To create and populate a non-standard key-value type NIS+ table, private, from the file
Ivar/nis/files/private: (nispopulate assumes that the private.org_dirkey-value type table has already
been created), enter:
/usr/bin/nistbladm -D access=og=rmcd,nw=r \

-c private key=S,nogw= value=,nogw= private.org.dir
/usr/1ib/nis/nispopulate -F -p /var/nis/files private

Files

letc/hosts Local host name database
Ivarlyp NIS (YP) domain directory
Ivar/nis NIS+ domain directory

Related Information

The [nistbladm| command, |saddcre command, |sadden command,command, nisserve
command, jnissetup| command, [rpc.nisd| command, [ypxfr] command.

nisrm Command

Purpose
Removes NIS+ objects from the namespace.

Syntax
nisrm [ [ 1[ [ ] Obj_name...

Description

The nisrm command removes NIS+ objects from the NIS+ namespace. The nisrm command fails if the
NIS+ master server is not running.

Notes: nisrm does not remove directories (see the nisrmdir command) nor non-empty tables (see
the nistbladm command).

-i Sets the nisrm command in interactive mode. With the -i flag the nisrm command asks for confirmation before
removing the specified object. If the object’s name is not fully qualified then the -i flag is forced, preventing the
unintended removal of another object.

-f Sets the nisrm command in force mode. If nisrm fails because you do not have the necessary permissions,
nischmod is invoked and the removal is attempted again. If nisrm fails, it does not return an error message.

Examples

1. To remove the objects xyz, abc, and def from the namespace, enter:
nisrm xyz abc def

Environment

NIS_PATH With this variable set, if the NIS+ object name is not fully qualified, nisrm searches each directory
indicated until the object is found.
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Exit Status

0 Successful completion.
1 An error occurred.

Related Information
The command, jnisdefaults command, command, command, and the [rm|

command.

nisrmdir Command

Purpose
Removes NIS+ objects from the namespace.

Syntax
nisrmdir | El 11 E| 110 |§| Hostname | Dirname

Description

The nisrmdir command removes existing NIS+ directories and subdirectories. The nisrmdir command
can also remove replicas from serving a directory.

The nisrmdir command modifies the object that describes the directory (indicated in the parameter
Dirname), then notifies each replica to remove it. If this notification fails, then the directory object is
returned to its original state unless the -f flag is used.

nisrmdir fails if the NIS+ master server is not running.

-i Sets the nisrmdir command in interactive mode. With the -i flag, the nisrm command asks for
confirmation before removing the specified object. If the directory’s name in Dirname is not fully
qualified, then the -i flag is forced, preventing the unintended removal of another directory.

-f Sets the nisrm command in force mode. The -f flag forces nisrmdir to succeed even though
the command might not be able to contact the affected replica servers. Use this flag when you
know that a replica is down and cannot respond to the removal notification. When the replica is
finally rebooted, it reads the updated directory object, notes that it is no longer a replica for
Dirname, and therefore, stops responding to lookups for that directory.

Note: You can clean up the files that held the removed directory by manually removing
the appropriate files in the /var/nis directory.
-s Hostname Specifies that the server Hostname should be removed as a replica for the directory Dirname. If
the -s flag is not used, then all replicas and the master server for Dirname are removed and
the directory removed from the namespace.

Examples

1. To remove the directory xyz under the abc.com. domain, enter:
nisrmdir xyz.abc.com.

2. To remove a replica serving the directory xyz.abc.com., enter:
nisrmdir -s replica.abc.com xyz.abc.com.

3. To force the removal of the directory xyz.abc.com. from the namespace, enter:
nisrmdir -f xyz.abc.com.
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Environment

NIS_PATH With this variable set, if the NIS+ directory name is not fully qualified, nisrmdir searches each
directory indicated until the directory is found.

Exit Status

0 Successful completion.
1 An error occurred.

Related Information
The command and the command.

nisrmuser Command

Purpose
Removes a NIS+ user account.

Syntax

nisrmuser Name

Description

The nisrmuser command removes the NIS+ user account identified by the Name parameter. This
command removes a user’s attributes without removing the user’'s home directory and files. The user
name must already exist as a string of 8 bytes or less.

Only the root user can remove administrative users. Administrative users are those users with admin=true
set in the /etc/security/user file.

You can use the Web-based System Manager Users application or System Management Interface Tool
(SMIT) to execute this command within the NIS+ administration section.

Security

Access Control: This command should grant execute (x) access only to the root user and members of the
security group. This command should be installed as a program in the trusted computing base (TCB). The
command should be owned by the root user with the setuid (SUID) bit set.

Auditing Events: ;

Event Information
USER_Remove user
Examples

1. To remove the user davis account and its attributes from the local system, enter:

nisrmuser davis

Files

/usr/sbin/nisrmuser Contains the nisrmuser command.
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Related Information
The command, chgrpmem| command, [chsh] command, _m: comman'ﬂm command,
passwd

Isgroup| command, [lsuserf command, [mkgroup| command, [mkuser|command, command,
pwdadm| command, rmgroup|command, |setgroups| command, [setsenv] command.

For more information about the identification and authentication of users, discretionary access control, the
trusted computing base, and auditing, refer to|Securing the networkin the Security.

For more information about administrative roles, refer to|Users, roles, and passwords]in the Security.

For information on installing the Web-based System Manager, see |Chapter 2: Installation and Systerr‘l
in AIX 5L Version 5.3 Web-based System Manager Administration Guide.

nisserver Command

Purpose
Sets up NIS+ servers.

Syntax

To set up a root master server
Iusr/lib/nis/nisserverE[ Domain 10 E 11 El GroupName 1] [ E| Password ]| E 11 El 11 ]

To set up a non-root master server
fust/lib/nis/nisserver [[M|Fd| Domain [ [ ][ [g] GroupName [ [-h| HostName 11 FM 11 BX 11 FY] ]

To set up a replica server
lust/lib/nis/nisserver [-R|[ Fd| Domain [ [ 1[ Fh HostName 11 IV 11 [ 11 Y]

Description

The nisserver command is a shell script used to set up root master, non-root master, and replica NIS+
servers with level 2 security (DES).

When setting up a new domain, this script creates the NIS+ directories (including groups_dir and
org_dir) and system table objects for the domain specified in Domain. However, nisserver does not

populate tables with data. Use to populate tables.

The -r flag is used to set up a root master server. In order to use this flag, you must be a superuser on the
server where nisserver is executing. The -M flag is used to set up a non-root master server for the
specified domain. To use this flag you must be an NIS+ principal on an NIS+ machine and have write
permission to the parent directory of Domain. The new non-root master server must already be an NIS+
client (see thecommand) with the daemon running. The -R flag is used to set up a
replica server for both root and non-root domains. You must be an NIS+ principal on an NIS+ server and
have write permission to the parent directory of the domain being replicated.

Flags

-d Domain Specifies the NIS+ domain. The default is your local domain.

-f Forces the NIS+ server setup without prompting for confirmation.

-g GroupName Specifies the NIS+ group for the new domain. The -g flag is invalid with the -R flag. The

default group is admin.
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-h HostName Specifies the host name for the NIS+ server. The server must be a valid host in the local
domain. Use a fully qualified host name to specify a host outside of your local domain. The -h
flag is only valid for setting up non-root master or replica servers. The default for the master
server is to use the same list of servers as the parent domain’s. The default for the replica
server is to use the local host name.

-l Password Specifies the network password for creating the credentials for the root master server. The -
flag is only valid with the -r flag. If you do not supply this flag, the nisserver script prompts
you for the login password.

-M Sets up the specified host as the master server. The rpc.nisd daemon must be running on
that host before you execute the nisserver command with the -M flag.

-R Sets up the specified host as the replica server. The rpc.nisd daemon must be running on
that host before you execute the nisserver command with the -M flag.

-r Sets up the server as the root master server.

-V Runs the script in verbose mode.

=X Turns the echo mode on.

-Y Sets up an NIS+ server with NIS-compatibility mode. The default is no NIS-compatibility
mode.

Examples

1. To set up a root master server for the domain abc.com., enter:
/usr/1ib/nis/nisserver -r -d abc.com.

2. To set up a replica server for the domain abc.com. on the host abcreplica, enter:
/usr/1ib/nis/nisserver -R -d abc.com.
/usr/1ib/nis/nisserver -R -d abc.com. -h abcreplica

3. To set up a non-root master server for the domain abc.xyz.com. on the host defhost with the NIS+
group name as admin-mgr.abc.xyz.com. enter:

/usr/lib/nis/nisserver -M -d abc.xyz.com.
/usr/1ib/nis/nisserver -M -d abc.xyz.com. -h defhost -g admin-mgr.abc.xyz.com.

4. To set up a non-root replica server for the domain abc.xyz.com. on defhost, enter:
/usr/1ib/nis/nisserver -R -d abc.xyz.com. -h defhost

Note: In each of the last three examples, the host must be an NIS+ client with the rpc.nisd
daemon running before executing the command string.

Related Information
The [nisaddcred] command, the [nisclient command, command, thcommand, the
nissetup rpc.nisd

Inismkdirf command, the |nispopulate] command, the command, and the daemon.

nissetup Command

Purpose
Initializes an NIS+ domain.

Syntax
lusr/lib/nis/nissetup [ EYl 1 NIS+Domain

Description

The nissetup command initializes a domain to serve clients and to store system administration
information. nissetup is a shell script that establishes an NIS+ domain to service clients needing to store
system administration information in the domain NIS+Domain. That domain should already exist before
executing nissetup (see nismkdir and nisinit for more information on how to create a domain).
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An NIS+ domain consists of an NIS+ directory and its subdirectories, org_dir and groups_dir. The
org_dir subdirectory stores system administration information and groups_dir stores information for group
access control.

nissetup creates the subdirectories org_dir and groups_dir in N/IS+Domain. Both org_dir and
groups_dir are replicated on the parent domain’s server. After the subdirectories are created, nissetup
creates the default tables that NIS+ serves:

* auto_master
* auto_home
* bootparams
* cred

* ethers

e group

* hosts

* mail_aliases
* netmasks

¢ networks

* passwd

» protocols

* rpc

* services and
* timezone

The nissetup script uses the nistbladm command to create those tables. You can easily customize the
script to add site-specific tables to be created at setup time.

Note: Although nissetup creates the default tables, it does not initialize them with data. Use the
nisaddent command to accomplish this.

Normally, the nissetup command is executed only once per domain.

Flags

=Y Specifies that the domain is served as both an NIS+ and an NIS domain. The -Y flag makes all the system
tables readable for unauthenticated clients; consequently, the domain is less secure.

Related Information

The command, the command, the command, and the command.

nisshowcache Command

Purpose
Prints out the contents of the shared cache file.

Syntax
lusr/lib/nis/nisshowcache [ [v] ]
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Description
The nisshowcache command prints out the contents of the per-server NIS+ directory cache shared by all

processes accessing NIS+ on the server. By default, nisshowcache only prints out the directory names in
the cache along with the cache header. The shared cache is maintained by the nis_cachemgr command.

Flags

-V Sets the nisshowcache command in verbose mode. With the -v flag, nisshowcache prints out the contents of
each directory object, including information on the server name and its universa addresses.

Files
/var/nis/NIS_SHARED_DIRCACHE contains the nisshowcache command.

Related Information
The command and the daemon.

nisstat Command

Purpose
Reports NIS+ server statistics.

Syntax
lusr/lib/nis/nisstat [ ﬂHostName 1[ DirName ]

Description

The nisstat command queries an NIS+ server for statistics about its operations. These statistics vary from
release to release and between implementations. Not all statistics are available from all servers. If you
request a statistic from a server that does not support it, nisstat simply returns unknown statistic.

By default, statistics are retrieved from the server(s) of the NIS+ directory for the default domain. If a
directory is specified in DirName, then that directory’s server is queried.

To retrieve a specific statistic, use one of these keywords:

root server Reports whether or not the server is a root server.

NIS compat mode Reports whether or not the server is running in NIS compat mode.

DNS forwarding in NIS mode Reports whether or not the server in NIS compat mode will forward host-lookup
calls to DNS.

security level Reports the security level of the default server or the server specified in
HostName.

serves directories Lists the directories served by the default server or the server specified in
HostName.
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Operations Returns results in the format

OP=opname:C=calls:E=errors:T=micros

opname
States the RPC procedure or operation.

calls States the number of calls to the RPC procedure made since the server
began running.

errors  States the number of errors that occurred while a call was being
processed.

micros States the average amount of time (in microseconds) to complete the
most recent 16 calls.

Directory Cache Reports the number of calls to the internal directory object cache, the number of
hits on that cache, the number of misses, and the hit rate percentage.

Group Cache Reports the number of calls to the internal NIS+ group object cache, the number
of hits on that cache, the number of misses, and the hit rate percentage.

Static Storage Reports the number of bytes the server allocated for its static storage buffers.

Dynamic Storage Reports the amount of heap the server process is currently using.

Uptime Reports the amount of time the service has been running.

Flags

-H HostName Indicates that only the server specified in HostName is queried by the nisstat command. By

default, all servers for the directory are queried. If HostName does not serve the directory, no
statistics are returned.

Environment
NIS_PATH If the NIS+: name is not fully qualified, searches each NIS+ directory specified until the directory is
found.

Related Information
The [nisdefaults| command.

nistbladm Command

Purpose
Administers NIS+ tables.

Syntax

To add or overwrite table entries
nistbladeI I [ @Defaults 1{ Col_name=Value... Tbl_name }

nistbladm[-a| | [A][ [D| Defaults 1{ Entry_Name }

Note: Entry_Name has the syntax [column=value],table.

To create an NIS+ table

nistbladm [-d [ [D]| Defaults 1[ [p| Path 1 [-s Sep | Type Col_name=[ [§ 11 11 |11 Bl 11 K]

[ Access ]... Tbl_name
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Note: The flags after Col_name must be comma separated.

Example:
nistbladm -c hobby tbl name=S,a+r,o+m hobby=S,a+r hobbies.abc.com.

To delete an entire NIS+ table
nistbladm Tbl_name

To edit table entries
nistbladm@ I @ Col_name=Value... Entry_name

To remove table entries
nistblade | { [ Col_name=Value... 1 Tbl_name }

nistblade I { Entry_name }

To update a table’s attributes
nistbladel[ ElPath 10 ElSep 11 E Type ][ Col_name=Access... | Tbl_name

Description

The nistbladm command is used to administer NIS+ tables. It performs five primary operations: creating
tables, deleting tables, adding table entries, modifying table entries, and removing table entries.

Though NIS+ does not restrict the size of tables or entries, the size of data affects the performance and
the disk space requirements of the NIS+ server. NIS+ is not designed to store huge amounts of data, such
as files. Instead, store pointers to files located on other servers. NIS+ can support up to 10,000 objects
totaling 10M bytes. If the you need more storage space, create the domain hierarchy, or use the data
stored in the tables as pointers to the actual data, instead of storing the actual data in NIS+.

To create a table, its directory must already exist and you must have create rights to that directory. You
must specify a table name, table type, and a list of column definitions. Type is a string that acts as a
standard by which NIS+ verifies that entries are of the correct type.

To delete a table, you must have destroy rights to the directory where it is stored. To modify entries,
whether adding, changing, or deleting, you must have modify rights to the tables or individual entries.

Flags

-a Adds a new entry to an NIS+ table. Create the entry’s contents by supplying
Col_name=Value pairs on the command line.

Notes:
1. You must specify a value for each column when adding an entry to an NIS+ table.

2. When entering the value string, enclose terminal characters in single quotation marks (')
or double quotation marks ("). Those characters are the equals sign (=), comma (,), left
bracket ([), right bracket (]), and space ( ). They are sparsed by NIS+ within an indexed
name.

With the -a flag, the nistbladm command reports an error if you attempt to add an entry
that would overwrite a pre-existing value in the desired column. The nistbladm command
does not automatically overwrite pre-existing entry values. (See the -A flag for information
about overwriting entries.)

-A Forces the nistbladm command to overwrite a pre-existing entry value. Even if Col_name
already contains a value, nistbladm overwrites the old value with the new value. Unlike
with the -a flag, the nistbladm command does not return an error.
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-¢ Tbl_name

-d Tbl_name

-D

-e Entry_name

-E Entry_name

-m
-r

Creates a new NIS+ table named in the parameter Tbl_name. When creating a table, you
must specify a table type, entry type, and a list of column definitions. The syntax for column
definitions is Col_name=[ Flags ][ Access ]. The parameter Flags can have these
possible values:

S Specifies that searches can be performed on the column’s values.

| Specifies that searches ignore the case of column values. This flag is only valid in
combination with the S flag.

Encrypts the column’s values.

B Sets the column’s values as binary data. If the B flag is not set, column values are
null-terminated ASCII strings. This flag is only valid in combination with the S flag.

X Sets the column’s values as XDR-encoded data. The X flag is only valid in
combination with the B flag.

The newly created table must contain at least one column in number and at least one
searchable column; in other words, if Tbl_name only has only one column, that column
must be searchable.

Deletes the entire table indicated in the parameter Tbl_name. The table must be empty
before you delete it. (Use the -R flag to delete a table’s contents.)

Specifies a set of defaults to be used when new objects are created. The defaults string is
a series of tokens separated by colons. These tokens represent the default values to be
used for the generic object properties.

ttl=Time
Sets the default time-to-live for objects created by the nistbladm command. The
value Time must be given in the format defined by the nischttl command. The
default value is 12 hours.

owner=0Ownername
Specifies that the NIS+ principal Ownername should own the created object. The
default value is the the same as the principal who executes the nistbladm
command to create the object.

group=Groupname
Specifies that the group Groupname should be the group owner for the object
created. The default value is NULL.

access=Rights
Specifies the set of access rights to be granted for the given object. The value
Rights must be given in the format defined by the nischmod command. The
default value is ——rmcdr—-r—-.
Edits the entry specified by Entry_name. Entry_name must uniquely identify only one single
entry. While editing the value of Entry_name, you can also change that entry’s indexed
name.
Note: If the entry’s new indexed name (resulting from the edit) matches that of another’s
entry, the nistbladm command fails and returns an error message.
Edits the entry specified by Entry_name. Entry_name must uniquely identify only one single
entry.
Note: If the new indexed name matches that of another entry, then the -E flag
automatically overwrites that existing entry with the entry just edited. So, in effect, two
entries are being replaced by one.
Same functionality as -E.
Removes an entry from a table. Either identify the entry by its indexed name in
Entry_value, or by a series of Col_name=Value pairs on the command line. With the -r flag,
the nistbladm command fails when the indexed name or the column=value pairs match
more than one entry.
Removes multiple entries from a table. The -R flag forces the nistbladm command to
remove all entries that match the criterion for removal. If that criterion is null—if you do not
specify column=value pairs or an indexed name—then all entries from the table are
removed.
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-U

Updates attributes of a table. This allows the concatenation path, separation character,
column access rights, and table type string of a table to be changed. Neither the number of
columns nor the number of searchable columns can be changed with this flag.

-p Path Specifies the table’s search path when creating or modifying a table. When you invoke the

nis_list function, you can specify the flag FOLLOW_PATH to tell the client library to
continue searching tables in Path if the search criteria does not yield any entries. The path
consists of an ordered list of table names separated by colons. The names in the path must
be fully qualified.

-s Sep Specifies the table’s separator character when creating or modifying a table. The separator

character is used by the niscat command when writing tables to standard output. The
purpose of the separator character is to separate column data when the table is in ASCII
form. The default value is a <space>.

-t Type Specifies the tables’s Type string when modifying a table.

Exit Status

0
1

Successful completion.
An error occurred.

Environment Variables

NIS_DEFAULTS Contains a defaults string that overrides the NIS+ standard defaults. However, if you specify

different values with the -D flag, then those values overrides both the NIS_DEFAULTS
variable and the standard defaults.

NIS_PATH If Tbl_name is not fully qualified, then setting this variable instructs nistbladm to search each

directory specified until the table is found.

Examples

1.

To create a table named hobbies in the directory abc.com. of the type hobby tb1 with two searchable
columns name and hobby, type:

nistbladm -c hobby tbl name=S,a+r,o+m hobby=S,a+r hobbies.abc.com.

The column name has read access for all (owner, group, and world) and modify access for only the
owner. The column hobby has read access for all but cannot be modified by anyone.

If access rights are not specified, then the table access rights would be either the standard defaults or
those specified by the NIS_DEFAULTS variable.

Too add entries to the hobbies table, type:
nistbladm -a name=bob hobby=skiing hobbies.abc.com.

nistbladm -a name=sue hobby=skiing hobbies.abc.com.

nistbladm -a name=ted hobby=swimming hobbies.abc.com.

To add the concatenation path, type:

nistbladm -u -p hobbies.xyz.com.:hobbies.def.com. hobbies
To delete skiing-enthusiasts from the table, type:
nistbladm -R hobby=skiing hobbies.abc.com.

Note: Using the -r flag in this example would fail because two entries contain the value skiing.
To create a table with a column that is named with no flags set, type:
nistbladm -c notes_tb1_ name=S,a+r,o+m note=notes.abc.com.
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This command string creates the table notes.abc.com. of the type notes_tb1 with the two columns,
name and note. The note column is not searchable.

Related Information

command, the ommand, the command, the command, the
MEE c

ommand, and the [nissetup| command.

nistest Command

Purpose
Returns the state of the NIS+ namespace using a conditional expression.

Syntax
nistest [ [[A]1 [FU11[M11[P]11(Fe]IF] Tye 1 Object

nistest [[-A]] [[-U] [[M]1 [ FP]] [Fa] Rights ] IndexedName

Description

The nistest command provides a way for shell scripts and other programs to test for the existence, type,
and access rights of objects and entries. Entries are named using indexed names (see the
command.)

Flags

-A Specifies that all of the data within the table and all of the data in tables in the
initial table’s concatenation path be returned. This flag is only valid when using
indexed names or following links.

-L Follow links. If the object named by Object or the tablename component of
IndexedName names a LINK type object, the link is followed when this switch is
present.

-M Specifies that the lookup should only be sent to the master server of the named

data. This guarantees that the most up to date information is seen at the possible
expense that the master server may be busy.

-P Specifies that the lookup should follow the concatenation path of a table if the
initial search is unsuccessful. This flag is only valid when using indexed names or
following links.

-a Rights Verifies that the current process has the desired or required access rights on the
named object or entries. The access rights are specified in the same way as the
command.

-t Type Tests the type of Object. The value of type can be one of the following:

G Return true if the object is a group object.

D Return true if the object is a directory object.
T Return true if the object is a table object.

L Return true if the object is a link object.

P Return true if the object is a private object.

RETURN VALUES

Success.
Failure due to object not present, not of specified type and/or no such access.
Failure due to illegal usage.

N = O
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Examples

1. When testing for access rights, nistest returns success (0) if the specified rights are granted to the
current user. Thus testing for access rights
nistest \-a w=mr skippy.domain

Tests that all authenticated NIS+ clients have read and modify access to the object named
skippy.domain.

2. Testing for access on a particular entry in a table can be accomplished using the indexed name
syntax. The following example tests to see if an entry in the password table can be modified.

nistest \-a o=m '[uid=99],passwd.org dir'

Environment

NIS_PATH
If this variable is set, and the NIS+ name is not fully qualified, each directory specified will be
searched until the object is found (see

Related Information
The command and command.

nistoldif Command

Purpose
Exports user, group, name resolution, and rpc data to rfc 2307-compliant form.

Syntax

nistoldif [d Suffix [ [-a] BindDN[Fh Host Fp] Password [n| Port ] | [ H Directory | [|y] domain 1 [ [S] Schema ] [
IE KeyPath|-w| SSLPassword ] [ ps| Maps ] [@ Idap_mapname ]

Description

The nistoldif command converts the data from passwd, group, hosts, services, protocols, rpc,
networks, netgroup, and automount into forms compliant with rfc2307. It will first attempt to read data
from NIS, and if it cannot find a NIS map it will fall back to the flat files.

If the server information (the -a, -h, and -p flags) is given on the command line, data will be written directly
to the server. If any data conflicts with an entry already on the server, either because the entry already
exists, or because the uid or gid already exists, a warning will be printed. If the server information is not
given, the data will be written to stdout in LDIF. In either case, nistoldif does not add an entry for the
suffix itself; if that entry does not exist, attempts to add data to the server will fail. This entry will be added
during server setup, usually by the mksecldap command.

Translation is not exact. Because of the limitations of the rfc2307 definitions, some attributes are defined in
a case-insensitive way; for example, TCP, Tcp, and tcp are all the same protcol name to the LDAP server.
Uids and gids greater than 2/31-1 will be translated to their negative twos complement equivalent for
storage.

The nistoldif command reads the /etc/security/ldap/sectoldif.cfg file to determine what to name the
sub-trees that the passwd, group, hosts, services, protocols, rpc, networks and netgroup data will be
exported to. The names specified in the file will be used to create sub-trees under the base DN specified
with the -d flag. For more information, see the /etc/security/ldap/sectoldif.cfg file documentation.
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Specifies the administrative bind DN used to connect to the LDAP server. If this flag is used, -h and
-p must also be used, and data will be written directly to the LDAP server.

Specifies the suffix that the data should be added under.

Specifies the directory to look for flat files in, or the name of the automount map file. If this flag is not
used, nistoldif will ook for files in /etc. This flag is required for automount maps.

Specifies the host name which is running the LDAP server. If this flag is used, -a and -p must also
be used, and data will be written directly to the LDAP server. This flag will be ignored for automount
data.

Specifies the SSL key path. If this flag is used, -w must also be used.

Specifies the automount map on the LDAP server.

Specifies the port to connect to the LDAP server on. If this flag is used, -a, -h and -p must also be
used; if it is not used, the default LDAP port is used.

Specifies the password used to connect to the LDAP server. If this flag is used, -a and -h must also
be used, and data will be written directly to the LDAP server.

Specifies a set of maps to be written to the server. This flag should be followed by a list of letters
representing the maps that should be migrated. If this flag is not used, all maps will be migrated. The
letters are: a for automount, e for netgroup, g for group, h for hosts, n for networks, p for protocols, r
for rpc, s for services, and u for passwd.

Specifies the LDAP schema to use for users and groups. This can be either RFC2307 or
RFC2307AlX; RFC2307AIX gives extended AIX schema support. If this flag is not used, RFC2307 is
the default.

Specifies the SSL password. If this flag is used, -k must also be used.

Specifies the NIS domain to read maps from. If this flag is not used, the default domain will be used.

Exit Status

This command returns the following exit values:

0 No errors occured. Note that failure to find a map is not considered an error.
>0 An error occurred.
Security

Access Control: Only the root user can run this command.

Examples

1.

To export the NIS maps from the domain austin.ibm.com (falling back to the flat files in /tmp/etc) to
LDIF under the suffix cn=aixdata, type:

nistoldif -d cn=aixdata -y austin.ibm.com -f /tmp/etc > 1dif.out

To export the hosts and services maps from the default domain (falling back to the flat files in /ete) to
the LDAP server Idap.austin.ibm.com with administrator bind DNcn=root and password secret under
the suffix ch=aixdata, type:

nistoldif -d cn=aixdata -h Tdap.austin.ibm.com -a cn=root -p secret -s hs

To convert the /etc/auto_master automount map file into LDIF, type:

nistoldif -s a -f /etc/auto_master > 1dif.out

In order to remove automount data, the LDIF file must be created manually. For example, suppose the

user userl was erroneously added to the auto_home automount map in the dc=austin,dc=ibm,dc=com
suffix, and needs to be deleted. Create the following LDIF:

# cat /tmp/del_userl.ldif
dn: automountKey=userl,automountMapName=auto_home,dc=austin,dc=ibm,dc=com
changetype: delete

Then run the following command:
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1dapmodify -f /tmp/del _userl.ldif

5. In order to edit automount data, the LDIF file must be created manually. For example, suppose the
user user2 was given the wrong mount point in the auto_home automount map in the
dc=austin,dc=1ibm,dc=com suffix, and needs to be changed to the correct location of /home/user2.
Create the following LDIF:

# cat /tmp/ch_user2.1dif

dn: automountKey=user2,automountMapName=auto_home,dc=austin,dc=ibm,dc=com
changetype: modify

replace: automountInformation

automountInformation: /home/user2

The run the following command:
1dapmodify -f /tmp/ch_user2.1dif

Files

/usr/sbin/nistoldif Contains the nistoldif command.

Related Information
The command.

The |letc/security/ldap/sectoldif.cfg file.

nisupdkeys Command

Purpose
Updates the public keys in NIS directory objects.

Syntax
lusr/lib/nis/isupdkeys [ [-d ][ 11 [H|Hostname 1[ [s|1[ Dirname ]

Description

The nisupdkeys command updates the public keys in an NIS+ directory object. When the public key for
an NIS+ server is changed, the new key must be propagated to all directory objects that reference that
server. nisupdkeys reads a directory object and attempts to copy the public key for each server of that
directory. The key is then placed in the directory object and then the object is modified to reflect the new
key.

If Dirname exists, then its directory object is updated. If not, then the directory object for the default
domain is updated. nisupdkeys -s obtains a list of all the directories served by Hostname and updates
those directory objects, assuming that the caller has the necessary permission rights. That list of
directories can also be obtained by the nisstat command.

Before you run nisupdkeys, make sure you have propagated the new address/public key to all replica
servers.
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-a Updates the universal addresses of the NIS+ servers in the directory object. The -a flag only
works for the TCP/IP family of transports. You should use this flag when the IP address of the
server is changed. The new address is resolved using gethostname on that server. In order for
this resolution to work, the /etc/nsswitch.conf file must point to the correct source of the
server’s entry.

-C Clears the public key. Communication with a server that has no public key does not require the
use of a secure remote procedure call.
-H Hostname Updates the keys of the server named Hostname for the current domain directory object. If the

host name is not fully qualified, then nisupdkeys assumes the server is in the default domain.
If Hostname does not serve the directory, then nothing happens.

-s Updates all the NIS+ directory objects served by the server Hostname, assuming that you have
the necessary permission rights. If you do not have permission to update the directory objects,
those updates fail and you will be notified. If the rpc.nisd on Hostname can’t return the list of
servers it serves, nisupdkeys returns an error message. Then you must invoke the
nisupdkeys multiple times, once per NIS+ directory the rpc.nisd serves.

Dirname Updates the keys of the directory object for the directory Dirname.

Examples

1. To update the keys for servers of the abc.def. domain, enter:
nisupdkeys abc.def.

2. To update the keys for host xyzserver that serves the abc.def. domain, enter:
nisupdkeys -H xyzserver abc.def.

3. To clear the keys for host xyzserver in the abc.def. domain, enter:
nisupdkeys -CH xyzserver abc.def.

4. To update the keys in all directory objects served by xyzserver, enter:
nisupdkeys -sH xyzserver

Security

Access Control: To use the nisupdkeys command, you must have modify rights to the NIS+ directory
object.

Files

lust/lib/nis Directory where the nisupdkeys command resides.

Related Information
The command, the command, and the command.

The |gethostbyname] subroutine.

nl Command

Purpose
Numbers lines in a file.

Syntax

nl [ Type ] Type ] [El Type ] [E| Number ] [El Delimiter | [El Number | [El Format | [E| Number] [
Number ] [|p|] [|-s| Separator ] [ File ]
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Description

The nl command reads the File parameter (standard input by default), numbers the lines in the input, and
writes the numbered lines to standard output. In the output, the nl command numbers the lines on the left
according to the flags you specify on the command line.

The input text must be written in logical pages. Each logical page has a header, a body, and a footer
section (you can have empty sections). Unless you use the E flag, the nl command resets the line
numbers at the start of each logical page. You can set line-numbering flags independently for the header,
body, and footer sections (for example, the header and footer lines can be numbered while the text lines
are not).

Signal the start of logical-page sections with lines in the file that contain only the following delimiter
characters:

Line Contents Start Of
o\ Header
\:\: Body

\: Footer

You can name only one file on the command line. You can list the flags and the file name in any order.

Flags

All the parameters are set by default. Use the following flags to change these default settings. Except for
the -s flag, enter a -n flag without a variable to see its default value.

-b Type Chooses which body section lines to number. Recognized values for the Type variable are:
a Numbers all lines
t Does not number lines that are blank or lines that contain any non-graphic character
such as a tab within them. (default)
n Does not number any lines
pPattern
Numbers only those lines specified by the Pattern variable.
-d Delimiter Uses the two characters specified by the Delimiter variable as the delimiters for the start of a

logical page section. The default characters are \: (backslash, colon). You may specify two
ASCII characters, two 1-byte extended characters, or one extended character. If you enter
only one 1-byte character after the -d flag, the second character remains the default (a
colon). If you want to use a backslash as a delimiter, enter two backslashes (\\).

-f Type Chooses which logical-page footer lines to number. The possible values for the Type variable
are the same as the@flag. The default value of the Type variable is n (no lines numbered).

-h Type Chooses which logical-page header lines to number. The possible values for the Type
variable are the same as theflag. The default value of the Type variables n (no lines
numbered).

-i Number Increments logical-page line numbers by the number specified in the Number variable. The
default value of the Number variable is 1. The range of the Number variable is from 1 to 250.

-l Number (Lowercase L) Uses the value specified in the Number parameter as the number of blank

lines to count as one. For example, -13 numbers every third blank line in a series. The
default value of the Number variable is 1. This flag works when the -ha, -ba, or -fa option is
set. The range of the Number variable is from 1 to 250.

-n Format Uses the value of the Format variable as the line numbering format. Recognized formats are:
In Left-justified, leading zeros suppressed
rn Right-justified, leading zeros suppressed (default)
rz Right-justified, leading zeros kept
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-p Does not restart numbering at logical page delimiters.

-s Separator Separates the text from its line number with the character specified in the Separator variable.
The default value of the Separator variable is a tab character.

-v Number Sets the initial logical-page line number to the value specified by the Number variable. The
default value of the Number variable is 1. The range of the Number variable is from 0 to
32767.

-w Number Uses the value specified by the Number variable as the number of characters in the line
number. The default value of the Number variable is 6. The range of the Number variable is
from 1 to 20.

Exit Status

This command returns the following exit values:

0 Successful completion.
>0 An error occurred.

Examples
1. To number only the non-blank lines, enter:
nl chapl

This displays a numbered listing of chapl, numbering only the non-blank lines in the body sections. If
chapl contains no \:\:\+:, or \: delimiters, then the entire file is considered the body.

2. To number all lines:
nl -ba chapl

This numbers all the lines in the body sections, including blank lines. This form of the nl command is
adequate for most uses.

3. To specify a different line number format, enter:
nl -il0 -nrz -s:: -v10 -w4 chapl

This numbers the lines of chapl starting with ten (-v10) and counting by tens (-i10). It displays four
digits for each number (-w4), including leading zeros (-nrz). The line numbers are separated from the
text by two colons (-s : :).

For example, if chapl contains the text:

A not-so-important
note to remember:

You can't kill time
without injuring eternity.

then the numbered listing is:

0010::A not-so-important
0020::note to remember

0030::You can't kill time
0040::without injuring eternity.

Note that the blank line was not numbered. To do this, use the flag as shown in example 2.

Files

Jusr/bin/nl Contains the nl command.
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Related Information
[Files| and [Input and output redirection| in Operating system and device management.

The @ command.

nissrc Command

Purpose
Gets the status of a subsystem or a group of subsystems in canonical form.

Syntax

nissrc [-h host] -a

nissrc [-h hosf] —-g group_name

nissrc [-h hosf] [-1] [-€] —s subsystem_name
nissrc [-h hosf] [-1] [-c] —p subsystem_pid

The syntax for the first two usages of nlssrc will generate the exact same output as Issrc. The syntax for
the last two usages will generate the output in the canonical form as Issrc.

Description

Use the nlssrc command to get the status of a subsystem or a group of subsystems in canonical form.
Use the nissrc -c command to get language-independent output for supported subsystems from the Issrc
command. The status is displayed in English regardless of the installed language locale. If the —c¢ flag is
not present, the nlssrc command will invoke the Issrc command that uses the daemon’s locale.

Flags
-a Lists the current status of all defined subsystems.
-C Requests the canonical Issrc output of the supported subsystems.

—-g group_name
Specifies a group of subsystems to get status for. The command is unsuccessful if the
group_name parameter is not contained in the subsystem object class.

—-h host
Specifies the foreign host on which this status action is requested. The local user must be running
as root. The remote system must be configured to accept remote System Resource Controller
(SRC) requests. That is, the sremstr daemon (see /etc/inittab) must be started with the -r flag
and the /etc/hosts.equiv file or the .rhosts file must be configured to allow remote requests.

-1 Requests that a subsystem send its current status in long form. Long status requires that a status
request be sent to the subsystem; it is the responsibility of the subsystem to return the status.

—p subsystem_pid
Specifies a particular instance of the subsystem_pid parameter to get status for, or a particular
instance of the subsystem to which the status subserver request is to be taken.

—-S subsystem_name
Specifies a subsystem to get status for. The subsystem_name parameter can be the actual
subsystem name or the synonym name for the subsystem. The command is unsuccessful if the
subsystem_name parameter is not contained in the subsystem object class.

Alphabetical Listing of Commands 203



Security
You do not need root authority to run this command.

Exit Status

0 Command has run successfully.
1 Command was not successful.
Restrictions

This command applies to the cthags and cthats subsystems only.

Standard Output

When the -h flag is specified, this command’s usage statement is written to standard output.

Standard Error
Error messages are written to standard error (and to the ctsnap.host_name.nnnnnnnn.log file).

Examples

1. To get nlssrc output in English from a subsystem called ctsubsys, enter:
nlssrc -c -1s ctsubsys

2. The following example shows the same information in different formats:
nlssrc -1s ctsubsys (locale-dependent)

Subsystem Group PID  Status
ctsubsys ctsubsys 6334 active

2 locally-connected clients. Their PIDs:
15614 23248

HA Subsystem domain information:

Domain established by node 5

Number of groups known locally: 1

Number of Number of Tocal
Group Name providers providers/subscribers
ha_filesys 7 1 0

nlssrc -1s ctsubsys -c (canonical form)

Number of local clients: 2
PIDs: 15614 23248
HA Subsystem domain information:
Domain established by node 5.
Number of known local groups: 1
Group Name: ha_filesys
Providers: 7
Local Providers: 1
Local Subscribers: 0

Location

lusr/sbin/rsct/bin/nissrc Contains the nlssrc command

Files

/tmp/ctsupt Location of the default directory that contains the output files.

Itmp/ctsupt/ctsnap.host_name.nnnnnnnn.log
Location of the log file of the command execution, where nnnnnnnn is a
timestamp and host_name is the name of the host on which the command
is running.
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tmp/ctsupt/ctsnap.host_name.nnnnnnnn.tar.Z
Location of the compressed tar file that contains the collected data, where
nnnnnnnn is a timestamp and host_name is the name of the host on
which the command is running.

Related Information
Commands: Issrc(1)

nm Command

Purpose
Displays information about symbols in object files, executable files, and object-file libraries.

Syntax
nm [[A 1 [FX(32164132_641d641 any}] [ 1 [Fhl1 (1 1B T (FA 1 (T 1 (1 (FB 1R 1 1Eel 1Bl 1 Ful1 1
el Eaeie

Format] File ...

Description

The nm command displays information about symbols in the specified File, which can be an object file, an
executable file, or an object-file library. If the file contains no symbol information, the nm command reports
the fact, but does not interpret it as an error condition. The hm command reports numerical values in
decimal notation by default.

The nm command writes the following symbol information to standard output:

* Library or Object Name
The nm command reports either the library or the object name associated with the file only if you
specify the -A option.

* Symbol Name

* Symbol Type

The nm command represents the file’s symbol type with one of the following characters (with weak
symbols represented by the same characters as global symbols):

Global absolute symbol.

Local absolute symbol.

Global bss symbol.

Local bss symbol.

Global data symbol.

Local data symbol.

Source file name symbol.

Global thread-local symbol (TLS).
Static thread-local symbol (TLS).
Global text symbol.

Local text symbol.

Undefined symbol.

cCT=--"rr—"ogocwo>

* Value
+ Size
The nm command reports the size associated with the symbol, if applicable.
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-p
-P

-r
-t Format

Displays either the full path name or library name of an object on each line.
Displays output in the Berkeley Software Distribution (BSD) format:

value type name

Suppresses the demangling of C++ names. The default is to demangle all C++ symbol names.
Note: Symbols from C++ object files have their names demangled before they are used.
Displays a symbol’'s value and size as a decimal. This is the default.

Displays only static and external (global) symbols.

Displays full output, including redundant .text, .data, and .bss symbols, which are normally
suppressed.

Displays only external (global) symbols.

Suppresses the display of output header data.

Distinguishes between WEAK and GLOBAL symbols by appending a * to the key letter for WEAK
symbols. If used with the -P option, the symbol type for weak symbols is represented as follows:

Vv Weak Data Symbol

w Weak Text Symbol
w Weak Undefined Symbol
Y4 Weak bss Symbol

Displays a symbol’s value and size as an octal rather than a decimal number.
Does not sort. The ouput is printed in symbol-table order.
Displays information in a standard portable output format:

library/object name name type value size

This format displays numerical values in hexadecimal notation, unless you specify a different format
with the -t, -d, or -o flags.

The -P flag displays the library/object name field only if you specify the -A flag. Also, the -P flag
displays the size field only for symbols for which size is applicable.

Sorts in reverse order.

Displays numerical values in the specified format, where the Format parameter is one of the
following notations:

d Decimal notation. This is the default format for the nm command.
o Octal notation.
X Hexadecimal notation.

Truncates every name that would otherwise overflow its column, making the last character
displayed in the name an asterisk. By default, nm displays the entire name of the symbols listed,
and a name that is longer than the width of the column set aside for it causes every column after
the name to be misaligned.

Displays only undefined symbols.

Sorts output by value instead of alphabetically.

Displays a symbol’s value and size as a hexadecimal rather than a decimal number.
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-X mode Specifies the type of object file nm should examine. The mode must be one of the following:
32 Processes only 32-bit object files
64 Processes only 64-bit object files
32_64 Processes both 32-bit and 64-bit object files
d64 Examines discontinued 64-bit XCOFF files (magic number == US03XTOCMAGIC).

any Processes all of the supported object files.

The default is to process 32-bit object files (ignore 64-bit objects). The mode can also be set with
the OBJECT_MODE environment variable. For example, OBJECT_MODE=64 causes nm to
process any 64-bit objects and ignore 32-bit objects. The -X flag overrides the OBJECT_MODE
variable.

Note: The nm command supports the — (double hyphen) flag. This flag distinguishes a File operand if
the file name can be misinterpreted as an option. For example, to specify a file name that begins
with a hyphen, use the — flag.

Exit Status

This command returns the following exit values:

0 Successful completion.
>0 An error occurred.

Examples
1. To list the static and external symbols of the object file a.out, enter:

nm -e a.out

2. To display symbol sizes and values as hexadecimal and sort the symbols by value, enter:
nm -xv a.out

3. To display symbol of all 64-bit objects in libc.a, ignoring all 32-bit objects:
nm -X64 /usr/1ib/1ibc.a

Files

/usr/ccs/bin/nm Contains the nm command.

Related Information
The [ar] command, [as| command, [ld| command, command, command.

The [a.ou file, [ar] file.
in Operating system and device management.

nmon Command

Purpose
Displays local system statistics in interactive mode and records system statistics in recording mode.
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Syntax

Interactive mode:
nmon [[-h]]
nmon [[-| < [second > 1 [Fd <[coun] > 1 [l 1 [[B]1 [ Fd < [filename] > 1 [ [K[diskiis] ]

Recording mode:
numbe numben ] [|-w] number 1 [ ||
TCRITTRV 1 CEP]1 LEm]1 [ENT)

nmon EI'@'E' E<> I
‘ :1 f//ename] disklist
w1 (Fs 1[@1[ [EI][ T [ Fm[ <[

Note: In recording mode, specify only one of the -f, -F, -z, -x, or -X flags as the first argument.

Description

The nmon command displays and records local system information. The command has interactive mode
and recording mode. If you specify any of the -F, -f, -X, -x, and -Z flags, the nmon command is in
recording mode. Otherwise, the nmon command is in interactive mode.

The nmon command provides the following views in interactive mode:
+ [System resource view| (using the r key

. (using the t and u keys)

+ [AIO processes view| (using the A key)

+ [Processor usage small view| (using the ¢ key)

+ [Processor usage large view| (using the C key)
[Shared-processor logical partition view| (using the p key)
(using the N key)

« [Network interface view| (using the n key)

(using the W key)

(using the o key)

(using the g key)

[ESS vpath statistics view| (using the e key)

[JFS view] (using the j key)

[Kernel statistics| (using the k key)

+ [Long term processor averages view| (using the | key)

+ |Large page analysis| (using the L key)

* [Paging space| (using the P key)

* [Volume group statistics| (using the V key)

- [Disk statistics (using the D key)

* |Disk statistics with graphl (using the d key)

+ [Memory and paging statisticg| (using the m key)

» |Adapter I/O statistics| (using the a key

* |Shared Ethernet adapter statistics| (using the O key)

* |Verbose checks OK/Warn/Danger view| (using the v key)
» |Detailed Page Statistics| (using the M key)

+ |Fibre channel adapter statistics| (using the * key)
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In recording mode, the command generates the .nmon files that can be viewed with the nmon analyzer.

If you use the same set of keys every time the nmon command is started, you can place the keys in the
NMON shell variable. For example, you can run the following command:

export NMON=mcd

Then, run the nmon command.

To stop the nmon command from the command line, use the kill -USR2 with the nmon process ID.
To print the background process IDs of the nmon recording, run the nmon command with the -p flag.

To limit the processes that the nmon command lists (online and to a file), you can either set the program
names in environment variables from NMONCMDO to NMONCMD®63, or use the -C flag with cmd:cmd:.cmd
parameter. For example, you can enter the following command:

nmon -C ksh:vi:syncd

To limit the disks that the nmon lists to a maximum of 64 (online only) , use the -k flag with the
diskname,diskname,diskname parameter. For example, you can enter the following command:

nmon -k hdisk2,hdisk0,hdisk3

The nmon tool disconnects from the shell during the recording, ensuring that the command continues
running even if you log out.

Recording or monitoring journaled file system (JFS) statistics in nmon can prevent unloading a file system
because the file system is in use while collecting statistics.

Inside workload partitions (WPAR), the nmon command shows global values for processors and memory
statistics. The rest of the values are WPAR specific. The following statistics cannot be retrieved inside a
WPAR, and the hmon screen does not support them inside a WPAR:

» Disks, disk 1/0O graphs, disk busy map, disk groups
* Disk adapters

» Paging space

* Volume group

» ESS/vpaths

* Fibre channel adapters

* VIOS Shared Ethernet adapters

Flags in Interactive Mode
You can use the following flags in the interactive mode.

-§ < seconds > Time interval between refreshing the screen. The default value is two
seconds.

-C < count > Number of times to refresh the screen.

-g < filename > Files that contain user-defined disk group using the filename parameter.

Each line in the file begins with a group name. The list of hard disks follows
the group name and the group name and is separated with spaces. The file
can contain a maximum of 64 disk groups. A hard disk can belong to various

disk groups.
-b Displays the view in black and white mode.
-B Includes no box in the view. By default, the command displays boxes.
-h Displays help information.
-k < disklist > Reports only the disks in the disk list.
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Flags in Recording Mode

-A
-c

-d
-D

Includes the Async I/O section in the view.

Specifies the number of times to take snapshot for the command. The default value is
10000000.

Includes the Disk Service Time section in the view.

Skips the Disk Configuration section.

Skips the ESS Configuration section.

Specifies that the output is in spreadsheet format. By default, the command records data 288
times in an interval of 300 seconds between each snapshot. The name of the output file is in
the format of hostname_YYMMDD_HHMM.nmon.

Specifies that the output is in spreadsheet format and the name of the output file is filename.
The filename parameter specifies the name of the output file.

Specifies the file that contains the user-defined disk group, using the filename parameter.
Each line in the file begins with a group name. The list of disks follows the group name and is
separated with spaces. The file can contain a maximum of 64 disk groups. A disk can belong
to various disk groups.

Uses Greenwich mean time (GMT) instead of local time. This is helpful when you compare
nmon files from many LPARs of one machine for processor view but the LPARs are in
different time zones.

Specifies the percentage of process threshold at which the command ignores the TOP
processes statistics. The default percentage is zero. The command does not save the TOP
processes statistics if the process is using less processor than the given percentage.

Skips the JFS section.

Specifies a list of disks to be recorded.

Includes the RAW Kernel section and the LPAR section in the recording file. The -K flag
dumps the raw numbers of the corresponding data structure. The dump is readable and can
be used when the command is recording the data.

Specifies the disks to be listed on each line. By default, 150 disks are listed per line. For EMC
disks, specify a value of 64.

Includes the large page analysis section.

Changes the directory before the command saves the data to a file.

Includes the MEMPAGES section in the recording file. The MEMPAGES section displays
detailed memory statistics per page size.

Includes the NFS section in the recording file. To collect the NFSv4 statistics, specify -NN.
Specifies the file name or directory to which the recorded file is to be stored.

Includes the Shared Ethernet Adapter (SEA) VIOS sections in the recording file.

Includes the Paging Space section in the recording file.

Specifies the value for the runname field written to the spreadsheet file. By default, the value
is the hostname.

Specifies the interval in seconds between two consecutive recording snapshot.

Includes WLM sections with subclasses in the recording file.

Includes the top processes in the output. You cannot specify the -, -T, or -Y flags together.
Includes the top processes in the output and saves the command line arguments into the
UARG section. You cannot specify the -t, -T, or -Y flags together.

Includes disk volume group section.

Specifies the size of timestamp (Tnnnn) to be recorded. The timestamp is recorded in the
.csv file. The value of the number parameter ranges from 4 through 16. For NMON analyzer,
use the values 4 or 8.

Includes the WLM sections into the recording file.

Specifies the sensible spreadsheet recording for duration of one day for capacity planning. By
default, the recording is done every 900 seconds for 96 times. This flag is equivalent to -ft -s
900 -c 96.

Specifies the sensible spreadsheet recording for duration of one hour for capacity planning.
By default, the recording is done every 30 seconds for 120 times. This flag is equivalent to -ft
-s 30 -c 120.

Includes the top process in the recording with all of the commands of the same name added
together and recorded. You cannot specify the -t, -T, or -Y flags together.
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-z Specifies the sensible spreadsheet recording for duration of one day for capacity planning. By
default, the recording is done every 900 seconds for 96 times. This flag is equivalent to -f -s
900 -c 96.
-Z Specifies the priority of the nmon command that is running. A value of -20 means important.
A value of 20 means not important. Only root user can specify negative value.
=N Includes the Fibre Channel (FC) sections.
Parameters
disklist Specifies a list of disks.
dir Specifies a directory.
apl Specifies the number of disks to list on each line.
filename Specifies a file that contains the disk group you select.
number Specifies the number of refreshes.
count Specified the number of times to record.
percent Specifies the percentage of processor usage.
priority Specifies the priority of processes to be run.
runname Specifies the value for the runname field in the spreadsheet file to be run.
seconds Specifies the interval, in seconds, of refreshing the snapshot.
outputpath Specifies the path for the output file.
Subcommands
space Refreshes the screen immediately.
Displays only busy disks and processes.
~ Switches to the topas screen.
A Displays the Fibre Channel Adapter statistics
+ Doubles the screen refresh time.
- Decreases the screen refresh time by half.
0 Resets the peak values of statistics (displayed on the screen) to zero. Applicable only for
panels that display peak values.
a Displays the 1/O statistics of the adapters.
A Summarizes the Async I/O (aioserver) processes.
b Displays the view in black and white mode.
c Displays processor statistics with bar graphs.
C Displays processor statistics. It is useful for comparison when the number of processors
ranges from 15 to 128.
d Displays the I/0 information of disks. To display specific disks only, specify the -k flag.
D Displays the 1/O statistics of disks. To get more statistics of the disks, press the D key more
than once.
e Displays the 1/O statistics of the ESS virtual path logical disks.
g Displays the I/O statistics of the Disk Group. You must specify the -g flag with this key.
h Displays the online help information.
i Displays the JFS statistics.
k Displays the internal statistics of the kernel.
| Displays the processor statistics in long format. More than 75 snapshots are displayed with
bar graphs.
m Displays the memory and paging statistics.
M Displays multiple page size statistics in pages. If you press the M key twice, the statistics are
displayed in megabytes.
n Displays the network statistics.
N Displays the statistics of the NFS Network Filesystem. If you press the N key twice, you will
see the NFSv4 statistics.
o Displays the map of Disk 1/O.
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o Displays only the Shared Ethernet Adapter VIOS.

p Displays the statistics of the partitions.

P Displays the statistics of the paging space.

q Quits. You can also use the x, or Ctrl+C key sequence.

r Displays the resource type, machine name, cache details, AIX version, and the LPAR
information.

S Displays the WLM with subclasses.

t Displays the statistics of top processes. You can press the following keys with this
subcommand:
» 1: Displays basic details.
» 2: Displays accumulated process information.
= 3: Sorts the view by processor.
* 4: Sorts the view by size.
» 5: Sorts the view by I/O information.

u Displays the top processes with the command arguments. To refresh the arguments for new
processes, press the u key twice.

) Displays the top processes with the command arguments, and the workload class or
workload partition information.

v Highlights current status of pre-defined system resources and categorizes them as either
danger, warnings, or normal.

\'/ Displays the statistics of the Disk Volume Group.

w Displays the wait processes when used with the top processes.

w Displays the statistics of the Workload Manager (WLM).

Output Details

This section provides explanations to the metrics that are displayed on nmon screen.

System resources view
This view provides general information about the system resources. To display this view, press the r key. It
contains information about the following resources:

* The number of processors in the system.
* The number of online processors that are active in the system.
* The frequency of the processors.

* The version of AlX and its technical level.
* The type of the running kernel.

* The logical partition.

* The model of the hardware.

» The processor architecture of the system.
* The type of the platform bus.

» The cache information of processors.

* The number of active events.

» The old serial number. This number is the machine ID of the partition before the dynamic configuration
event.

* The current serial number. This number is the current machine ID or the machine ID of the partition
after the dynamic configuration event.

* The local time of the last dynamic reconfiguration event. This information is labeled with the "When"
keyword.

AlO Processes View
The AIO processes view provides information about the asynchronous 1/0 (AlO) processes. To display this
view, press the A key. The following columns are displayed on the screen:
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Total AlO Processes
Actually in use

CPU Used
All time peak
Recent peak

Peak

Process View

The total number of AlO processes.

The number of AIO processes that consume more than 0.1% of the processor.

The percentage of the processor that is used by all of the kernel processes.

The maximum number of kernel processes that are running since the system starts.
The recent maximum number of kernel processes that are consuming more than
0.1% of the processor.

The maximum percentage of the processor that is used by all of the kernel
processes.

The Process View provides details of the processes in the system. To display this view, press the t key or
the v key. It contains the following columns are displayed on the screen:

pid

ppid

User

Proc Group
Nice
Priority
Status
Proc_Flag
Thrds

Files
Foreground
Command
Time Start
CPU-Total
Child Total
Delta-Total
%CPU Used
Size KB
Res Size

Res Set

Res Text

Res Data
Char 1/0
RAM Use
Paging I/O
Paging Other

Paging Repages

Class

The ID of the process.

The ID of the parent process.

The user ID of the process.

The ID of the process group.

The initial priority of a process. This value is set by the nice command.
The base schedule priority of a process.

The status of a program.

The flag of a process.

The number of threads.

The maximum file index that is in use.

Foreground process or background process.

The name of the command.

The time when the command started.

The total time that the process takes since it starts.

The total time that the child process takes since it starts.

The total time that the process consumes in the interval.

The percentage of the processor that is consumed in the last interval.
The size of the pages in kilobytes.

The sum of real-memory data (resident set) and real-memory (resident set) text size of
the process.

The sum of real-memory data (resident set) and real-memory (resident set) text size of
the process.

The real-memory text size of the process.

The real-memory data size of the process.

The number of I/O characters per second from the last interval.

The percentage of the RAM that is used.

The 1/0O page faults per second in the last interval.

The non-1/0O page faults per second in the last interval.

The number of repage faults per second in the last interval.

The Workload Manager class name of the process.

Processor Usage Small View

The Processor Usage Small View provides a brief summary of the user, system, idle and wait time of
logical processors, the corresponding entitlement, and the virtual processor consumption. You can
generate the Processor Usage Small View using the ¢ key.

Processor Usage Large View
The Processor Usage Large View displays the use of logical processor in a graph. To display this view,

you can press the C key.

The following labels are used to identify time spent in different modes:
* s: Labels the percentage of time spent in system mode
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* u: Labels the percentage of time spent in user mode

Shared-Processor Logical Partition View
The Shared-Processor Logical Partition View includes flags that indicate the following information of a

partition:

* Whether the partition is an LPAR or not

* Whether the partition can be an LPAR or not

* Whether the partition is shared or dedicated

* Whether the SMT is turned on or off

* Whether the shared-partition is capped or uncapped

To display this view, you can press the p key.

Processors:

The following metrics of the processor status are displayed in this view:

Max Phys in Sys
Phys CPU in system
Virtual Online
Logical online
Physical pool

SMT threads/CPU

Capacity:

Maximum number of physical processors in the system

Number of physical processors in the system

Number of online virtual processors

Number of online logical processors

Number of shared physical processors in the shared pool ID that this partition is
assigned to

Number of SMT threads per processor

The following capacity information about the processors are displayed:

Cap. Processor Min
Cap. Processor Max
Cap. Increment
Cap. Unallocated

Cap. Entitled
MinReqVirtualCPU

ID Memory:

Minimum number of processing units that are defined for this LPAR

Maximum number of processing units that are defined for this LPAR

Granularity at which changes to the entitled capacity can be made

Sum of the number of processor units that are unallocated from shared LPARs in
an LPAR group

Entitled capacity

Minimum required virtual processors for this LPAR

The following metrics of the ID memory are displayed:

LPAR ID Group:Pool
Memory (MB/GB) Min:Max

Memory(MB/GB) Online
Memory Region LMB

Time (in seconds):

Time Dispatch Wheel
MaxDispatch Latency

Time Pool Idle

ID of an LPAR group and its pool ID

Minimum and maximum memory that is defined for this LPAR in megabytes or
gigabytes

Online real memory in megabytes or gigabytes

Size in bytes of one logical memory block (LMB)

Interval during which each virtual processor receives its entitlement

Maximum latency in seconds between the dispatch of the LPAR on the physical
processors

Time in seconds that the shared processor pool is idle
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Time Total Dispatch Total time in seconds that the LPAR dispatches

Minimum and Maximum Values of Processors

The following minimum and maximum values of processors are displayed:

Virtual CPU ( Min - Max )

definition

Logical CPU ( Min - Max ) Minimum number and maximum number of logical processors

Weight

The following information about the weight of the processor is displayed:

Weight Variable
Weight Unallocated

NFS Panel

Variable weight of the processor capacity
Unallocated variable weight available for this partition

Minimum number and maximum number of virtual processors in the LPAR

The NFS Panel provides information about the Network File System (NFS). To display this view, press the
N key. The following metrics are included in the view:

Root NFS V2 server and client root requests

Wrcache NFS server and client write cache requests

Null NFS server and client write cache requests

Getattr NFS server and client get attributes requests

Setattr NFS server and client set attributes requests
Lookup NFS server and client filename lookup requests
Readlink NFS server and client read link requests

Read NFS server and client read requests

Write NFS server and client write requests

Create NFS server and client file creation requests

Mkdir NFS server and client directory creation requests
Symlink NFS server and client symbolic link creation requests
Remove NFS server and client file removal requests

Rmdir NFS server and client directory removal requests
Rename NFS server and client file renaming requests

Link NFS server and client link creation requests

Readdir NFS server and client read-directory requests

Fsstat NFS server and client file-status requests

Access NFS V3 server and client access requests

Mknod NFS V3 server and client mknod creation requests
readdir+ NFS V3 server and client read-directory plus requests
Fsinfo NFS V3 server and client file information requests
Pathconf NFS V3 server and client path configuration requests
Commit NFS server and client commit requests

Bad calls NFS server and client failed calls

Calls NFS server and client requests

The following NFS V4 client/server statistics are printed when you press the N key twice.

Access NFS V4 server and client access requests
acl_read NFS V4 client reading access control list (ACL)
acl_stat_| NFS V4 client retrieving long ACL information
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acl_write NFS V4 client write access control list (ACL)
Cintconfirm NFS V4 client confirm operations

Close NFS V4 client closing files

Commit NFS V4 server and client committed

Compound NFS V4 server compound calls

Create NFS V4 server and client creating a non-regular object
Delegpurge NFS V4 server purge delegations awaiting recovery
Delegreturn NFS V4 server and client returning delegation

Finfo NFS V4 client obtaining file information

getattr NFS V4 server and client retrieving attributes

getfh NFS V4 server retrieving file handles

Link NFS V4 server and client linking operations

Lock NFS V4 server and client locking operations

lockt/test NFS V4 server testing the specified lock or NFS V4 client lock test
locku/unlock NFS V4 server or NFS V4 client unlock operations
lookup NFS V4 server and client looking up filenames
lookupp NFS V4 server looking up parent directories

mkdir NFS V4 client creating directories

mknod NFS V4 client creating special files

Null NFS V4 server null calls or NFS V4 client null calls
nverify NFS V4 server verifying difference in attributes
openattr NFS V4 server opening named attribute directories
openconfirm NFS V4 server and client confirming the open for usage
opendowngrade NFS V4 server and client downgrading the access for a given file
Open NFS V4 server and client open operations

operations NFS V4 server and client operations

pcl_read NFS V4 client extracting numeric data from printer control language (PCL) files
pcl_readstat_| NFS V4 client pcl_stat long operations

pcl_stat NFS V4 client pcl_stat operations

pcl_write NFS V4 client pcl_write operations

putfh NFS V4 server setting current file handles

putpubfh NFS V4 server setting public file handles

putrootfh NFS V4 server setting root file handles

readdir NFS V4 server and client reading directories

readlink NFS V4 server and client reading symbolic links

Read NFS V4 server and client reading data from files
release NFS V4 server and client release_lock operations
remove NFS V4 server and client removing file system object
rename NFS V4 server and client renaming object names
renew NFS V4 server and client renewing leases

replicate NFS V4 client replicate operations

restorefh NFS V4 server restoring file handles

rmdir NFS V4 client removing directories

savefh NFS V4 server saving file handles

secinfo NFS V4 server and client obtaining security information
setattr NFS V4 server and client setting object attributes
setclient NFS V4 server a