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Preface

This IBM® Redbooks® publication describes changes in installation and migration when
migrating from a current z/OS® V1R10 and z/OS V1R11 to z/OS V1R12. Also described are
tasks to prepare for the installation of z/OS V1R12, including ensuring that driving system and
target system requirements are met, and coexistence requirements are satisfied. New
migration actions are introduced in z/OS V1R12. This book focuses on identifying some of the
new migration actions that must be performed for selected elements when migrating to z/OS
V1R12.

This book describes the following enhancements:

» z/OS V1R12 installation, HiperDispatch, System Logger, Auto-reply to WTORs, Real
Storage Manager (RSM)

» DFSMS, DFSORT, Services aids, z/OS Infoprint Server, TSO/E, RMF™, Language
Environment®, BCP allocation

» XML System Services, z/OS UNIX® System Services, BCP supervisor, Extended
Address Volumes

» HyperSwap®. BCPii, (de)ciphering, Predictive Failure Analysis, C language, Hardware
instrumentation services

» FICON® dynamic channel-path management, Workload Manager, SDSF, JES2, JESS,
SMF, GRS, XCF, HCD

» Unicode, Capacity provisioning, RRS, Parallel subsystems initialization
» 2z/OS Management Facility (zZOSMF)

The team who wrote this book

This book was produced by a team of specialists from around the world working at the
International Technical Support Organization, Poughkeepsie Center.

Paul Rogers is a Consulting IT Specialist at the International Technical Support
Organization, Poughkeepsie Center. He writes extensively and teaches IBM classes
worldwide on various aspects of z/OS, z/OS UNIX, JES3, and Infoprint Server. Before joining
the ITSO 21 years ago, Paul worked in the IBM Installation Support Center (ISC) in
Greenford, England for eight years, providing OS/390® and JES support for IBM EMEA. He
also worked in the Washington Systems Center for three years, and has been with IBM for
more than 43 years.

Robert Hering is an IT Specialist at the ITS Technical Support Center, Mainz, Germany. He
provides support to clients with z/OS and UNIX System Services-related questions and
problems. He has participated in several ITSO residencies since 1988, writing about
UNIX-related topics. Prior to supporting OS/390 and z/OS, Robert worked for many years
with VM and all its different flavors (VM/370, VM/HPO, VM/XA, and VM/ESA®).

Paulo Heuser is a system programmer and technical support coordinator at Banrisul, in
Brazil. He has 33 years of experience in the mainframe field, including z/OS. He holds a
technical background in computer networks. His areas of expertise include CICS®,
Assembler programming, and computer performance evaluation. He has written extensively
on SMF.
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includes z/OS and z/OS UNIX, CICS, and high availability topics in general. He has written
extensively on z/OS-related topics and has contributed to several IBM Redbooks publications
before.

Jean-Louis Lafitte is Senior IT Architect at GATE Informatic SA, an IBM Premier Business
Partner in Switzerland. He has 39 years of experience on IBM Large Enterprise Systems, has
worked on various parallel machines (IBM RP3, CM2, KSR1, IBM SP1, SP2 and BG/L, and
P), and has been associated with Parallel Sysplex® since 1984. More recently, he worked on
designing hybrid structures exploiting Cell/B.E.™ Jean-Louis holds a Ph.D. in Theoretical
Computer Science and several patents in System/390® hardware virtualizer architecture. He
is a member of ACM and IEEE.

Diana Nakajima works in IBM Sales and Distribution in Brazil, where she is a technical sales
specialist working with large zSeries® clients.

Paulo Cesar Nascimento is a coordinator of support in the Eletrobras Eletronuclear nuclear
plant in Brazil. He has 31 years of experience in mainframes. His areas of expertise include
z/0OS, DB2®, SAP DB, RACF®, and z/OS manager. He has given talks at several IBM
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Now you can become a published author, too!

XXii

Here's an opportunity to spotlight your skills, grow your career, and become a published
author - all at the same time! Join an ITSO residency project and help write a book in your
area of expertise, while honing your experience using leading-edge technologies. Your efforts
will help to increase product acceptance and customer satisfaction, as you expand your
network of technical contacts and relationships. Residencies run from two to six weeks in
length, and you can participate either in person or as a remote resident working from your
home base.

Find out more about the residency program, browse the residency index, and apply online at:

ibm.com/redbooks/residencies.html
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Comments welcome

Your comments are important to us!
We want our books to be as helpful as possible. Send us your comments about this book or
other IBM Redbooks publications in one of the following ways:
» Use the online Contact us review Redbooks form found at:
ibm.com/redbooks
» Send your comments in an email to:
redbooks@us.ibm.com
» Mail your comments to:

IBM Corporation, International Technical Support Organization
Dept. HYTD Mail Station P099

2455 South Road

Poughkeepsie, NY 12601-5400

Stay connected to IBM Redbooks

» Find us on Facebook:
http://www.facebook.com/IBMRedbooks

» Follow us on Twitter:
http://twitter.com/ibmredbooks

» Look for us on Linkedin:
http://www.linkedin.com/groups?home=&gid=2130806

» Explore new Redbooks publications, residencies, and workshops with the IBM Redbooks
weekly newsletter:

https://www.redbooks.ibm.com/Redbooks.nsf/subscribe?0penForm
» Stay current on recent Redbooks publications with RSS Feeds:

http://www.redbooks.ibm.com/rss.html
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z/OS ViR12 enhancements

The z/OS strategy has a long-term commitment to simplify the z/OS platform. The past
several releases of z/OS delivered improvements in the following areas:

» Simplifying diagnosis and problem determination
» Network and security management

» Overall z/OS

» 1/O configuration

» Sysplex and storage operations

These improvements can help simplify systems management, improve application
programmer, system programmer, and operator productivity, and make the functions easier to
understand and use.

Scalability and performance

In the areas of scalability and performance, z/OS has the ability to intelligently manage
workloads, reprioritize work, and dynamically reallocate system resources between
applications quickly and efficiently. z/OS and System z can handle unexpected workload
spikes, improve your system's efficiency and availability, all while meeting application and
business priorities.

In the area of performance, there are improvements in a variety of areas. Some are focused
on overall performance and others on customer pain points. One area of continuing
improvement is cache and memory management; this will continue to be true for the
foreseeable future. The time it takes to retrieve data from memory, while progressively shorter
in the absolute sense on newer server models, has become progressively longer when
measured in processor cycle time increments. In other words, though memory access is
much faster than it used to be, processors spend more cycles waiting for it than they ever did.
This makes the system’s management of cache very important.

The z/OS platform supports many new application development technologies, such as
Java™, Perl, PHP, XML, Unicode, HTML, SOAP, and other web services, in addition to C/C++
and other application development tools. And z/OS continues to update its traditional
application development tools as well.
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Improvement in the application development stack can reduce deployment and maintenance
costs for applications deployed on the z/OS platform by bringing the leveraging technical
capabilities of the z/OS software stack.

In the area of data serving, like other operating systems, z/OS provides support for current
application enablement technologies, but what sets z/OS apart is the ability to operate both
new and existing applications within the same system, and in close proximity to the corporate
data residing on z/OS. WebSphere® applications can run on the same z/OS system as the
DB2 database, which can enable tight, security-rich local connections ideal for high volume
transactional throughput. Current CICS or IMS™ transactions can be extended with these
new technologies to deliver value in new and innovative ways, without incurring the
substantial cost required to rip and replace current core assets.

System z and z/OS are ideally suited to perform as a data serving hub for the enterprise. The
platform's classic strengths of availability, security, reliability, scalability, and management
have made the mainframe the de facto gold standard for data serving and OLTP. Market
requirements for increased security and simplified data management, and the increasing
need for real-time Business Intelligence make consolidating more data onto the mainframe an
attractive option for many enterprises. New technologies, such as XML, represent net data
serving workloads on the platform.

Standards Currency

The Common Criteria (CC) is meant to be used as the basis for evaluation of security
properties of IT products. By establishing such a common criteria base, the results of an IT
security evaluation may be meaningful to a wider audience. The CC permits comparability
between the results of independent security evaluations. The CC does so by providing a
common set of requirements for the security functionality of IT products and for assurance
measures applied to these IT products during a security evaluation. The evaluation process
establishes a level of confidence that the security functionality of these IT products and the
assurance measures applied to these IT products meet these requirements. The evaluation
results may help consumers to determine whether these IT products fulfill their security
needs.

The Common Criteria is identified in NSTISSP #11 as a requirement for the US Federal
Government for all Commercial off the Shelf (COTS) acquired software.

Simplified monitoring and management

IBM has embarked on a long-term commitment to simplifying the z/OS platform. The past
several releases of z/OS delivered improvements in the areas of simplifying diagnosis and
problem determination; network and security management; as well as overall z/OS, 1/0
configuration, sysplex and storage operations. These improvements can help simplify
systems management, improve application programmer, system programmer, and operator
productivity, and make the functions easier to understand and use.

In this chapter we provide information regarding the z/OS V1R12 improvements to the
operating system.
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1.1 Base control program (BCP) enhancements

The BCP provides essential operating system services. It includes the 1/O configuration
program (IOCP), the workload manager (WLM), system management facilities (SMF), the
z/OS UNIX System Services (z/OS UNIX) kernel, the program management binder, and other
components.

Allocation performance

In z/OS V1R12, a number of design changes are made to allocation to improve performance
for address spaces that allocate a large number of data sets in a short time. These changes
are expected to markedly reduce the startup time for these address spaces, such as DB2
address spaces and batch jobs that process a large number of data sets per job step.

Parallel subsystem initialization

In z/OS VR12, subsystem initialization is changed from serial to parallel for initialization
routines that start after the SMS initialization routine (IGDSSIIN). This is intended to enable
you to reduce system startup time by allowing most of these routines to run in parallel.

Availability and RAS

Beyond server availability, applications and data must be available with good performance as
well. For the System z platform this means hardware, connectivity, operating system,
subsystem, database, and application availability, too. z/OS, System z servers, and System
Storage® working together can provide outstanding availability: System z servers are
designed to reduce planned and unplanned outages through the use of self-healing
capabilities, redundant componentry, dynamic sharing, and the ability for concurrent
upgrades and microcode changes.

With every release, z/OS continues to refine its error checking, fault tolerance, isolation, error
recovery, and diagnostic capabilities. Beyond single system availability is z/OS Parallel
Sysplex clustering and GDPS disaster recovery. Parallel Sysplex is designed to provide your
data sharing applications and data with not only continuous availability for both planned and
unplanned outages, but also near-linear scalability and read/write access to shared data
across all systems in the Parallel Sysplex for data sharing applications.

Enhancements to 1 MB large page support

Large (1 MB) pages were introduced in z/OS V1R10. In z/OS V1R12, the nucleus data area
is planned to be backed using 1 MB pages. This is intended to reduce the overhead of
memory management for nucleus pages and to free translation lookaside buffer (TLB) entries
so they can be used for other storage areas. This is expected to help reduce the number of
address translations that need to be performed by the system and help improve overall
system performance.

Auto reply to WTORs

In z/OS V1R12, a new timed auto reply function provides an additional way for the system to
respond automatically to write to operator with reply (WTOR) messages. This new function is
designed to allow you to specify message ID timeout values, and default responses in an
auto-reply policy, and to be able to change, activate, and deactivate auto-reply with operator
commands. Also, when enabled, it is designed to start very early in the IPL process and
continue unless deactivated. An IBM-supplied auto-reply policy in a new AUTOROO parmlib
member that you can replace or modify is also available. This new function is expected to help
provide a timely response to WTORs and help prevent delayed responses from causing
system problems.
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CSV enhancements
In z/OS V1R12, a number of enhancements are made to the processing of PROGxx parmlib
members and to Link List Lookaside (LLA) processing. These include support as follows:

» In PROGxx for passing a specified parameter to a dynamic exit
» Automatically including alias names for modules to be placed in Dynamic LPA

» Specifying volumes on SYSLIB for data sets so they need not be cataloged in the master
catalog

» A REPLACE option for exits to assure there is no window during which an exit is
unavailable

» A new SVCNUMDEC keyword to specify the SVC number to be added.

Additionally, a new DEFAULTS statement is available so you can specify processing defaults
intended to help prevent common errors. This includes allowing you to specify that LNKLST
DEFINE always require COPYFROM, that it default to COPYFROM(CURRENT), and that it
automatically process aliases for modules added to Dynamic LPA.

LLA processing is now designed to support the use of dynamic LLA exits and to process
multiple MODIFY commands in parallel.

Enhance D SYMBOLS command output

A new SUMMARY keyword of the DISPLAY SYMBOLS command is designed to provide summary
information about symbols used on the system, including how many are in use. This can help
you determine how many additional symbols can be defined.

Duplicate temporary data set name support

When two or more jobs having the same job name begin to process within the same system
clock second and specify the same temporary data set names, the second and subsequent
jobs will fail with JCL errors while attempting to allocate data sets with duplicate names. In
z/0OS V1R12, you will be able to use a new parmlib option to specify that the system use the
data set naming convention for unnamed temporary data sets instead, which substantially
reduces the probability of this JCL error without the need to change JCL.

RMF SMF log stream

In z/0OS V1R9, support was added to write SMF data to log streams. In z/OS V1R12, it is
planned to enhance RMF to read SMF records directly from a log stream. This is intended to
allow you to eliminate any intermediate steps you currently use to unload SMF data from a log
stream to a sequential data set for RMF postprocessing.

SMF30 uncaptured processor times

Initiator address spaces consume processor time on behalf of starting and ending job steps
that in prior releases are not associated with a particular batch job. There can be
considerable variation in the processor time consumed by an initiator for different jobs. To
help you better understand the resources consumed by batch jobs and improve the accuracy
of chargeback programs, z/0OS V1R12 is designed to record the processor time consumed for
job steps in initiator address spaces using new fields in SMF Type 30 records.

The SMF30ICU and SMF30ISB fields of the processor accounting section (aka the Processor
Section) of the SMF type 30 record report the time that is used by the initiator “between” job
steps. These “in between” time values have been dubbed “un-captured processor times”.
Some of the time that is included in these fields belongs to the step that is terminating, and
some of the time belongs to job step selection and pre-allocation processes on behalf of the
next step in the job or next job to be executed. Clients have reported a need to see a
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breakdown of the time spent on the ending step as opposed to time spent preparing to
execute the next step or next job. This line item will address that need by adding four new
fields to the SMF type 30 record to report TCB and SRB processor times used during job step
termination and by job step initialization.

SMF records for flood automation

In z/OS V1R12, new support detects and automates the system's response to tasks that are
writing SMF records at unusually high rates. SMF record flooding automation is now designed
to allow you to define a policy for responding to these situations in the SMFPRMxx parmlib
member by specifying whether record flooding automation is to be active, whether operators
are to be warned, and the actions to take for specific SMF record types if record flooding
occurs. This is intended to limit the impact of such problems by allowing less-important data
to be discarded while keeping the data from critical SMF records intact. Additionally, new
function is planned for the SMF dump program (IFASMFDL) to provide additional information
to help you develop a record flooding policy.

SMF processor capacity data capture

SMF is updated to generate event-driven type 30 and type 89 records when a change in
processor capacity is detected. Fields containing processor capacity data are added to these
records. This support also introduces a new SMFPRMxx parmlib option to govern the number
of allowable event-driven intervals, and includes generating a new subtype of the type 90
record when a change in processor capacity is detected. The IFAURP billing report is also
updated to allow for computing the SU factor from the data in the new type 89 records (as well
as pull the value from the internal processor table for older records). Also, the reports are
reformatted to structure the data by type and serial, rather than by type, model and serial.

RTM enhancements

In z/OS V1R12, new functions for recovery and termination processing are implemented.
These include a new option on ESTAEX to specify that SPIE or ESPIE exits be superseded
by ESTAEX, a new option on ESPIE to request percolation to RTM, and passing information
about held locks to ESTAE-type recovery routines.

Superzap support for EAV3

In z/0OS V1R12, superzap (AMASPZAP) supports dumping and altering data for sequential,
partitioned, and direct data sets placed in the extended addressing space (EAS) on extended
address volumes (EAVSs).

1.1.1 HCD/HCM

The 1/0 configurations to the operating system (software) and the channel subsystem
(hardware) must be defined. The Hardware Configuration Definition (HCD) component of
z/OS consolidates the hardware and software 1/O configuration processes under a single
interactive user interface.

Hardware Configuration Manager (HCM) is the graphical user interface to HCD. HCM
interacts with HCD in a client/server relationship (that is, HCM runs on a workstation and
HCD runs on the host). The host systems require an internal model of their connections to
devices, but it can be more convenient and efficient for the system programmer to maintain
(and supplement) that model in a visual form. HCM maintains the configuration data as a
diagram in a file on the workstation in sync with the IODF on the host. While it is possible to
use HCD directly for hardware configuration tasks, many customers prefer to use HCM
exclusively, due to its graphical interface.
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Coexistence of GDPS and HCD

HCD/HCM is enhanced to allow a client to define only one OS config, and the second OS
config will be generated automatically from the HCD/HCM. This enhanced function avoids
unnecessary efforts, provides a consistent view for the GDPS configurations, and reduces
human errors.

Ability to specify IPL attributes
HCD is enhanced to allow IPL attributes to be entered in free format. This allows the central
management of IPL parameters also for non-z/OS systems.

Predefine PSIFB connections

HCD/HCM is enhanced to allow the CF end of the PSIFB link to be defined without being
“connected.” This allows the CF to simply connect to whatever system responded when the
link was physically connected without requiring an outage for the new connection.

1.1.2 Binder support

6

The binder provided with z/OS performs all of the functions of the linkage editor. The binder
link-edits (combines and edits) the individual object decks, load modules, and program
objects that comprise an application, and produces a single program object or load module
that you can load for execution. When a member of a program library is needed, the loader
brings it into virtual storage and prepares it for execution.

FASTDATA enhancements

In z/OS V1R12, the program management Binder is making program object attribute data
(PMAR data) available to programs using the fast data interface, and to support programs
loaded using the z/OS UNIX System Services load service (loadhfs).

Binder and linkage editor support

In z/OS V1R12, the program management Binder now supports data sets having extended
task 1/O table (XTIOT) entries. This affects BAM XTIOT and EAV support.

Binder RMODE in multi-segment modules

In z/OS V1R12, the program management binder allows you to specify that a specific
residency mode (RMODE) be applied to all initial load classes of a program object, rather
than the classes in the first segment containing the entry point. This new function is intended
to offer application programmers more flexible options for program storage residency.

BCP Binder and AMBLIST improvements
In z/OS V1R12, a number of small Binder enhancements are introduced, as follows:

» Sample programs to illustrate the use of both standard and Fastdata Binder APIs in
High-Level Assembler and C.

» Character translations in AMBLIST LISTLOAD output for load modules.
» Improved AMBLIST header information for z/OS UNIX files.
» Support for long names for AMBLIST LISTOBJ for object modules in z/OS UNIX files.
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1.1.3 Global resource serialization (GRS)

The global resource serialization component processes requests for resources from
programs running on z/OS. Global resource serialization serializes access to resources to
protect their integrity. An installation can connect two or more z/OS systems with
channel-to-channel (CTC) adapters to form a GRS complex to serialize access to resources
shared among the systems.

When a program requests access to a reusable resource, the access can be requested as
exclusive or shared. When global resource serialization grants shared access to a resource,
exclusive users cannot obtain access to the resource. Likewise, when global resource
serialization grants exclusive access to a resource, all other requestors for the resource wait
until the exclusive requestor frees the resource.

GRS reporting enhancements

RMF captures and reports information on how many units of work (WEBS) are running or
waiting for processor and the overhead of SIGP processing.

Unauthorized ENQ (ISGENQ) with ECB

In z/OS V1R12, a new option is introduced for the ISGENQ service that can be used to
serialize resources. This new support is designed to allow an unauthorized program to
interrupt serialization processing and opt not to continue to attempt to obtain control of a
resource when the resource is not available. For example, a programmer might wish to set a
time limit for obtaining control of a resource. This is expected to help programmers to better
manage contention delays and remove pending enqueue requests in recovery.

Exploit GRS identity for latches used by USS

In z/0OS V1R12, z/0OS UNIX System Services file system processing is designed to provide
better information on the DISPLAY GRS,CONTENTION and D GRS,ANALYZE commands by
identifying itself as the holder of held latches to GRS. This is intended to help you diagnose
and take corrective actions for latch contention problems that involve file system processing.

1.1.4 Sysplex enhancements

A sysplex refers to a tightly-coupled cluster of independent instances of the z/OS operating
system. A sysplex can be either basic or parallel. A basic sysplex can communicate using
channel to channel (CTC) connections between LPARs. Parallel Sysplex uses something
called a Coupling Facility (CF).

SFM CF structure related hangs

In z/OS V1R12, XES builds on the existing hang-detect monitoring capability. A new
CFSTRHANGTIME SFM policy now allows you to specify how long CF structures can have
pending requests. When the time is exceeded, SFM now drives corrective actions to try to
resolve the hang condition. This is intended to help you avoid sysplex-wide problems that can
result from an affected CF structure that is waiting for timely responses from all the systems
using it.

MTTR enhancements in couple data set initialization

In z/OS V1R12, a number of improvements are implemented for XCF to help reduce IPL time.
This change is expected to help improve availability by reducing the time required to IPL the
systems in a Parallel Sysplex environment.
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1.1.5 Workload Manager (WLM)

For z/OS, the management of system resources is the responsibility of the workload
management (WLM) component. WLM manages the processing of workloads in the system
according to the company's business goals, such as response time. WLM also manages the
use of system resources, such as processors and storage, to accomplish these goals.

Resource groups for batch management

In z/OS V1R12, WLM now considers resource group maximums and the projected increase
in system or sysplex demand before starting initiators during resource adjustment and policy
adjustment processing when the service class has been assigned to a resource group and a
resource group maximum has been defined. The Type 99 SMF record is also extended to
show when the number of initiators to be started was limited for this reason. These changes
are intended to improve WLM batch management.

Discretionary work time slicing

In z/OS V1R12, changes to the dispatching of discretionary work have been made. The
system is now designed to run discretionary work for a longer period of time before
dispatching other discretionary work, while still interrupting it after short periods for
nondiscretionary work. This change is intended to help improve the throughput for systems
with a high percentage of discretionary workloads.

WLM policy editor

WLM policy editor functionality is to be integrated into zZOSMF R12, which will facilitate the
creation and editing of WLM service definitions, installation of WLM service definitions and
activation of WLM service policies, and monitoring of the WLM status of a sysplex and the
systems in a sysplex.

Return OOCoD information

In z/OS V1R12, the WLM service for requesting LPAR-related data (REQLPDAT) is enhanced
to include character-based data about the machine model, a Model-Permanent-Capacity
Identifier, a Model-Temporary-Capacity Identifier, the Model-Capacity Rating, the
Model-Permanent-Capacity Rating, and the Model- Temporary-Capacity Rating. This new
data is intended to be used for reporting and use by vendors.

Manage tasks in queue server correctly

WLM honors the behavior of environments such as WebSphere and now manages work in
enclave server address spaces and queue server address spaces that are running outside of
enclaves. This solves the problem of not managing swapped-out server address spaces that
run only work outside of enclaves and solves the problem of running the work outside an
enclave, as for example the WebSphere garbage collector with a priority that is too low.

1.1.6 z/OS Management Facility (zOSMF)

The z/0OS Management Facility is intended to enable system programmers to more easily
manage and administer a mainframe system by simplifying day-to-day operations and the
administration of a z/OS system.
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z/OSMF incident log enhancements

In zZOSMF V1R12, a number of improvements are made and intended to help you manage
problem data more easily, as follows:

» For the incident log function

» For encryption of dumps to be sent to IBM

» Breaking dumps into multiple data sets that can be sent via FTP in parallel to reduce
transmission time

» Specifying additional data sets to an incident

Adding free-form comments to new fields for problem descriptions

» FTP destinations and a function to display FTP status

v

zOSMF currency browser support
Support for Microsoft® Windows® Vista and Windows 7 has been implemented. This release

of z/ OSMF also supports Microsoft Internet Explorer 7, Internet Explorer 8, Mozilla Firefox
3.0, and Firefox 3.5.

z/OSMF navigation services

In zZOSMF V1R12, an interface to allow the addition of non-z/OSMF launch points and links
to the navigation tree is implemented.

Multiple EAR support

Changes to z OSMF packaging to support delivery of applications via multiple EAR files have
been implemented.

1.1.7 Cross-system coupling (XCF)

Cross-system coupling (XCF) services allow multiple instances of an application or
subsystem, running on different systems in a sysplex, to share status information and
communicate with each other.

Extend XCF heartbeat for critical members

In z/OS V1R12, XCF now monitors components that identify themselves as critical to the
function of a Parallel Sysplex, and initiate partitioning actions if a monitored component fails
to respond when polled for status or indicates impairment. This function is intended to help
reduce the incidence of sysplex sympathy sickness due to unresponsive critical components.
GRS is planned to exploit these XCF critical member and XES enhanced exit hang detection
functions in both ring and star modes. Additionally, GRS will be designed to monitor key
global enqueue and queue scan processing tasks and to inform XCF if it detects that GRS is
impaired.

SETXCF command

The SETXCF command includes a REALLOCATE option that can be used to cause XCF to
analyze and reallocate structures in a Coupling Facility. In z/OS V1R12 a new TEST option
allows you to get information about the changes the command would make and any errors
that would be encountered if it were issued without the new option. The report created by the
command (similar to that already provided by message IXC545l) is intended to provide
information you can use to decide whether to take any needed actions to resolve errors or
simply to reissue the command without TEST to make the changes effective. Also,
consolidated information about any exceptions that were encountered is planned to be
provided by REALLOCATE processing to make it easier to find.
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1.1.8 System Logger

System Logger is an MVS component that allows an application to log data from a sysplex.
You can log data from one system or from multiple systems across the sysplex.

System Logger RAS for enforcement of share options

In z/OS V1R12, System Logger is enhanced to correct the VSAM SHAREOPTIONS for new
log stream data sets when it detects that they are not correctly set. Messages are issued to
indicate that Logger has detected and corrected a data set's SHAREOPTIONS settings. This
new function is intended to prevent data set access problems from arising when
SHAREOPTIONS(3,3) has not been set in the DATACLAS or ACS routine used when
allocating log stream data sets.

System Logger VSCR

System Logger is providing z/OS common storage constraint relief to aid in an overall z/OS
reduction goal. The objective is to aid in the z/ OS common storage constraint relief goal by
reducing the 31-bit common storage usage below the bar. Many System Logger modules
currently loaded and running in LPA are moved into load modules within the System Logger
(IXGLOGR) private address space.

1.1.9 Capacity Provisioning

Dynamic and sometimes unexpected system workload demands coupled with error-prone
manual processes may cause you to miss service-level commitments or overpay for system
capacity. IBM Implementation Services for System z Capacity Provisioning provides IBM
skills and an understanding of autonomic management to help you improve system utilization
and control the activation and deactivation of additional resources to meet business needs.

The Capacity Provisioning Control Center is now supporting displaying provisioning reports
supported by the Capacity Provisioning Manager. This is intended to simplify the investigation
of Capacity Provisioning reports and operation of the Capacity Provisioning server from
z/OSMF. The Capacity Provisioning Manager client is updated to provide support for
Windows Vista.

BCP support of CICS/IMS transaction classes

In z/OS V1R12, Capacity Provisioning is using the delay data for transaction service classes
provided by RMF starting with z/OS V1R11, or an equivalent product, to help determine
whether a provisioning action is required for servers on which CICS and IMS are running.
Monitoring delay data for CICS and IMS transaction classes is intended to help improve
capacity provisioning decisions for servers with LPARs running CICS and IMS.

1.1.10 Predictive failure analysis (PFA)

10

In z/OS V1R12, a new predictive failure analysis check is introduced to monitor the rate at
which SMF records are generated. When the rate is abnormally high for a particular system,
the system will be designed to issue an alert to warn you of a potential problem.

In z/OS V1R12, function is introduced for PFA to allow you to specify that PFA ignore data
related to certain jobs or address spaces when you expect their behavior to be atypical. This
can help you improve the overall accuracy of PFA checks for LOGREC, message, and SMF
record arrival rates.
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Four changes are also introduced to improve the quality of PFA modeling. These changes are
designed to do the following:

» Capture data when exceptions are issued to help you identify problems
» Use dynamic modeling intervals based on system stability
» Discard the last hour's LOGREC data from before a shutdown

» Monitor smaller increments of common storage assigned to a system

1.1.11 XML System Services

z/OS XML System Services (z/OS XML) is an XML processing component of the z/OS
operating system. It contains an XML parser intended for use by system components,
middleware, and applications that need a simple, efficient, XML parsing solution. z/OS XML
can parse documents either with or without validation. XML allows you to tag data in a way
that is similar to how you tag data when creating an HTML file. XML incorporates many of the
successful features of HTML, but was also developed to address some of the limitations of
HTML.

Dynamic schema

In z/OS V1R12, XML System Services is enhanced to provide XML schema validation
support by allowing applications to extract schema-related information from an XML instance
document without the application first performing a separate parse. This is designed to
improve the usability of the validating parsing interface and intended to reduce the processing
cost of obtaining this information.

Fragment parsing

In z/OS V1R12, z/OS XML System Services now allows you to validate part of an XML
document, rather than the entire document. Called fragment parsing, this capability is
intended to reduce the processing cost of performing validation by allowing you to validate
only a portion of a document rather than requiring the validation of the entire document. For
example, this can be useful when only a subset of a large document containing multiple
fragments has changed.

Restrict root element name

In z/OS V1R12, XML System Services now provides a new validating parse capability that
allows applications to restrict the set of element names to be accepted as valid root elements
to a subset of those allowable in an XML schema. This is intended to provide an additional
level of validation capability beyond that provided by the W3C schema language.

1.1.12 C/C++ enhancements

The XL C/C++ feature of the IBM z/OS licensed program provides support for C and C++
application development on the z/OS platform.

z/OS XL C/C++ includes:

» A C compiler (referred to as the z/OS XL C compiler)

» A C++ compiler (referred to as the z/OS XL C++ compiler)

» Performance Analyzer host component, which supports the IBM C/C++ Productivity Tools
for the IBM OS/390 product

» A set of utilities for C/C++ application development
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C/C++ enhancement

In z/OS V1R12, program management Binder now complements the existing Binder C/C++
API| DLL functions (iewbndd.so, iewbndd.x) with an XPLINK version (iewbnddx.so,
iewbnddx.x). This is designed to offer XPLINK applications improved performance by
eliminating expensive XPLINK to non-XPLINK transitions when the Binder functions are
called. Also, a C/C++ header provides a way to map the IEWBMMP structure
(__iew_modmap.h). For C and C++ users, this will simplify the task of processing the module
map, which the Binder creates in programs when the MODMAP option is used.

1.1.13 Common Information Model (CIM)

The Common Information Model (CIM) is a standard data model for describing and accessing
systems management data in heterogeneous environments. It allows system administrators
or vendors to write applications (CIM monitoring clients) that measure system resources in a
network with different operating systems and hardware. With z/OS CIM, it is possible to use
the DMTF CIM open standard for systems management, which is also implemented on
further major server platforms (for example, Linux® on zSeries, Linux on xSeries®, i5/0S®,
or AIX®.

CIM standards currency

In z/OS V1R12, the CIM Server is upgraded to the 2.10 version of the OpenPegasus CIM
Server. Also, the CIM Servers Schema repository is updated to CIM Schema version 2.22.
This is intended to keep the z/OS CIM Server and schema current with the CIM standard from
OpenGroup and DMTF, and to allow z/OS management applications manage z/OS in an
enterprise environment.

z/0S storage management CIM Provider-SMI-S Host Profile provider
The CIM Server includes providers for z/OS to be interoperable with the SMI-S storage
management standard v1.3. It includes providers for the host discovered resources (HDR)
and host bus adapter (HBA) profiles.

1.2 z/OS and hardware
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The following items are related to z/OS and the hardware on which z/OS executes.

Exploit System z10 APl command correlation support

Currently, successful or failing command completion events cannot be associated to a
specific request. With the new command correlation support provided by the hardware, it is
now possible to handle such command completions correctly, which increases reliability of
hardware management considerably.

Hardware Instrumentation Services (HIS)

HIS support for dynamic processor speed can be changed dynamically without a re-IPL. This
can occur for clients using replacement capacity, On/Off Capacity on Demand, or during
cooling problems with the machine. HIS currently relies on the processor speed to remain
constant throughout an instrumentation run. If the processor speed were to change from
underneath HIS without its knowledge, data collected for that run would either be thrown out
or misinterpreted.
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BCPii support for System z hardware

The BCPii callable services continues to expand its support of more System z API commands
and attributes related to the CPC and images. This allows a BCPii application to have more
options in its control of the System z hardware.

1.3 z/OS UNIX System Services (z/0S UNIX)

The UNIX System Services element of z/OS is a UNIX operating environment, implemented
within the z/OS operating system. It is also known as z/OS UNIX. The z/OS support enables
two open systems interfaces on the z/OS operating system: an application programming
interface (API) and an interactive shell interface.

TSOCMD command support

Previously, the tsocmd shell command was available only from the Tools and Toys section of
the z/OS UNIX System Services website. In z/OS V1R12, z/OS support for this function is
now integrated. Unlike the existing TSO command, the tsocmd command can be used to
issue authorized TSO/E commands.

USS shell and utilities support for FILEDATA=RECORD

In z/OS V1R12, there is support in z/OS UNIX System Services for the record file format in
the cp, my, 1s, pax, and extattr shell commands as well as the ISHELL command. In addition
to binary and text format, files can be handled in record file format. z/OS applications
accessing these files by using QSAM, BSAM, VSAM, or BPAM and coding
FILEDATA=RECORD will be able to take advantage of the record file format to read and write
data as records.

USS support for FILEDATA=RECORD

z/OS UNIX supports a number of file formats, including NA (not defined), Binary, and
delimited text formats including NL (text delimited using newline characters), CR (carriage
return characters), LF (using line feed characters), CRLF (both carriage return and line feed
characters), LFCR (both line feed and carriage return characters), and CRNL (both carriage
return and newline characters). In z/OS V1R12, there is new support for a record file format,
comprising prefixed records in which the prefix defines the record length.

z/0OS UNIX kernel RAS
The following RAS items are implemented in z/OS V1R12:

» Schedule synchronous SRBs for creating pthreads to better serialize use of below-the-line
storage.

» Retry Fork processing when VSM list processing causes Fork to fail with EAGAIN.

» Currently, fork COW processing is turned off when MaxSharePages reaches 62.5%. The
limits detection code could be changed to put out the limits message for this limit when it
reaches 62.5% rather than when it reaches 85%.

» Clients have reported problems with latches being held for an excessive period of time, but
UNIX System Services did not notify them of the condition because no contention existed.
A new message is planned to notify customers about the condition so actions can be
taken to resolve the issue before the latch impedes other work in the system. The system
will query all held latches and issue a message to indicate a latch has been held a long
time, and identify the job that owns it. A new message (BPXM123E) is created for this
purpose.
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Dynamic socket limits

In z/OS V1R12, z/OS UNIX System Services supports changing the number of reserved
ports for Common Inet, the maximum number of sockets that can be obtained for a given file
system type, by using the SET OMVS and SETOMVS operator commands. This can help you
improve availability by making it unnecessary to restart OMVS to change these values

UNIX System Services (USS) support for RFC 5014

USS and Communications Server support for Source Address Selection/Get Partner Info has
USS updates for the new socket options for Default Address Selection as described in RFC
5014. There are macro updates for the new socket options and common INET support for
these options when there are multiple TCPIP stacks configured.

Support for mmap for NFS client

z/OS UNIX System Services supports the memory mapping (mmap) function for files in zFS
and HFS file systems. In z/OS V1R12, new support allows applications to use memory
mapping for NFS client files. This will enable NFS-mounted file systems to be used by
applications that use memory mapping.

1.4 zFS support

The z/OS Distributed File Service zSeries File System (zFS) is a z/0OS UNIX System Services
(z/0OS UNIX) file system that can be used in addition to the hierarchical file system (HFS). zFS
file systems contain files and directories that can be accessed with z/OS UNIX application
programming interfaces (APIs). These file systems can support access control lists (ACLs).
zFS file systems can be mounted into the z/OS UNIX hierarchy along with other local (or
remote) file system types (for example, HFS, TFS, AUTOMNT, and NFS).

Removal of multisystem aggregate support

The zFS strategic direction is to remove multifile system aggregate support. In z/OS V1R12
USS is removing the existing commands and displays that allow users to manipulate file
systems in a multifile system aggregate.

1.5 JES components
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JES2 and JES3 are the primary subsystems that are required when using the z/OS operating
system.

JESXCF design change

In z/OS V1R12, the JESXCF component allows you to log on to multiple systems within a
sysplex using the same TSO/E user ID.

JES2 SAPI notifications for all data sets

In z/OS V1R12, JES2 provides function you can use to specify, using the SYSOUT
application programming interface (SAPI), that a program receive ENF 58 notifications when
SYSOUT data sets have been deleted. This new function is designed to help applications to
monitor the progress of print data sets through the system.
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JES3 SAPI notifications for all data sets

In z/OS V1R12, JES3 provides function you can use to specify, using the SYSOUT
application programming interface (SAPI), that a program receive ENF 58 notifications when
SYSOUT data sets have been deleted. This new function is designed to help applications to
monitor the progress of print data sets through the system.

JES2 EAV support for spool and checkpoint data sets

In z/OS V1R12, JES2 now allows both spool and checkpoint data sets to reside in extended

addressing space (EAS) on an extended address volume (EAV), making it possible to place

both spool and checkpoint data sets anywhere on an EAV, and to define spool data sets up to
the maximum size of 1,000,000 tracks (approximately 56 GB).

JES3 EAV support for spool data sets

In z/OS V1R12, JES3 now allows the spool, checkpoint, and Job Control Table (JCT) data
sets to be placed anywhere on an extended address volume (EAV). When allocated as
extended-format data sets, spool data sets up to 16,777,215 tracks (approximately 922 GB)
will be supported.

1.6 TSO/E

TSO/E is a base element of z/OS. TSO/E allows users to interactively share computer time
and resources. In general, TSO/E makes it easier for people with all levels of experience to
interact with the MVS system.

TSO/E XTIOT support

In z/OS V1R12, TSO/E now supports extended task I/O tables (XTIOTs), uncaptured UCBs,
and DSABs above 16 MB for data sets allocated by programs.

TSO/E password special character support
In z/OS V1R12, TSO/E accepts passwords that include one or more special characters. This

is intended to leave the checking for acceptable password characters to an external security
manager such as RACF.

1.7 Library Server

z/OS information is accessible using panel readers with the BookServer/Library Server
versions of z/OS books in the Internet library at:

http://www.ibm.com/systems/z/os/zos/bkserv/

Library Server performance

Indexing and administration improvements are introduced with z/OS V1R12 Library Server to
improve performance when building new catalogs and supporting multiple users on heavily
loaded systems. Also, indexing is implemented to capture the author's intended definition of
primary nodes for an InfoCenter's Table of Contents. Administrative improvements include
long filename support, programmatically checking for the required level of Java, and
generation of a new Test and Diagnostics page for use by Library Server administrators and
IBM support personnel.
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User support for personalized document sets

A new Personal BookCase function in z/OS V1R12 Library Server allows you to create, use,
and share your own subset of the documents from a Library Server catalog. This function is
designed to allow you to configure a Personal BookCase that includes the shelves and
documents, as well as the infocenters and topics, that you are interested in so you can have
the reference documents you routinely use available quickly.

User and administrative user usability enhancements

In z/OS V1R12, Library Server usability enhancements are improved for user interfaces,
including improved navigation between certain dialogs, modernized icons, and descriptive
hover popups for documents on a shelf.

1.8 z/OS V1R12 new components

1.9 Data

Following is a new component with z/OS V1R12.

z/0OS Runtime Diagnostics (RTD)

In z/OS V1R12, a new component called z/OS Runtime Diagnostics is implemented. This
function is designed to help you reduce the time spent deciding what actions you should take
to resolve a problem and identify potentially related symptoms and causes when it appears
that there is a significant system problem that affects its ability to process your workloads, but
is still running. Often, you must analyze problems like this in a short time to preserve
application availability.

Runtime Diagnostics is designed to be activated using the START operator command and to
process the operator messages recorded in the OPERLOG log stream to identify critical
messages. In addition, it is designed to search for serialization contention, address spaces
consuming a high amount of processor time, and to analyze the system trace table for
patterns common to looping address spaces. Runtime Diagnostics are expected to run in less
than one minute to return results quickly enough to help you make decisions about alternative
corrective actions and help you maintain high levels of system and application availability.

Facility Storage Management Subsystem (DFSMS)

DFSMS comprises a suite of related data and storage management products for the z/OS
system. DFSMS is an operating environment that helps automate and centralize the
management of storage based on the policies that your installation defines for availability,
performance, space, and security. The heart of DFSMS is the Storage Management
Subsystem (SMS). Using SMS, the storage administrator defines policies that automate the
management of storage and hardware devices. These policies describe data allocation
characteristics, performance and availability goals, backup and retention requirements, and
storage requirements for the system.

DFSMSdfp provides a Storage Management Subsystem (SMS) that allows storage
administrators to control the use of storage. The Storage Management Subsystem provides
storage groups, storage classes, management classes, and data classes that control the
allocation parameters and management attributes of data sets.

16 z/OS Version 1 Release 12 Implementation



DFSMS catalog

In z/OS V1R12, the catalog address space (CAS) is now designed to check for contention
periodically. Based on an interval you specify and the reason for contention, CAS now writes
a logrec record and terminates certain tasks that have waited for longer than the specified
maximum when contention checking occurs. A new MODIFY CATALOG,CONTENTION
command allows you to specify a different interval than the 30 minute default, or to disable
CAS contention detection. This new function is intended to prevent tasks that take excessive
time to complete, or that never complete, from affecting catalog performance.

DFSMS OCE RAS enhancements
Open/Close/EQV (OCE) RAS items are providing support for the following items:

» A new DCB abend exit ignore option to additionally bypass the associated determinant
abend message.

» EOV processing now detects a missing last volume condition when reading, and if the
JFCB and TIOT built by allocation have room, EOV will call catalog services to determine
the additional volumes and then update the JFCB with the volume serial numbers and the
TIOT with the device address. If this recovery is not possible, EOV will abnormally
terminate the job with abend 637-B0.

» Externalize in a new message the reason codes documenting the specific reason for a
FREE=CLOSE failure.

» Modernize the component by changing this processing to issue existing abend
ABENDS50D with new reason code X’24’. IEC999I will continue to be issued with the
explanation text.

» Add new reason codes for abend 413 and abend 637 when detected for messages
IEC709I, IEC710I, IEC7111, and IEC712l. Also, a recovery option will be made available to
the DCB abend exit.

» Improve DSAB chain search performance by exploiting the improved GETDSAB hash
algorithm in common services module IFGO19RA.

DFSMS disk striping

In z/OS 1R12, VSAM record level sharing (RLS) supports striped data sets. This is designed
to bring the benefits of VSAM striping, such as allowing single application requests for
records in multiple tracks or control intervals (Cls) to be satisfied by concurrent 1/0 requests
to multiple volumes. Using striped data sets can result in improved performance by
transferring data at rates greater than can be achieved using single 1/0 paths.

BSAM 64K tracks for Language Environment record 1/O

In z/OS V1R7, support was introduced in DFSMSdfp for large format sequential data sets
(DSNTYPE=LARGE). In z/OS V1R8, Language Environment added support for these data
sets using noseek (QSAM). Support for seek (BSAM) was limited to data sets no larger than
64 K tracks on any volume when opened for read. In z/OS V1R12, seek (BSAM) support is
extended to data sets up to the maximum size when using record I/O. Binary and text I/0 with
seek continue to be supported for data sets up to 64 K tracks in size on any volume when
opened for read.

Extended addressable catalogs

In z/OS V1R12, DFSMS there is new support for catalogs with extended addressability (EA).
This is designed to make it possible to define and use integrated catalog facility (ICF) basic
catalog structures (BCS) with extended addressability (EA), allowing catalogs larger than

4 GB.
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DFSMS EAV supports additional data set types

In z/0OS V1R12, DFSMS supports the following additional data set types in the extended
addressing space (EAS):

» Sequential (both basic and large) data sets
» Partitioned (PDS/PDSE) data sets

» Catalogs

» BDAM data sets

» Generation data groups (GDGs)

» VSAM volume data sets (VVDS)

Overall, EAV helps to relieve storage constraints as well as simplify storage management by
providing the ability to manage fewer large volumes as opposed to many small volumes.

DFSMS support for the ATTREXX interface

The System Data Mover (SDM) component provides a REXX interface for many of the
functions of the SDM programming interface (ANTRQST). This new function is designed to
provide a REXX programming interface to FlashCopy®, Global Mirror, z/OS Global Mirror
(XRC), and Peer-to-Peer Remote Copy (Metro Mirror and Global Copy) copy services.

ISMF function to copy underlying volumes

The Interactive Storage Management Facility (ISMF), which you use to manage your SMS
configuration, allows you to copy storage group definitions from one control data set (CDS) to
another. In z/OS V1R12, ISMF allows you to specify that the volume list for pool-type storage
groups be copied at the same time. This allows you to copy entire storage groups from one
configuration to another without having to add their volumes to the destination CDS afterward.

DFSMS VSAM serviceability for dynamic trace

In z/OS 1R12, VSAM serviceability is enhanced by improving the usability of VSAM Record
Management Trace. A new interface is introduced for the user to enable VSAM Record
Management Trace dynamically without using the DD card of the JCL. This new interface
extends the usability of VSAM Record Management Trace to support data sets that are
allocated dynamically and allow the user to enable VSAM Record Management Trace without
taking the application or data set offline.

DFSMS catalog

In z/0OS V1R12, IDCAMS is enhanced to avoid DFSMShsm recalls for any generation data
sets that are migrated when deleting entire generation data groups (GDGs). Instead,
IDCAMS will call DFSMShsm to delete such data sets without recalling them. This is
expected to reduce processing time, particularly when one or more generation data sets have
been migrated to tape.

In z/OS V1R12, DFSMSdfp allows a zFS data set to be recataloged with an indirect volume
serial or system symbol. This is designed to allow the zFS file systems used for z/OS system
software files (such as version root file systems) to be cataloged using an indirect volume
serial or a system symbol the same way as non-VSAM data sets to make cloning and
migration easier.

On prior releases, partial release operations for VSAM data sets supported releasing space
only on the last volume containing data for each data set. In z/OS V1R12, partial release is
extended to support releasing unused volumes in addition to releasing space on the last
volume of a multivolume VSAM data set that contains data.
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In z/OS V1R12, the IDCAMS DEFINE RECATALOG command is enhanced for multivolume
and striped data sets. This new function is designed to automatically create catalog entries
with correctly ordered volume lists while eliminating any duplicate volumes that might have
been specified. This will make it easier to recatalog multivolume and striped VSAM data sets.

DFSMS separates the VOLSELMSG and TRACE parameters

Currently SMS TRACE and VOLSELMSG facilities share three parameters: TYPE, ASID and
JOBNAME. The specification of these shared parameters applies to both TRACE and
VOLSELMSG facilities simultaneously. In order to provide more flexibility and usefulness for
these two facilities, in zZOS 1R12 SMS enhances these shared parameters by allowing
different settings to be specified for either facility separately. In addition, when both TRACE
and VOLSELMSG are active and there are a large number of candidate volumes, numerous
module and message trace entries may be created for the detailed volume selection analysis
messages, IGD17389l. With this support, SMS limits the number of trace entries that are
created for these IGD17389] messages for each allocation.

DFSMS AMS PDSE empty command

In z/OS V1R12, IDCAMS is enhanced to allow you to delete all members of a partitioned data
set in a single operation by specifying a wildcard character (*) as the member name for a data
set when using the DELETE command. This new support is designed to allow you to remove
all members of a PDS or PDSE data set in a single command.

DFSMS RLS

Over time, VSAM key-sequenced data sets (KSDS) for which records are added and deleted
have often become fragmented, causing many control area (CA) splits, the use of additional
index levels, and consumption of additional extents on DASD volumes. Performance and
DASD space utilization can usually be improved copying these data sets, deleting and
reallocating them, and reloading them. This requires scheduled outages for applications
using these data sets.

In z/OS V1R12, DFSMSdfp allows you to specify that VSAM dynamically reclaim unused
control areas for KSDSs, including those used for record-level sharing (RLS), and adjust the
number of index levels as needed. This new function is intended to help you preserve
performance and minimize space utilization for KSDSs, improve application availability, and
allow you to discontinue the use of jobs whose sole purpose is to reorganize one or more
KSDSs.

DFSMS PDSE verification tool

In z/OS V1R12, new PDSE functions are introduced. A new utility verifies that the structure of
a PDSE is valid, and a programming service performs similar checking to help programs
verify the state of a PDSE before and after critical operations. These new functions are
intended to help you detect errors in PDSE structures that might otherwise go undetected.

DFSMS PDSE

When a corrupt PDSE is detected in the link list during IPL, the system enters a wait state. In
z/OS V1R12, the system issues a message identifying the corrupt PDSE prior to entering the
wait state.

DFSMS storage group management and volume selection

In z/OS V1R12, DFSMS enhancements are implemented for storage group management and
volume selection performance. As volume sizes increase, one percent of a volume represents
an increasingly large amount of storage. For example, on a 223 GB volume, 1% is over 2 GB
of storage. In zZ/OS V1R12, the limit on the high threshold you can specify for space utilization
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for pool storage groups is increased from 99% to 100%. In most cases, IBM recommends a
high threshold value less than 100% for storage groups. This allows data sets to expand
without an increased risk of encountering out-of-space abends. The 100% specification is
intended to be used to make more storage capacity available for storage groups that hold
static data. Also, SMS processing of volume lists is changed in a way intended to improve
allocation performance for large volume lists.

DFSMS ISMF DCOLLECT currency

The Integrated Storage Management Facility (ISMF) includes a data collection application,
DCOLLECT, that provides storage-related measurement data that can be used as input to the
DFSMSrmm Report Generator to create customized reports or to feed other applications
such as billing applications. In zZOS V1R12, DCOLLECT data class (DC) records are updated
to include information about all data class attributes. Also, data set (D) records include job
names, and storage group (SG) records include information about OAM protect retention and
protect deletion settings.

DFSMS BAM XTIOT support

The LE/C runtime library data set name retrieval, used for the fldata() function when opening
a member of a partitioned data set concatenation, is updated to support the XTIOT. Allowing
XTIOT (task I/O table) to be above the line, all the open data sets on your tasks can now live
above 16 MG. This is called the extended TIOT, and this requires a 4-byte pointer versus the
current 3-byte pointer. LE needs a new interface that will work for the previous systems and
for release 12.

1.9.1 DFSORT

20

DFSORT is the IBM high-performance sort, merge, copy, analysis, and reporting product for
z/OS. With DFSORT, you can sort, merge, and copy data sets. You can use DFSORT to do
simple tasks such as alphabetizing a list of names, or you can use it to aid complex tasks
such as taking inventory or running a billing system. DFSORT gives you versatile data
handling capabilities at the record, field and bit level.

DFSORT ICE083A error message

In z/0OS V1R12, DFSORT now provides additional information when DFSORT cannot
dynamically allocate sufficient work space on a specified volume. New messages help to
resolve these problems quickly.

DFSORT support for uncaptured UCBs (XTIOT)

In z/OS V1R12, DFSORT now supports extended task I/O tables (XTIOTs), uncaptured unit
control blocks (UCBs), and data set access blocks (DSABs) above the line. This is intended to
help you take advantage of those functions to allow more concurrently-open data sets and
provide for virtual storage constraint relief.

DFSORT calculation of work space for VSAM data sets

When VSAM data sets are not closed properly, the statistics, including information used to
determine file sizes, might be incorrect. In z/OS 1R12, DFSORT attempts to estimate the
required work space for VSAM data sets that have not been closed correctly, and allocate
work data sets of the needed size for certain kinds of input data sets.

DFSORT diagnostic messages in error situations
In z/OS V1R12, DFSORT issues diagnostic messages automatically, without the need to add
a SORTDIAG DD statement or specify the DIAGSIM=YES installation option. This is intended
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to make it easier to provide the information you need to resolve many DFSORT problems
without having to rerun a sort to collect diagnostic information, and to improve first failure data
capture.

DFSORT EAV support for SORTWKnn data sets

In z/OS V1R12, there is new support for non-extended format large sequential data sets to
reside in the extended addressing space (EAS) on extended address volumes (EAVS).
DFSORT supports these data sets up to the maximum size. This is designed to allow sort
work data sets up to approximately 16,000,000 tracks in size.

DFSORT dynamic allocation improvements

DFSORT's dynamic allocation of work data sets has been enhanced to improve reliability in
cases where the disk work space required to complete a sort is higher than originally
expected. This can happen when incorrect file size information is provided to DFSORT or
when contention for central storage limits the amount of Hiperspace™ storage DFSORT is
able to use for intermediate storage. Users will now be able to request DFSORT to allocate
additional work data sets that are allocated with zero space and only used if needed.
DFSORT has also improved its algorithms to dynamically adjust the size of additional extents
that are obtained on the work data sets when the work space requirements unexpectedly
increase.

1.9.2 Constraint relief for XTIOT

Support for XTIOT (eXtended Task Input Output Table), uncaptured UCBs, and DSAB above
the line will allow BSAM, BPAM, QSAM and EXCP to support the XTIOT, nocapture and
DSAB-above-the-line options of dynamic allocation for DASD, tape and dummy data sets and
when PATH= is coded. The main purpose is for VSCR and the main VSCR would come from
DASD and tape support. DB2 requested this for VSCR reasons and JES2 requested the UCB
nocapture option. DFSORT will support it to help with VSCR for DB2. With this new support in
BAM, DFSORT will allow its caller (such as DB2) to use these VSCR options and DFSORT
will automatically use them when it allocates work files.

Support for XTIOT, uncaptured UCBs, and DSAB

Some workloads require an increasing number of open data sets. In z/OS V1R12, the BSAM,
QSAM, and BPAM (basic and queued sequential, and basic partitioned access methods) and
execute channel program (EXCP) processing is designed to support the use of an extended
task I/0 table (XTIOT) with uncaptured UCBs, and support data set association blocks
(DSABs) above the 16 MB line. This is expected to allow more data sets to be allocated by an
address space and to provide virtual storage constraint relief for DASD and tape data sets.

1.9.3 NFS Server

The NFS Server is a component of z/OS that allows remote access to z/OS host processor
data from workstations, personal computers, or any other system on a TCP/IP network that is
using client software for the Network File System protocol.

Exploitation of C APIs for alternate group database functions

In zZ/OS V1R12, NFS made changes to utilize new C interfaces rather than existing USS
callable services, which potentially will have performance benefits.
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NFS Server SMF records

In z/0OS V1R12, NFS allows you to specify that SMF records be created when a file system
object is created, renamed, or removed. New SMF42 subtype 26 records can be specified
with a new site attribute or enabled by operator commands for both z/OS UNIX file objects
including directories and files, and data sets and members. In conjunction with z/OS UNIX
Type 80 and RACF Type 92 records, this support is intended to improve auditability for NFS
file operations.

NFS Server cache monitoring and reporting

In z/OS V1R12, the NFS Server performs additional cache monitoring and reporting. The
NFS Server issues warning messages when the value specified for the bufhigh site setting is
being approached, and issues additional messages when a buffer shortage or impending
buffer shortage has been relieved. This is intended to allow you to use automation to respond
to impending buffer shortage events.

NFS Server displays accounting statistics

NFS Client displays the statistics about the NFS Client activities to the z/OS NFS Server. The
displayed statistics include the number of NFS V2, NFS V3 and NFS V4 operations being
used by the NFS Clients in their communication with the z/OS NFS.

NFS password phrase support for the MVSlogin client utility

In z/OS V1R12, the NFS Server supports password phrases up to 100 characters in length for
mvslogin, in addition to existing support for passwords up to 8 characters long. This support
will require password phrase support from an external security manager such as RACF. This
is intended to allow you to migrate to password phrases, which offer a much larger name
space than passwords.

1.10 DFSMShsm
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DFSMShsm is a functional component of the DFSMS family, which provides facilities for
managing your storage devices. DFSMShsm is a DASD storage management and
productivity tool for managing low-activity and inactive data. It relieves you from manual
storage management tasks and improves DASD use by automatically managing both space
and data availability in a storage hierarchy. DFSMShsm cooperates with the other products in
the DFSMSdfp family to provide efficient and effective storage management.

DFSMShsm space management performance

In z/0OS 1R12, DFSMShsm space management performance improvements support a new
option to allow you to specify that primary space management, interval migration, and
command volume migration be done in parallel.

DFSMShsm multi-task recover from dump

In z/0OS V1R12, DFSMShsm supports parallel processing for recovery from dump tape
volumes when the dumps reside on multiple tape volumes and multiple tape drives are
available. This new function is intended to allow you to specify that up to 64 concurrent tasks
be used to help speed recovery processing. Also, this is designed to allow you to restore fast
recovery copy pools from tape using DFSMShsm.

Fast reverse restore
In z/OS V1R12, DFSMShsm is exploiting the fast reverse restore feature of the IBM System
Storage DS8000® Series. This function is designed to allow recovery to be performed from
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an active, original FlashCopy target volume to its original source volume without having to
wait for the background copy to finish when the volume pair is in a full-volume FlashCopy
relationship. DFSMShsm FlashCopy backup and recovery operations will be designed to
create full-volume FlashCopy relationships when the devices support it, and Fast Reverse
Restore function to support recovery of volumes associated with copy pool backups including
Space Efficient and Incremental FlashCopy targets. A new SETSYS parameter is planned to
allow you to specify whether extent or full-volume FlashCopy relationships are to be
established between volume pairs when DFSMShsm invokes DFSMSdss to perform fast
replication backup and recovery.

DFSMShsm dump stacking

In z/OS V1R12, the DFSMShsm DUMP function used to copy source disk volumes to target
tape volume has been enhanced. The dump stacking function is designed to allow up to 255
source volumes to be dumped to a single tape volume, up from the prior limit of 99. This is
intended to help you take better advantage of large capacity tape cartridges.

1.11 DFSMSrmm

DFSMSrmm is a z/OS feature. In your enterprise, you probably store and manage removable
media in several types of media libraries. For example, in addition to your traditional tape
library, a room with tapes, shelves, and drives, you might have several automated, virtual, and
manual tape libraries. You probably also have both on-site libraries and off-site storage
locations, also known as vaults or stores.

With DFSMSrmm, you can manage your removable media as one enterprise-wide library
across systems and sysplexes. DFSMSrmm manages your installation's tape volumes and
the data sets on those volumes. DFSMSrmm also manages the shelves where volumes
reside in all locations except in automated tape libraries.

DFSMSrmm manages all tape media, such as cartridge system tapes and 3420 reels, as well
as other removable media you define to it. For example, DFSMSrmm can record the shelf
location for optical disks and track their vital record status; it does not manage the objects on
optical disks.

DFSMSrmm EAV and IPv6 support

In z/OS V1R12, new support makes all data sets used by DFSMSrmm eligible for allocation in
the extended addressing space of an EAV. This includes the DFSMSrmm journal and
dynamically allocated temporary files. DFSMSrmm support for IPv6 is also implemented.

DFSMSrmm simplified monitoring and management

DFSMSrmm provides for z/OS V1R12 that when a retention limit is reached, it will be added
to the ACTIVITY file. New reports created from the ACTIVITY and extract files can help you

see why retention limits were triggered. Also, OPENRULE ignore processing is available for

duplicate tape volumes, and DFSMS recovery from multivolume tape label anomalies will be
based on policy information you defined to DFSMSrmm.

This is planned so you can exploit OPENRULE ignore processing for duplicate tape volumes.
DFSMS is going to automatically handle multi-volume label anomalies as described by
messages IEC709I, IEC710l, IEC711] and IEC712I. This enables automated recovery based
on information defined to DFSMSrmm.
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DFSMSrmm RAS enhancements

In z/OS 1R12, DFSMSrmm creates additional trace records for processing outside the
subsystem address space to enable improved diagnostics.

DFSMSrmm hardware support

In z/OS 1R12, DFSMSrmm supports copies of logical tape volumes that are exported from
virtual tape subsystems (VTS) such as the TS7700 virtualization engine, including copies that
might be sent to a secure offsite storage facility for disaster recovery. This new function is
planned to manage exported copies and their locations in addition to managing original virtual
tape volumes residing in a VTS.

DFSMSrmm competitive enhancements

In z/OS 1R12, DFSMSrmm allows you to define policy rules that govern whether residual
data on tape volumes should be erased during close processing. This new function to erase
unused data is designed to help you ensure that tapes sent outside your installation contain
only the data you wish to send.

1.12 DFSMSdss

DFSMSdss is a direct access storage device (DASD) data and space management tool. It
works on DASD volumes only in the z/OS environment.

DFSMSdss BSAM I/O support

In z/OS V1R12, DFSMSdss now supports using larger blocks when possible for DUMP,
COPYDUMP, and RESTORE operations, and supports extended-format sequential dump
data sets on DASD for DUMP, RESTORE, and COPYDUMP. The use of larger block sizes, up
to 256 K when dumping to tape, is intended to improve performance for these operations.
With the use of extended format dump data sets on DASD it is intended to support striping
and compression.

Support for removal of IMBED and REPLICATE

The creation of new VSAM data sets with IMBED, REPLICATE, or KEYRANGE attributes has
been unsupported since z/OS V1R3. These attributes, originally introduced to improve
performance on older DASD, typically act only to occupy additional space and slow
performance on modern cached DASD. In z/0OS V1R12, DFSMSdss removes the IMBED and
REPLICATE attributes during logical restore and DFSMShsm recall processing. An
informational message is introduced to confirm that newly-restored data sets no longer retain
these attributes or encountered data sets with these attributes and could not remove them.
During DFSMSdss data set dump processing an information message is also introduced to
indicate that a data set with the IMBED, REPLICATE, and KEYRANGE attribute was
encountered and requires some action to be taken by the user. The messages may also be
encountered when DFSMShsm uses DFSMSdss to process a data set with these attributes
during migrate and backup.

1.13 DFSMSoam
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The Object Access Method (OAM) is a component of DFSMSdfp, the base of the storage
management system (SMS) of DFSMS. OAM uses the concepts of system-managed storage,
introduced by SMS, to manage, maintain, and verify tape volumes and tape libraries within a
tape storage environment.
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DFSMSoam RAS enhancements

In z/0OS 1R12, OAM provides API support for the object storage and retrieval function (OSR)
to run in a CICS threadsafe environment. This is intended to allow exploiters to take
advantage of the improved multitasking and throughput capabilities provided by threadsafe
programming. Additionally, the volume recovery utility improves performance when recovering
object data stored on optical and tape media.

1.14 SDSF

SDSF provides a powerful and secure way to monitor and manage your z/OS sysplex.
Beginning with z/OS V1R10, there is support for JES3 systems.

SDSF JES managed device support

In z/OS V1R12, SDSF is designed to support printer displays for JES3. Also, initiator displays
for JES2 no longer require MQSeries® when all systems in the JES2 MAS are at z/OS
V1R12 JES2, or for JES2 device displays when all systems in the MAS are at or above z/OS
V1R11 JES2.

Health check history display in SDSF

In z/OS V1.12, SDSF is enhanced to augment the CK panel by displaying recorded checks on
a new health check history panel. The default is to display up to ten prior iterations of each
check from the log stream, and this support allows you to browse and print check output from
the history display as you can on the primary CK panel.

SDSF data to Java

In z/OS V1R12, SDSF makes Java classes available to provide a new means of accessing
SDSF. Classes are provided for each of the SDSF panels that can be used by applications to
request SDSF functions. This new support is designed to allow Java-based applications to
easily access SDSF.

SDSF REXX

In z/OS V1R12, SDSF introduces a new ISFLOG command for SDSF REXX. It is designed to
read the system log and return its records in stem variables, and to support options to limit
the number of records returned and specify start and end times. This new function will
simplify access to the system log for SDSF REXX.

SDSF JES3-managed device support

In z/OS V1R12, SDSF supports printer displays for JESS. Also, initiator displays for JES2 no
longer require MQSeries when all systems in the JES2 MAS are at z/OS V1R12 JES2, or for
JES2 device displays when all systems in the MAS are at or above z/0OS V1R11 JES2.

1.15 z/OS Health Checker

The Health Checker provides a mechanism to check the health of an active system and can
help you check for and proactively resolve potential problems before application availability is
impacted or system or sysplex-wide outages occur. The Health Check framework allows for
unique autonomic functions for the z/OS platform by alerting you about potential problems
and allowing their correction before they impact your business.
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Issue messages without message table

In z/OS V1R12, the Health Checker framework is enhanced to allow health checks to be
registered without a message table and for them to issue messages directly without using
one. This makes it easier to write health checks quickly.

METAL C headers and sample check

The Health Checker framework provides headers to enable an installation to write health
checks using METAL C, in addition to existing support for High-Level Assembler and REXX.
Providing high-level language support can make it easier to write complex health checks.
Additionally, sample health checks written in METAL C are available.

XES/XCF Health Checks
z/OS V1R12 has new health checks for the Parallel Sysplex components XCF and XES. They
are designed to warn you about the following events:

» When a structure's specified size is more than double its initial size

» When a configuration data set's (CDS's) maximum system limit is lower than the primary
sysplex CDS's limit when shared CPs are used for Coupling Facility partitions

» When the message-based communications protocol can be used for recovery processing
but the policy-based protocol is specified

» When your Sysplex Failure Management (SFM) policy does not specify the action to be
taken to relieve hangs caused by a connector failure

These checks can help you correct and prevent common sysplex management problems.

SMB migration Health Check

In z/OS V1R12, the SMB server adds two health checks. The first is designed to detect SMB
running in a zFS sysplex-aware environment and alert you that SMB cannot export zFS
read/write file systems in this environment, and the second determines whether SMB is
configured to support the RPC protocol (DCE/DFS) and display a message to remind you that
IBM plans to withdraw support for this protocol in a future release.

HFS to zFS Migration Health Check

IBM recommends that you use zFS file systems for z/OS UNIX System Services. In z/OS
V1R12, a migration health check identifies HFS file systems you should consider migrating to
zFS file systems. This is intended to help you easily obtain and track the list of remaining file
systems to be converted.

DFSMS SMS health checker enhancements

In z/OS V1R12, DFSMS adds new health check functions for the communications and active
configuration data sets (COMMDS and ACDS). One new check is designed to alert you that
OMMDS and ACDS are on the same volume. The other is intended to identify COMMDS and
ACDS data sets that were defined without the REUSE attribute, which is recommended.
These new checks can help you manage your SMS environment.

Facility class profile for BPX.SUPERUSER

In z/OS V1R12 the Health Checker started task supports running with an assigned user ID
that has access to the BPX.SUPERUSER profile in the FACILITY CLASS. This will make it
unnecessary to run the Health Checker address space with a user ID having UID(0).
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10S health checks

In z/OS V1R12, new health checks are designed for the I/O Supervisor (I0S). IBM
recommends using the relatively new MIDAWSs and Captured UCB Protection functions
introduced in recent releases, and locating eligible I/O-related control blocks above the 16 MB
line. These health checks are designed to notify you when these functions are not being used,
to help you manage system performance and the use of virtual storage.

z/0S OMPROUTE checks
z/0OS V1R12 Communications Server enhances the z/OS Health Checker for z/OS by adding
two new checks, as follows:

» A check for IPv4 routing and a check for IPv6 routing. The checks determine whether the
total number of indirect routes in the TCP/IP stack routing table exceeds a maximum
threshold (default 2000). When this threshold is exceeded, OMPROUTE and the TCP/IP
stack can potentially experience high processor consumption from routing changes.

» Two new maximum threshold parameters are available to override the default values for
the total number of IPv4 and IPv6 indirect routes in a TCP/IP stack routing table before
warning messages are issued.

1.16 Communications Server

z/0OS Communications Server provides a set of communications protocols that support
peer-to-peer connectivity functions for both local and wide-area networks, including the most
popular wide-area network, the Internet. zZOS Communications Server also provides
performance enhancements that can benefit a variety of TCP/IP applications.

z/OS Communications Server provides both SNA and TCP/IP networking protocols for z/OS.
The SNA protocols are provided by VTAM® and include Subarea, Advanced Peer-to-Peer
Networking, and High Performance Routing protocols.

Resolver reaction to unresponsive DNS name servers

z/OS Communications Server V1R12 provides notification to the operator console when a
domain name system (DNS) name server does not respond to a certain percentage of
resolver queries sent to the name server during a sliding 5-minute interval. In addition to the
notification, statistics regarding the number of queries attempted and the number of queries
that received no response are displayed for each currently unresponsive name server at
5-minute intervals. This can alert you to a possible problem with your DNS name server
configuration that may be adversely affecting applications on your z/OS system.

The default value for the TCPIP.DATA RESOLVERTIMEQUT configuration statement, which
controls the timeout value for UDP requests sent to a name server, is modified to be 5
seconds instead of 30 seconds.

Resolver support for IPv6 connections to DNS name servers

z/OS Communications Server V1R12 allows the system resolver to send requests to Domain
Name System (DNS) name servers using IPv6 communication. This function allows you to
use the existing NSINTERADDR and NAMESERVER resolver configuration statements in the
TCPIP.DATA data set to define the IPv6 address of the name server.

Policy table and Socket API support for IPv6

z/0OS V1R12 Communications Server supports RFC3484 by providing a configurable policy
table for default address selection for IPv6. The source address selection algorithm and
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destination address selection algorithm are enhanced to support additional address selection
rules in conjunction with the configured or default policy table. For example, you might choose
to prefer IPv4 communication over IPv6 by providing a custom policy table for default address
selection.

z/0OS V1R12 Communications Server also supports RFC5014 by providing IPv6 socket API
for source address selection. Applications can indicate they prefer temporary IPv6 addresses
over public IPv6 addresses or public IPv6 addresses over temporary IPv6 addresses.

Additionally, z/OS V1R12 Communications Server has enhanced the SRCIP configuration to
allow an administrator to indicate that the TCP/IP stack should prefer public IPv6 addresses
over temporary IPv6 addresses. This will allow you to override the preferences specified by
an application using the IPv6 socket API for source address selection.

Enhancements to IPv6 router advertisement
In z/OS V1R12 Communications Server, the improvements include:

» The ability to learn indirect prefix routes from IPv6 router advertisement messages

» The ability to associate preference values with all routes that are learned from IPv6 router
advertisement messages

Use of this function is expected to reduce the number of IPv6 static routes that must be
defined and the ability to route around network failures when not using OMPROUTE to install
routes learned via a dynamic routing protocol, such as OSPF.

Trusted TCP connections

z/OS V1R12 Communications Server introduces trusted TCP connections, to enable sockets
programs to retrieve sysplex-specific connection routing information and partner security
credentials for connected sockets. Partner security credentials can be retrieved if both
endpoints of a TCP connection reside in the same z/OS image, z/OS sysplex, or z/OS
subplex, and the endpoints are within the same security domain. In such a topology, partner
programs can use trusted connections to authenticate each other as an alternative to using
an SSL/TLS connection with digital certificates for client and server authentication.

Digital certificate access server
z/0OS V1R12 Communications Server enhances the digital certificate access server (DCAS)
to allow modification of the debug level without restarting the application.

Internet Key Exchange version 2 support

Internet Key Exchange version 2 (IKEv2) is the second version of the Internet Key Exchange
(IKE) protocol, which is used by peer nodes to perform mutual authentication and to establish
and maintain security associations (SAs). In z/OS V1R12 the Communications Server IKE
daemon (IKED) is enhanced to support IKEv2, in addition to its existing IKEv1 support. The
z/OS Communications Server support for IKEv2 includes:

» |IPv4 and IPv6 support
» A new identity type called Keyld

» Authentication using pre-shared keys or digital certificates; certificates may use RSA or
elliptic curve keys

» Re-keying and re-authentication of IKE SAs and child SAs
» Hash and URL certificates and certificate bundles
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IPSec support

z/0S V1R12 Communications Server introduces the following enhancements to network
security services (NSS) processing, IPSec certificate trust chains, and certificate revocation
lists:

» All the certificate authorities in the trust chain are considered when creating or verifying a
signature for certificate authorities that are in the key ring.

» Certificate revocation information is used when available when verifying a certificate.

The z/OS Internet Key Exchange daemon (IKED) is planned to be enhanced to use these
new NSS daemon (NSSD) functions when a stack is configured as a network security client.

IPSec support for cryptographic currency

z/0OS V1R12 Communications Server is introducing the following enhancements to IPSec and
IKE support for cryptographic currency:

» Support for the Advanced Encryption Standard (AES) algorithm in Cipher Block Chaining
(CBC) mode for IP Security. In addition to the previously-existing support of AES with a
128-bit key length, z/OS V1.12 Communications Server is designed to support AES with a
256-bit key length in CBC mode. You can use longer key lengths for more sensitive data.

» Support for the Advanced Encryption Standard (AES) algorithm in Galois Counter Mode
(GCM) and in Galois Message Authentication Code (GMAC) mode for IP Security. AES in
GCM mode is intended to provide both confidentiality and data origin authentication.
AES-GCM is a very efficient algorithm for high-speed packet networks. AES in GMAC
mode is intended to provide data origin authentication but does not provide confidentiality.
AES-GMAC, like AES-GCM, is also a very efficient algorithm for high-speed packet
networks. z/OS V1R12 Communications Server supports both 128-bit and 256-bit key
lengths for these algorithms.

» Support for the use of hashed message authentication mode (HMAC) in conjunction with
the SHA2-256, SHA2-384, and SHA2-512 algorithms. These algorithms are intended to
be used as the basis for data origin authentication and integrity verification. The new
algorithms, HMAC-SHA2-256-128, HMAC-SHA2-384-192, and HMAC-SHA2-512-256,
are designed to help ensure that data is authentic and has not been modified in transit.
Versions of these algorithms that are not truncated are available as Pseudo-Random
Functions (PRFs). These algorithms are named PRF-HMAC-SHA2-256,
PRF-HMAC-SHA2-384, and PRF-HMAC-SHA2-512.

» Support for an authentication algorithm, AES128-XCBC-96, that can help ensure data is
authentic and not modified in transit.

» Support for elliptic curve digital signature algorithm (ECDSA) authentication.

z/0S V1R12 Communications Server is introducing support for the standard FIPS 140
security requirements for cryptographic modules for IP security. This standard is expected to
be useful to organizations that use cryptographic-based security systems for protection of
sensitive or valuable data. Protection of a cryptographic module within a security system is
thought necessary to maintain the confidentiality and integrity of the information protected by
the module. FIPS 140 dictates security requirements that should be satisfied by a
cryptographic module to obtain higher degrees of assurance about the integrity of the
module. FIPS 140 provides four increasing, qualitative levels of security intended to cover a
wide range of potential applications and environments. z/OS V1R12 Communications Server
support is designed to meet the requirements for security level 1.

Enforce RFC 4301 compliance for IPSec filter rules
In z/OS V1R12, RFC 4301 compliance for IPSec filter rules is mandatory. RFC 4301 “Security

Architecture for the Internet Protocol” specifies the base architecture for IPSec-compliant
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systems, including restrictions on the routing of fragmented packets. Compliance
enforcement may require minor changes to IP filters for IP traffic that is routed through z/OS.
The Configuration Assistant is changed to identify any noncompliant IP filters, and policy
agent will not install an IPSec policy that contains any non-compliant IP filters.

Common storage reduction for the TN3270E server

In z/OS V1R12 Communications Server, the TN3270E Telnet server provides access method
control block (ACB) sharing for logical units (LUs) as a way to reduce ECSA usage. Prior to
z/0OS V1R12 Communications Server, every Telnet LU name opened its own ACB to VTAM.
You can code a new SHAREACB statement to allow multiple Telnet LUs to share a single
ACB, which reduces the overall amount of ECSA (and Telnet private) storage allocated to
support Telnet sessions. Telnet LU ACB sharing can benefit your installation if you currently
run a large number of connections (8 K or greater) to a given Telnet server.

Performance improvements for fast local sockets
z/0OS V1R12 Communications Server enhances the performance of fast local sockets for TCP
connections. This function is automatically enabled.

Performance improvements for streaming bulk data

In z/OS V1R12 Communications Server, processing for OSA-Express in QDIO mode
supports inbound workload queueing. Inbound workload queueing uses multiple input queues
for each QDIO data device (subchannel device) to improve TCP/IP stack scalability and
general network optimization. When inbound workload queueing is enabled for a QDIO
interface, inbound streaming bulk data is processed on an ancillary input queue (AlQ). This
function is expected to improve throughput while reducing processor consumption for inbound
streaming bulk data.

Multipath control for Enterprise Extender

z/OS Communications Server allows the coding of MULTIPATH in the TCP/IP profile that
enables multipath support for IP packets. You might want this behavior for TCP connections
but not for Enterprise Extender (EE) connections. In zZOS Communications Server V1R12,
the multipath function is disabled by default for EE connections regardless of the value
specified in the TCP/IP profile. You can use the VTAM start option MULTPATH to control the
multipath function for EE.

Performance improvements for Sysplex Distributor connection routing
In z/OS V1R12 Communications Server, processing for OSA-Express in QDIO mode now
supports inbound workload queueing. Inbound workload queueing uses multiple input queues
for each QDIO data device (subchannel device) to improve TCP/IP stack scalability and
general network optimization. When inbound workload queueing is enabled for a QDIO
interface, inbound Sysplex Distributor traffic is designed to be processed on an ancillary input
queue (AlQ). This function is expected to improve performance for inbound Sysplex
Distributor traffic that is routed to a target stack.

Improvements tor AT-TLS performance

In z/OS V1R12 Communications Server, AT-TLS processing is now designed to provide
reduced processor usage for encryption and decryption of application data while improving
throughput for some types of workloads. This function is automatically enabled.

Drop all connections for a server

z/OS V1R12 Communications Server has extended the VARY TCPIP,,DROP command to allow
the dropping of all established TCP connections for servers that match the specified filter
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parameters. When issued, each server that is found to match the specified filter parameters
will have all its established TCP connections dropped. You can filter by port, jobname, or
server ASID. This function is expected to make it easier to move workloads from one
application instance to another application instance.

Packet trace filtering for encapsulated packets
In z/OS V1R12 Communications Server, packet trace filtering is enhanced to support:

» Including the next hop IP address on the trace output. This can be obtained from the fully
formatted packet trace using IPCS. The next hop IP address is also available to
applications that consume the real-time packet trace through the real-time TCP/IP
networking monitoring API.

» Making packet trace filtering available to encapsulated packets that are used in
VIPAROUTE traffic

Control joining the sysplex XCF group

In z/OS V1R12 Communications Server, support now allows you to specify that a TCP/IP
stack be kept isolated from the sysplex; a new configuration parameter prevents a stack from
automatically joining the sysplex group at startup. You can have the stack join the sysplex
group at a later time by issuing the VARY TCPIP,,SYSPLEX,JOINGROUP command.

Enhancements to sysplex autonomics

In z/OS V1R12 Communications Server, sysplex problem detection and recovery are
enhanced to detect when the TCP/IP stack has abended five times in less than a minute.
Existing sysplex recovery logic is applied when this problem is detected.

Management data for CSSMTP

z/OS V1R12 Communications Server provides enhancements to improve the management of
the CSSMTP application by adding the following new SMF 119 record subtypes:

» 048 - CSSMTP Configuration data records
» 049 - CSSMTP Target server connection records

» 050 - CSSMTP Mail records

» 051 - CSSMTP Spool records

» 052 - CSSMTP Statistics records

Applications that want to process the new SMF 119 subtypes can obtain them from a
traditional MVS SMF exit routine or in real-time from the zZOS Communications Server
Network Management Interface (NMI) for SMF, SYSTCPSM. CSSMTP issues the
SIOCSAPPLDATA ioctl to add application data (appldata) to the TCP connections used to
connect to target mail servers. You can see the application data (appldata) displayed in the
Netstat All/-A, AllConn/-a, and Conn/-c reports.

Enhancements to EZBNMIFR - network interface and device statistics
z/0S V1R12 Communications Server uses new TCP/IP callable NMI requests to provide
TCP/IP stack network interface information and network interface and global statistics.
Network management applications can use the request output to monitor interface status and
TCP/IP stack activity. z/OS V1R12 Communications Server provides the following new
requests:

GetGlobalStats Provides TCP/IP stack global counters for IP, ICMP, TCP, and UDP
processing.

Getlfs Provides TCP/IP network interface attributes and IP addresses.

GetlfStats Provides TCP/IP network interface counters.
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GetlfStatsExtended Provides data link control (DLC) network interface counters.

SMF event records for sysplex events

z/OS V1R12 Communications Server introduces sysplex event notification through new SMF
119 event records (subtypes 32 - 37) that describe the following events:

» DVIPA removed (subtype 33)

DVIPA status change (subtype 32)
DVIPA target added (subtype 34)

DVIPA target removed (subtype 35)
DVIPA target server ended (subtype 37)
DVIPA target server started (subtype 36)

vyVvyyvyVvyy

The new SMF 119 event records are written to the MVS SMF data sets, and can also be
obtained from the real-time TCP/IP network monitoring NMI (SYSTCPSM).

Data trace records for socket data flow start and stop

z/0OS V1R12 Communications Server enhances TCP/IP data tracing (DATTRACE) to provide
two new trace records:

» A Start record with State field APl Data Flow Starts that indicates the first data sent or
received by the application for the associated TCP or UDP socket.

» An End record with State field APl Data Flow Ends that indicates the socket has been
closed.

Performance improvement to EZBNMIFR GetConnectionDetail request
z/0OS V1R12 Communications Server reduces processor utilization for TCP/IP Callable
Network Management Interface (NMI), EZBNMIFR, GetConnectionDetail. All the filters that
are specified for the request must contain the complete identification (4-tuple) of established
TCP connections. The 4-tuple of a TCP connection consists of the local IP address, local
port, remote IP address, and remote port for the connection.

Verify Netstat message catalog synchronization

In z/OS V1R12 Communications Server, the Netstat function provides support for verifying
that message catalogs being used are at the correct level when they are opened. This
function is intended to prevent Netstat from abending or not functioning correctly when the
message catalog is out of synch with the Netstat program.

Enterprise Extender connection health verification

z/0S V1R12 Communications Server provides the option to check the health of an Enterprise
Extender (EE) connection during the activation of the connection. The health of active
connections can also be verified. zZOS Communications Server sends an LDLC probe to the
remote partner using all five ports. If the LDLC probe cannot reach a port for any reason, you
will not be able to activate the EE connection and you will receive an error message. You can
check the health of all active EE connections periodically. VTAM issues an error message if it
cannot reach the remote partner.

Communications Server IP address selection

Address Selection/Get Partner Info request from Communications Server involving header file
updates is summarized in Section 14 of RFC 5014. This allows a network administrator to
control the source and destination IP address selection algorithms.
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1.17 Serviceability items

Dump management is keeping pace with the growth in diagnostic data that results from larger
systems and larger programs using ever-increasing amounts of memory. These
improvements are meant to help you keep dumping time and dump transmission time under
control.

Standalone dump support for EAV2

In z/OS V1R12, standalone dump supports extended format dump data sets in the extended
addressing space (EAS) on extended address volumes (EAVSs).

RSM support of SDUMP resource management

In z/OS V1R12, SVC dump and real storage management (RSM) processing are designed to
reduce dump capture time. The time required to capture data on auxiliary storage is expected
to be reduced significantly. Additionally, dump exit exploiters can take advantage of improved
RSM services to reduce the system impact of collecting large amounts of data. In z/OS
V1R12, the GRS dump exit takes advantage of the improved RSM services.

Improved standalone dump ASID prioritization

In z/0OS V1R12, standalone dump has better capability to better prioritize data capture for
address spaces, and to dump a number of system address spaces first irrespective of their
ASID numbers. This is intended to attempt to capture the data most often needed to diagnose
system problems more quickly in case there is not enough time to take a complete standalone
dump. Also, standalone dump will now allow you to specify additional address spaces to be
added to the predefined list using a new ADDSUMM option.

Integrate the SUMTRACE REXX exec into the IPCS command

The SUMTRACE CLIST, which is used to analyze data output by the SYSTRACE, is now
integrated into the SYSTRACE command. Summary information is to be displayed right after the
SYSTRACE listing. This greatly improves the operation's efficiency, and removes the
dependency on the SYSLIST command's output format.

Dump health scan

In z/0OS V1R12, IPCS has a new feature to aid with problem determination. IPCS is providing
ways to extract and store important information from a dump into a PDS data set. IPCS
subcommands or any REXX exec can be used to extract the information. The goal is to
expedite problem determination. This would also help when analysis is passed from a client
system programmer to IBM support personnel.

Console DUMP

In z/OS V1R12, dump processing is changed to act on a new option for the CHNGDUMP and
DUMP commands, and in parmlib member IEADMCxx. The new DEFERTND option allows you to
specify that task’s non-dispatchability for address spaces being dumped as a result of a
DUMP operator command be delayed until after global data capture is complete. This is
intended to reduce the amount of time tasks and address spaces being dumped are set
nondispatchable to capture volatile data to reduce the impact of command-initiated SVC
dumps.

System trace formatting enhancement

A new subparameter, SORTCPU, is added to existing IPCS SYSTRACE command, which will
process each processor's trace entries separately in ascending order by processor address. If
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options “time” and “number of entries N” are specified for SORTCPU, “N” entries before and
after the “time” will be displayed for each processor.

1.18 Language Environment

34

Language Environment gives you a common environment for all Language
Environment-conforming high-level language (HLL) products. An HLL is a programming
language above the level of assembler language and below that of program generators and
query languages. Language Environment establishes a common runtime environment for all
participating HLLs. It combines essential run-time services, such as routines for runtime
message handling, condition handling, and storage management. All of these services are
available through a set of interfaces that are consistent across programming languages. You
may either call these interfaces yourself, or use language-specific services that call the
interfaces. With Language Environment, you can use one runtime environment for your
applications, regardless of the application's programming language or system resource
needs.

VSAM EAV support for KSDS AIX for C/C++ in Language Environment

In z/0OS VR12, Language Environment provides support for C/C++ to access alternate
indexes (AlXs) for extended format VSAM key-sequenced data sets (KSDS) that reside in the
extended addressing space (EAS) on an extended address volume (EAV).

Non-overridable parmlib capability

In z/OS V1R7, Language Environment allowed overridable runtime options to be defined in a
new CEEPRMxx member of parmlib. In z/OS V1R12, support is added for non-overridable
(NONOVR) options. This support can allow you to specify the options for Language
Environment without user modifications, eliminating a repetitive migration task.

Language Environment realloc() optimization support

In z/OS V1R12, Language Environment improves performance for string manipulation
intensive applications, such as certain applications written in the Perl language.

Language Environment locale support

In z/OS V1R12, Language Environment provides Euro currency support for Slovakia in the
C/C++ Run-time Library. Both Euro and pre-Euro support are provided and the default locale
for Slovakia is changed to use the Euro symbol.

In z/OSV1R9 the C/C++ Run-time Library iconv() family of functions began to use Unicode
Services to perform most character conversions. In z/OS V1R12, the ucmap source or genxlit
source for character conversions is removed from the C/C++ Run-time Library. You can create
customized conversion tables using Unicode Services to replace these functions.

Support for constructed calendar times beyond 2038

Calendar times, represented by time_t, will overflow in January 2038. In z/OS V1R12, the
Language Environment C/C++ Run-time Library has support to include new services
including time64_t, which will support constructed calendar times up to and including
23:59:59 UTC on December 31, 9999.
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1.19 Security Server

The need for strong platform security is a core attribute and one of the basic values of the
z/OS platform. The mainframe is an ideal security hub for the enterprise. A security-rich
holistic design helps protect the system from malware, viruses, and insider threats. Also,
z/OS system and virtualization integrity features mean you can confidently place data,
applications, and mixed workloads on System z. Flexible, centralized role-based access
controls resource access to the System z.

Encryption solutions integrated into z/OS help secure data from theft or compromise, both on
the network or on storage media. Built on the time-tested System z encryption infrastructure,
availability, disaster recovery, and access controls, z/OS encryption solutions are more
robust, resilient, and scalable than encryption solutions that are pieced together from
disparate technologies. Also, a tamper-resistant encryption System z hardware module can
protect encryption keys from detection and tampering with the highest certification at FIPS
140-2 Level 4.

In addition to encryption, z/OS can provide end-to-end security solutions for your enterprise.
z/OS can provide centralized, highly secure and resilient key management for IBM tape
encryption across the enterprise. Create and manage an enterprise-wide user registry with
the help of IBM Tivoli® Directory Server for z/OS. Be your own enterprise-wide digital
certificate authority with full life cycle management with z/OS PKI Services.

z/OS can also help you address your compliance needs with more confidence. Extensive
audit capabilities of z/OS can facilitate regulatory compliance. Add Tivoli Compliance Insight
Manager for integrated audit, monitoring and compliance for an enterprise scope.
Independent Common Criteria certifications attest that z/OS and System z solutions have
been methodically designed, tested, and reviewed for secure operations.

RACF XTIOT support

In z/OS V1R12, RACF now supports extended task I/O tables (XTIOTs), uncaptured UCBs,
and DSABs above 16 MB for data sets allocated by programs.

RACF RAS enhancements

A discrete general resource profile with generic characters (*,%,&) in its name, defined in a
class enabled for generics (GENCMD or GENERIC) is often called a “ghost” profile. Such
profiles are not referenced by RACF for authorization checking. However, when defined, they
can confuse and annoy RACF administrators and system programmers. In z/OS V1R12,
RACF provides a new NOGENERIC keyword for the RDELETE command to enable you to
delete these profiles. Also a GENERIC=N option is implemented for R_admin DELETE.

Generic profile load performance

Support is added to z/OS V1R12 that improves performance when loading large numbers of
generic profiles, and allows you to modify the number of generic anchor tables that are kept
per address space.

Digital certificate long distinguished name support

In z/OS V1R12, RACF and PKI Services now support longer distinguished names in digital
certificates. For certificates with distinguished names longer than 246 characters that use
MD2, MD5, SHA224, SHA256, SHA384, and SHA512 hash algorithms, a new format for the
profile string supports distinguished names of up to 1,024 characters in length. This is
intended to support your use of certificates with very long distinguished names.
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New schema syntaxes and matching rules

In z/0OS V1R12, IBM Tivoli Directory Server for z/OS is providing additional schema syntaxes
and matching rules to support standard schema definitions available on other LDAP servers,
such as open LDAP, SunOne, and non-z/OS IBM Tivoli Directory Server. This enables IBM
Tivoli Directory Server for z/OS to support applications that require attributes using these
additional syntaxes and matching rules.

1.19.1 PKI extensions

36

In z/OS V1R12, a number of improvements for PKI Services are implemented. Certain
events, such as restoring a prior level of the security database, or removing and reinstalling
the Certificate Authority (CA) certificate, can cause the security manager to return serial
numbers to be used for new certificates that have been used before. PKI Services is designed
to detect this and find the first unused serial number before issuing a new certificate, to avoid
issuing two or more certificates with duplicate serial numbers.

Also, a new utility allows you to post existing certificates in LDAP, avoiding the need to post
them manually. Additionally, another new utility will be designed to allow you to post updates
to Certificate Revocation Lists (CLRs) immediately when you need to, rather than waiting for
the interval you have specified.

Last, PKI Services performs certain tasks, such as removing old or expired certificates and
requests, and processing certificate expiration notification warning messages, once a day.
These housekeeping tasks have historically consumed considerable processing time when
you have a large number of certificates. A new PKI Services design is intended to markedly
improve the performance and reduce the processing time of these tasks.

PKI extensions

In z/OS V1R12, PKI Services supports passing the reason that a certificate request was
rejected from the administrator to the requester in the rejection e-mail. Also, PKI Services
supports custom extensions to X.509 Version 3 certificates; for example, creating a Domain
Controller certificate with an extension called Certificate Template Name, with an OID, with
BMP data DomainController for use with Microsoft Exchange or Smart Card Login. Last, PKI
Services allows you to create certificates with multiple instances of name forms in Subject
Alternate Name as described by RFC5280.

Certificate management protocol (CMP) support

Certificate management protocol (CMP) is an Internet protocol used to manage X.509 digital
certificates described by RFC4210, which uses the certificate request message format
(CRMF) described by RFC4211. In z/OS V1R12, PKI Services provides support for parts of
the CMP standard, allowing CMP clients to communicate with PKI Services to request,
revoke, suspend, and resume certificates. This is intended to allow you to use CMP in a
centralized certificate generation model.

Date enhancement for PKI Services and RACDCERT

In z/OS V1R12, the RACF RACDCERT command and PKI Services are enhanced to support
the creation of certificates with expiration dates in the far future (up to the year 9997). This is
expected to be valuable for certificates that require a validity period of more than 30 years,
such as Certificate Authority certificates, which usually have a long life.

Security check sysplex-scope CPF commands

In z/OS V1R12, the command prefix facility (CPF), which you can use to route commands
from one system to another within a sysplex, now supports security checking similar to that
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provided for the ROUTE operator command. Defining a new MVS.CPF.ROUTE.CHECK
profile in the RACF OPERCMDS class will specify that the system use the
MVS.ROUTE.CMD profile in the RACF OPERCMDS class to determine whether the operator
is allowed to send a command to the specified system. This is intended to add the same level
of checking to CPF that exists for the MVS ROUTE command

Kerberos sysplex support

In z/0OS V1R12, the network authentication service for z/OS utilizes a RACF function to help
improve the availability of applications that use Kerberos or GSSAPI services when deployed
in a DVIPA environment. This new support allows you to remove the dependency on which
image of the Sysplex a Kerberos or GSSAPI application request is routed to. This can help
improve application availability by enabling transparent failover for improved application
availability and improved workload balancing between images in a sysplex.

Password policy

In z/OS V1R12, IBM Tivoli Directory Server for z/OS provides support for configurable
password policy rules that can be applied to user passwords in the directory. New support is
available for automatic password revocation, expiration, formatting checks, history, and a
password change mechanism that can be implemented on an individual, group, or directory
basis. This new function helps you ensure that users change their passwords periodically, that
new passwords meet your password requirements, that recently-used passwords not be
reused, and that users can be locked out after a defined number of failed attempts.

Activity log management

In z/OS V1R12, IBM Tivoli Directory Server for z/OS supports continuous activity logging.
This new function allows you to specify the time of day or size of an activity log file, and to
allow you to use the console command to initiate an activity log file switch. The server is
designed to close the current log file or generation data set and open a new one. Also, the
new function allows you to specify that log entries be filtered by IP address.

1.19.2 Cryptography

Cryptography includes a set of techniques for scrambling or disguising data. The scrambled
data is available only to someone who can restore the data to its original form. The purpose is
to make data unintelligible to unauthorized persons, but readily decipherable to authorized
persons. Cryptographic systems combine two elements:

» A process or algorithm that is a set of rules that specify the mathematical steps needed to
encipher or decipher data.

» A cryptographic key (a string of numbers or characters), or keys. The algorithm uses the
key to select one relationship between plaintext and ciphertext out of the many possible
relationships the algorithm provides. The selected relationship determines the
composition of the algorithm's result.

ICSF supports two main types of cryptographic processes:

» Symmetric, or secret key, algorithms, in which the same key value is used in both the
encryption and decryption calculations.

» Asymmetric, or public key, algorithms, in which a different key is used in the decryption
calculation than was used in the encryption calculation.
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ICSF high performance secure key

An enhancement to Central Processor Assist to Cryptographic Function (CPACF) on IBM
System z10® servers with the CEX3C feature is designed to help facilitate the continued
privacy of cryptographic key material when used by the CPACF for high performance data
encryption. Leveraging the unique z/Architecture®, protected key CPACF is designed to help
ensure that key material is not visible to applications or operating systems when used for
encryption operations. Protected key CPACF is designed to provide significant throughput
improvements for large volumes of data and low latency for small blocks of data. In z/OS
V1R12, ICSF exploits the enhancements made to the CPACF in support of separate key
wrapping keys for DES/TDES and AES. This is designed to provide the same functions
available using the PCI card, but with the advantage of CPACF performance.

ICSF RSA private key support for smart card personalization

In z/OS V1R12, ICSF provides support for translation of external RSA tokens wrapped with
key encrypting keys into one of three smart card formats. A new callable service, PKA key
translate (CSNDPKT), is designed to translate an existing RSA private key in CCA external
format and into a specified smart card (SC) format in support of VISA, or the common ME or
CRT format. To use this new function, you need an IBM System z9® or System z10 server
with the Crypto Express2 feature with a minimum driver and microcode level. This function is
also available on z/OS V1R8 and higher with the z/OS V1R8, z/OS V1r9 or z/OS V1r10 with
the cryptographic support for z/OS V1R8-V1R10 and the z/OS.e V1R8 web deliverable and
PTF UA46713.

System SSL elliptic curve cryptography phase 1

The U.S. National Security Agency (NSA) announced Suite B Cryptography in 2005, and
implementation guidelines in 2009. One newly listed technology was elliptic curve
cryptography (ECC), which is regarded as a faster algorithm that requires a smaller key than
RSA cryptography. This type of cryptography is expected to be attractive for use with small
devices such as smart cards, which have limited computing power. In z/OS V1R12, PKI
Services allows you to create and sign certificates with ECC keys in addition to RSA keys. In
V1R12, System SSL provides support for ECC-related data structures, signing data, and
verifying signed data using elliptic curve digital signature algorithm (ECDSA). This is intended
to allow exploiters of zZ/OS System SSL to import ECC style certificates and private keys into
key database files or PKCS#11 tokens and use ECDSA certificates to sign and verify
operations.

ICSF growth (PKCS#11)

With the focus on data security, cryptographic services must be continuously available. New
ICSF designs that use integration between hardware and software components are intended
to help improve the availability of z/OS host applications. In z/OS V1R12, a software
cryptographic engine function embedded in ICSF is designed to be used so that no optional
cryptographic coprocessors will be required for PKCS11 processing. Additional algorithms to
be supported are DSA, DH, EC, AES GCM, BLOWFISH, and RC4. Furthermore, this support
provides cryptography services and packaging that is designed to meet NIST FIPS 140-2
level 1 criteria, and support to comply with RFC4869 Suite B Cryptographic Suites for Ipsec
and the following new clear key algorithms, as follows:

» Galois/Counter Mode encryption for AES (GCM)

» Elliptic curve Diffie-Hellman key derivation (ECDH)
» Elliptic curve digital signature algorithm (ECDSA)
» HMAC

In addition, support has been added for several new cryptographic algorithms:
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HMACSHA-256-128; HMAC-SHA-384-192; HMAC-SHA-512-256; PRF-HMAC-SHA-256;
PRF-HMAC-SHA-384; PRF-HMAC-SHA-512; AES-128-GCM; AES-256-GCM

Note: This function is also available with the z/OS Cryptographic Support for z/OS
V1R9-V1R11 web deliverable.

PKCS#11 certificate object upgrade

In prior releases, System SSL supported X.509 certificates with RSA key sizes up to 2048
bits for use in PKCS#11 tokens. In z/OS V1R12, System SSL gskkyman is enhanced to
support the creation and management of X.509 certificates and keys within a PKCS#11 token
that have RSA key sizes up to 4096-bits, DSA keys and Diffie-Hellman keys. These X.509
certificates and keys are usable through the System SSL APIs.

RACDCERT ECC certificate support

Elliptic curve cryptography (ECC) is regarded as a faster algorithm that requires a smaller key
than RSA cryptography. In z/OS V1R12, the RACF RACDCERT command supports
certificates with the ECC keys, in addition to RSA and DSA keys.

PKI Services ECC-based certificates
In z/OS V1R12, PKI Services allows you to create and sign certificates with ECC keys in
addition to RSA and DSA keys.

RACEF field support for ICSF HPSK

This support provides a new attribute in the ICSF (SYMCPASSISTWRAP(YESINO) segment
to allow/disallow CPACF wrapping of secure keys stored in the CKDS. This is an update to the
RACF ICSF segment in support of the ICSF high performance secure key CPACF support in
z/OS VIR12.

The ICSF HPCK, “ICSF high performance secure key” on page 38 aims to do the following:

» Provide a “secure key” high performance bulk encryption solution, where “clear key”
material is not present in z/OS host addressable memory or the ICSF CKDS.

» Provide a solution that combines the high performance characteristic of clear key and the
high security characteristic of secure key.

The RACF support for this includes adding a new field to the ICSF segment to indicate
whether or not a secure key (that is, a key wrapped under Symmetric, DES, or AES master
key) stored in the CKDS can be used as input to the CSNBSYE, CSNBSYD, CSNBSMG, or
CSNBSMV APIs and be rewrapped with the CPACF Wrapping Key.

The ICSF segment applies to profiles in the CSFKEYS/GCSFKEYS and
XCSFKEY/GXCSFKEY classes that protect symmetric and asymmetric keys stored in the
ICSF CKDS and PKDS, respectively.

ACL by IP address

In z/OS V1R12, IBM Tivoli Directory Server for z/OS provides an extension to access control
lists (ACLs) to provide the ability to dynamically transform base ACLs using filter ACLs you
specify, to add or remove permissions based on:

» Bind distinguished name (DN)
» Alternate DNs

» Pseudo DNs

» Groups a bind or alternate DN belongs to
» |P address of the client connection
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Time of day that directory entry was accessed
Day of week that directory entry was accessed
The bind mechanism used

Whether bind encryption was used

vyvyyy

This function is designed to provide additional flexibility in access controls for LDAP
connections.

Salted SHA-1 encryption

In z/OS V1R12, IBM Tivoli Directory Server for z/OS provides Salted SHA-1 encryption
support. Intended to make dictionary attacks against SHA-1 encrypted data much more
difficult, stored Salted SHA-1 password values in LDAP include a random 20-byte string so
that encrypting the same password more than once will usually result in differing encrypted
values. This is intended to make it much more difficult to determine the encrypted password
value. This support is designed to be functionally equivalent to that currently provided by the
IBM Tivoli Directory Server, and can allow easier migration of LDAP server workloads to
z/OS.

1.20 Service aids

Service aids are programs designed to help you diagnose and repair failures in system or
application programs. The AMBLIST and AMASPZAP service aids can be used to perform
some program management tasks. Both AMBLIST and AMASPZAP support program objects,
long names up to 1024 bytes, and multiple text classes.

Support for uncaptured UCBs (XTIOT)

In z/OS V1R12, the SNAP/SNAPX services and dump processing (including that for SVC,
SYSABEND, SYSMDUMP, and SYSUDUMP dumps), and the AMASPZAP program, are now
supporting extended TIOT (XTIOT).

1.21 Infoprint Server for zZ/OS
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Infoprint Server is an optional feature of z/OS that uses z/OS UNIX System Services. This
feature is the basis for a total print serving solution for the z/OS environment. It lets you
consolidate your print workload from many servers onto a central z/OS print server.

Infoprint Server delivers improved efficiency and lower overall printing cost with the flexibility
for high-volume, high-speed printing from anywhere in the network. With Infoprint Server, you
can reduce the overall cost of printing while improving manageability, data retrievability, and

usability.

Relief for data set capacity limits

In z/OS V1R12, Infoprint Server for z/OS has enhanced extended mode processing to
support more SYSOUT data with similar attributes, the maximum number of active jobs
allowed by the job entry subsystem (JES2 or JES3), and line printer daemon (LPD) support
for file sizes up to 4 GB. Support for large file sizes is available on z/OS V1R9 and higher with
the PTF for APAR OA28795. Also, Infoprint Server will now prioritize spooling and printing for
existing jobs higher than receiving new work. These changes are intended to help relieve
constraints and reduce spool occupancy for Infoprint Server jobs.
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LPD server now supports files larger than 2 GB

The Infoprint Server's API has been enhanced to provide a function that returns the current
API version. The Documentinfo structure of the APl now contains eight bytes of size
information.
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z/OS V1R12 installation

This chapter describes changes in installation and migration when migrating from z/OS
V1R11 to z/OS V1R12, and tasks to prepare for the installation of z/OS V1R12, including
ensuring system and target system requirements are met, and coexistence requirements are
satisfied. New migration actions are introduced in z/OS V1R12. This chapter focuses on
identifying some of these actions that must be performed for selected elements when
migrating to z/OS V1R12. Some of the new migration tasks for selected elements, such as
BCP, are highlighted.
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2.1 z/0OS V1R12 installation considerations

The program number for z/OS V1R12 is 5694-A01. Use this program number when ordering
z/OS V1R12. Ordering for z/OS V1R12 began on September 10, 2010, which was also the
first date for ordering z/OS V1R12 ServerPac, SystemPac®, and CBPDO using CFSW
configuration support, or ShopzSeries, the Internet ordering tool.

z/OS V1R12 was generally available on September 24, 2010 via ServerPac, CBPDO and
SystemPac. When ordering z/OS V1R12, ensure that you order all the optional features that
you were licensed for in previous releases of z/OS.

Note: There are no new elements added in z/OS V1R12. One element, Managed System
Infrastructure for Setup (msys for Setup) has been withdrawn in z/OS V1R12. Therefore,
the FMIDs HMSI707 and HMSI737 are not included in z/OS V1R12. z/OS V1R11 is the
last release to include these FMIDs.

2.1.1 Installation consideration for z/OS ViR12 CBPDO

If installing CBPDO, delete the msys for Setup element from the target system after z/OS
V1R12 is installed. You can use sample job CLNOS390 to delete msys for Setup FMIDs.
Delete the obsolete data sets and paths for msys for Setup, and remove the associated
DDDEFs.

z/0OS Migration, GA22-7499, identifies the deleted data sets and paths.

2.2 Driving system requirements for z/0OS V1R12
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The driving system is the system image (hardware and software) that you use to install the
target system. The target system is the system software libraries and other data sets that you
are installing. You log on to the driving system and run jobs there to create or update the
target system. Once the target system is built, it can be IPLed on the same hardware (same
LPAR or same processor) or different hardware than that used for the driving system.

If your driving system shares resources with your target system after the target system has
been IPLed, be sure to install applicable coexistence service on the driving system before you
IPL the target system.

Important: DVD is the newest medium and, like tape and the Internet, can be used for all
products, that is, z/OS and products that run on z/OS, as well as for PTF maintenance.
Choosing DVD delivery reduces the size of shipments to you, and eliminates the need to
introduce foreign tapes into your site. Your order is placed and processed through
ShopzSeries as a DVD (4.7 GB single-sided single-layer layered) media order.

Driving system requirements for installing z/0S V1R12
These are the driving system requirements:

» The driving system must be z/OS V1R10 or z/OS V1R11.

» You must use the latest release of Program Management Binder, HLASM, SMP/E to install
CBPDO wave 1 and 2 FMIDs, and install service for CBPDO and ServerPac. The Program
Management Binder changed in z/OS V1R12.
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Note: The Customized Offering Driver (COD) may also be used as the driving system. See
z/0OS Planning for Installation, GA22-7504, which provides a detailed description of the
driving system requirements.

DASD storage requirements

If you are migrating to z/OS V1R12 from z/OS V1R11 or you will have a different product set
than your previous release, you may see increased need for DASD. How much more depends
on what levels of products you are running.

The DASD storage requirements to install zZOS V1R12 are as follows (approximate):
» Target libraries: total space required 5891 3390 cylinders

» Distribution libraries: total space required 8599 3390 cylinders

» Root file system: total space required 3100 3390 cylinders

Note: The DASD required for your z/OS system includes all elements, all features that
support dynamic enablement, regardless of your order, and a// unpriced features that you
ordered. This storage is in addition to the storage required by other products you might
have installed. All sizes include 15% free space to accommodate the installation of
maintenance.

2.3 Methods of installing zZ/OS

Several IBM packages are available for installing z/OS. Some are entitled with the product (as
part of your z/OS license, at no additional charge), while others are available for an additional
fee. Choose the software delivery method. The choices are:

» DVD
» Tape
» Internet

If you are migrating to z/OS V1R12 from z/OS V1R10 or V1R11, use any of the installation
packages to install z/OS V1R12 such as the entitled packages (ServerPac and CBPDO).

This section describes each package, as follows:
» Customized Offerings Driver V3 (5751-COD) - for new users to z/OS.

» ServerPac
» CBPDO

Choosing DVD as delivery

DVD is a new delivery medium available with z/OS V1R12 and, like tape and the Internet, can
be used for all products, that is, z/OS and products that run on z/OS, as well as for PTF
maintenance. Choosing DVD delivery reduces the size of shipments to you, and eliminates
the need to introduce foreign tapes into your site. Your order is placed and processed through
ShopzSeries as a DVD (4.7 GB single-sided single-layer layered) media order.

With a DVD delivery, consider the following:

» If you are installing from a DVD, you will need to make the order contents available to the
ServerPac Install Dialogs.
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» To install a DVD order, you will need to make the order contents available to the CBPDO
Jobs.

Note: z/OS is no longer delivered on 3480, 3480C, and 3490E tapes.

2.3.1 Customized Offerings Driver V3 (5751-COD)
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The Customized Offerings Driver is intended to run in single-system image and monoplex
modes only. Its use in multi-system configurations is not supported. The Customized
Offerings Driver is intended to be used only to install new levels of z/OS using ServerPac or
CBPDO, and to install service on the new software until a copy (clone) of the new system can
be made. The use of the Customized Offerings Driver for other purposes is not supported. For
example, IBM does not support the use of the Customized Offerings Driver to run any
production workload.

Note: IBM has installed the service on the Customized Offerings Driver to allow it to be
IPLed and used (if necessary) after the new system has been IPLed and used.

Using the Customized Offerings Driver

The Customized Offerings Driver V3 (5751-COD) is an entitled driving system you can use as
follows:

» If you do not have an existing system to use as a driving system.

» If your existing system does not meet driving system requirements and you do not want to
upgrade it to meet those requirements. This driver is a subset of a z/OS V1R10 system.

The Customized Offerings Driver is in DFSMSdss dump/restore format and supports 3390
triple-density or higher DASD devices. It has the following requirements:

» A locally attached non-SNA terminal and a system console from the IBM (or equivalent)
family of supported terminal types: 317x, 327x, 319x, or 348x.

» An IBM (or equivalent) supported tape drive is also required to restore the driver.

The Customized Offerings Driver includes a hierarchical file system and the necessary
function to use Communications Server (IP Services), Security Server, and the
system-managed storage (SMS) facility of DFSMSdfp, but these items are not customized.
However, existing environments can be connected to, and used from, the Customized
Offerings Driver system.

Installing the Customized Offerings Driver

Depending on the level of your existing system, the Customized Offerings Driver might be at
higher product and service levels. Therefore, as is true of the level of software you plan to
install, fallback service might be necessary to let you IPL and use your existing level of
software after the Customized Offerings Driver has been IPLed and used in any environment.
You must one of the following:

» Use the Customized Offerings Driver in a completely isolated environment.

» Install the needed fallback service on your existing system before the Customized
Offerings Driver is IPLed. A completely isolated environment shares no DASD with any
other system and will not be used to IPL any lower level of software.
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Installing the service on your existing system will also satisfy the requirements for falling back
from the Customized Offerings Driver. This will allow you to IPL and use your current level of
software after using either the Customized Offerings Driver or the new system.

2.3.2 Driving system requirements using ServerPac (entitled)

ServerPac is an entitled software delivery package consisting of products and services for
which IBM has performed the SMP/E installation steps and some of the post-SMP/E
installation steps. To install the package on your system and complete the installation of the
software it includes, you use the CustomPac Installation Dialog.

Note: Of the two entitled installation packages available for installing z/OS, most clients
choose ServerPac rather than CBPDO.

Two types of ServerPac installation are available to you. You choose the type when you
install, not when you order.

» A full system replacement installs a complete z/OS system. It installs all the data sets you
need to IPL, to log on to the target system, and to run a z/OS image in order to complete
other installation and customization tasks. The installed data sets fall into two major
categories:

— System software and related data sets (such as distribution and target libraries, SMP/E
CSI data sets, and sample libraries).

— Operational data sets (such as page data sets, system control files, and a master
catalog).

» A software upgrade installs only system software and related data sets (such as
distribution and target libraries, SMP/E CSI data sets, and sample libraries). It does not
create the set of new operational data sets required to IPL (such as page data sets,
system control files, and a master catalog). With a software upgrade, all operational data
sets are assumed to already exist and to be usable by the new level of software installed.
When new operational data sets are required, you must allocate and initialize them before
you IPL. For example, you might need to add parameters required by the new software
level or change data sets so they will work with both the old and new levels.

2.3.3 Custom-Built Product Delivery Option (CBPDO)

CBPDO is an entitled software delivery package consisting of uninstalled products and
unintegrated service. There is no dialog program to help you install, as there is with
ServerPac. You must use SMP/E to install the individual z/OS elements and features, and
their service, before you can IPL. Installation instructions are in the publication zZOS Program
Directory.

z/OS and all products that run on z/OS are available by way of CBPDO. When enhancements
(such as the z/OS V1R4 z990 Exploitation Support feature) are provided as features of a
release subsequent to the general availability of the release, the enhancements are available
by themselves in CBPDO. There is no need to reorder and reinstall all of z/OS. In addition, the
enhancements are available for Internet delivery in CBPDO when ordered using
ShopzSeries. This support provides a quick and easy way for you to order and receive these
post-release features.
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2.4 Coexistence, migration, and fallback considerations
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z/OS systems can coexist with specific prior releases. This is important because it gives you
flexibility to migrate systems in a multi-system configuration using rolling IPLs rather than
requiring a systems-wide IPL.

Note: A rolling IPL is the IPL of one system at a time in a multi-system configuration. You
might stage the IPLs over a few hours or a few weeks. The use of rolling IPLs allows you to
migrate each z/OS system to a later release, one at a time, while allowing for continuous
application availability. By using LPAR technology, you can use rolling IPLs to upgrade your
systems without losing either availability or capacity.

Understanding coexistence

Coexistence occurs when two or more systems at different software levels share resources.
The resources could be shared at the same time by different systems in a multi-system
configuration, or they could be shared over a period of time by the same system in a
single-system configuration. Examples of coexistence are two different JES releases sharing
a spool, two different service levels of DFSMSdfp sharing catalogs, multiple levels of SMP/E
processing SYSMODs packaged to exploit the latest enhancements, or an older level of the
system using the updated system control files of a newer level (even if new function has been
exploited in the newer level).

Coexistence PTFs

The way in which you make it possible for earlier-level systems to coexist with z/OS is to
install coexistence service (PTFs) on the earlier-level systems. You should complete the
migration of all earlier-level coexisting systems as soon as you can. Keep in mind that the
objective of coexistence PTFs is to allow existing functions to continue to be used on the
earlier-level systems when run in a mixed environment that contains later-level systems.
Coexistence PTFs are not intended to allow new functions provided in later releases to work
on earlier-level systems.

Coexistence and fallback play an important part in planning for migration to the latest release.
IBM's policy regarding the releases that are supported for coexistence and fallback, as well as
migration, and the states in which specific releases are supported is as follows:

» Coexistence of a z/OS V1R12 system with a z/OS V1R10 or z/OS V1R11 system is
supported.

» Migration from a z/OS V1R10 system or z/OS V1R11 system to z/OS V1R12 is supported.

» Fallback from a z/OS V1R12 system to a z/0OS V1R10 or z/OS V1R11 system is
supported.

Understanding fallback

Fallback or backout is a return to the prior level of a system. Fallback can be appropriate if you
migrate to z/OS V1R12 and, during testing, encounter problems that can be resolved by
backing out the new release. By applying fallback PTFs to the prior release system before you
migrate, the prior release system can tolerate changes that were made by the new system
during testing.
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Note: Fallback is at a system level, rather than an element or feature level, except for
JES2, SDSF, and JES3. That is, except for JES2, SDSF, and JESS, you cannot back out an
element or feature; you can only back out the entire product. JES2, SDSF, and JES3
fallback can be done separately as long as the level of JES2, SDSF, or JES3 is supported
with the release of z/OS and any necessary fallback PTFs are installed.

Fallback PTFs on the earlier-level release can allow it to tolerate changes made by the
later-level release. As a general reminder, always plan to have a backout path when installing
new software by identifying and installing any service required to support backout.

2.4.1 Installation considerations for coexistence PTFs

The required coexistence service must be installed on z/OS V1R10 and z/OS V1R11 systems
that will coexist with z/OS V1R12 to enable the lower z/OS releases to tolerate changes in
z/OS V1R12, as follows:

» Receive the latest HOLDDATA on the z/OS V1R10 and z/OS V1R11 systems.

Use SMP/E V3R5, which is the level of SMP/E in z/OS V1R10, V1R11, and V1R12, to
identify required coexistence PTFs that must be installed on z/OS V1R10 and z/OS
V1R11 systems in preparation for migration to z/OS V1R12.

» Acquire and RECEIVE the latest HOLDDATA onto your z/OS V1R10 and z/OS V1R11
systems. Use your normal service acquisition portals, or download the HOLDDATA directly
from:

http://service.software.ibm.com/holdata/390holddata.htm]

» Run the SMP/E REPORT MISSINGFIX command on your z/OS V1R10 and z/OS V1R11
systems, and specify a Fix Category (FIXCAT) value of IBM.Coexistence.z/OS.V1R12.
The report will identify any missing coexistence and fallback PTFs for that system. For
complete information about the REPORT MISSINGFIX command, see SMP/E V3R5.0 for
z/0S Commands, SA22-7771. Periodically, you might want to acquire the latest
HOLDDATA and rerun the REPORT MISSINGFIX command to find out if there are any
new coexistence and fallback PTFs.

Important: z/OS V1R12 will not identify coexistence and fallback PTFs. IBM plans to
remove the Enhanced PSP Tool (EPSPT) and the extract files from the web on December
31, 2010. Use the SMP/E MISSINGFIX report and FIXCAT instead of EPSPT to identify
missing coexistence PTFs.

With z/OS V1R12, z/OS Migration, GA22-7499 will no longer document the required
coexistence and fallback PTFs since the SMP/E MISSINGFIX command, in conjunction with
the latest HOLDDATA, will identify the current coexistence PTFs that are required.

Coexistence levels with z/0OS V1R12

z/OS systems can coexist with specific prior releases; see Figure 2-1 on page 50. This is
important because it provides you with the flexibility to migrate systems in a multi-system
configuration using rolling IPLs rather than requiring a systems-wide IPL.
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Figure 2-1 Coexistence levels

2.5 Migration actions for z/OS V1R10, z/OS V1R11 systems

This section describes new migration actions for the BCP element that can be performed on
current coexistence-supported z/OS release systems, z/OS V1R10 and z/OS V1R11.

2.5.1 Trace options with the CTIGRSxx member

Before z/OS V1R12, the default buffer value (BUFSIZE) for the trace option with the GRS
component in the IBM-supplied CTIGRS00 parmlib member was 128 K. Starting with z/OS
V1R12, the default size in CTIGRSOO is increased to 16 M.

Migration action
If you specify your own CTIGRSxx parmlib member, change the BUFSIZE in that parmlib
member to 16 M.

2.5.2 Programs that use system-generated temporary data sets
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For locally written programs with z/OS V1R12, MVS device allocation, which is responsible for
generating data set names of temporary data sets (that is, data sets created and deleted
within the same job), has been modified to use a more unique format for the data set name by
default.

The pre-z/OS V1R12 format for temporary data set names is as follows, where the label is
defined in JCL using the DSN=&&Iabel syntax:

SYSyyddd.Thhmmss.RA00O. jobname. tempname.Hnn (nn: sysid)
SYSyyddd.Thhmmss.RA00O.jobname.Rggnnnnn (gg: sysid)
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z/0S V1R12 implementation
In z/OS V1R12, device allocation does not use the label in the data set name that it selects.
Instead, device allocation uses another supported format, as follows:

SYSyyddd.Thhmmss. jobname.RA000.Rggxxxxx

This format is more unique and allows installations to start using facilities with JES that allow
multiple jobs with the same job name to execute at the same time. Most programs already
allow either format of data set name to be included, and these programs are not affected by
this change. Locally written programs can contain dependencies about what the JCL used to
invoke. Thus it may assume that the DSN=label syntax will always be used.

Notes:

1. The ability to use the DSN=_&&label syntax as a reference label throughout the JCL job
continues to be supported. Only the physical name of the data set is changed.

2. The SYSTEM TEMPDSFORMAT option affects only the data sets that specify
DSN=&&mydsn, but not the data sets that do not specify DSNAME at all.

Migration action

Examine the program source for locally written production programs for the commonly known
temporary data set name string RA0QO. If the name string appears, analyze the code to
determine whether it assumes that the next qualifier in the data set name is a label. Update
the program to eliminate this dependency.

Specify the ALLOCxx parmlib option SYSTEM TEMPDSFORMAT(INCLUDELABEL) to allow
installations to migrate to z/OS V1R12 and test the JCL, instead of attempting to analyze any
locally written programs before installing the product.

2.5.3 Track CSVRTLS services

The change is required if you use CSVRTLS services. z/OS V1R5 was the last release of
z/OS to support Run-Time Library Services (RTLS) for Language Environment. In z/OS
V1R12, the underlying CSVRTLS services are removed from z/OS. A way to track CSVRTLS
usage, and to let you find any programs that might be using these services, is available for
z/OS V1R11, and rolled back to z/OS V1R10 with APAR OA29019.

Migration action
Exploit the z/OS tracking facility to help you determine whether you are using any of the
CSVRTLS services with the following commands:

» SETRTLS
» DISPLAY RTLS

The CSVRTLS macro is removed from z/OS V1R12 and for older releases, as follows:
» Forz/OS V1R11, see APAR OA29995.

Via this APAR, changes are made to exploit the z/OS tracking facility so that you can tell
whether you are using any of the following in preparation for the announced withdrawal of
these functions in the release after z/OS V1R11:

— Use of the SET RTLS command
— Use of the DISPLAY RTLS command
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— Use of the CSVRTLS macro
— Use of the RTLS system parameter

— In addition to those cases, use of the RTLS system parameter in IEASYSxx parmlib
member will be tracked, but will be displayable only after having issued the DISPLAY
RTLS command, since the RTLS system parameter is processed before the tracking
facility can be activated. And, of course, if you issue the DISPLAY RTLS command itself,
then that usage will be shown as well.

Note: You should report uses of the CSVRTLS macro to the owner of the product that
invoked it. The display might help you determine this, as it shows the job name. Uses of
the operator command and system parameter will not show a useful jobname. In
general, there is no need to report these entries to IBM.

» For z/0OS V1R10, install PTF UA50068 for APAR OA29019.

Figure 2-2 is an example of the Tracker report output (note, some columns were compressed
to fit in this description).

D OPDATA,TRACKING

CNZ10011 15.47.47 TRACKING DISPLAY

STATUS=ON NUM=2 MAX=1000 MEM=n/a EXCL=0 REJECT=0
--TRACKING INFORMATION-- -VAL- JOBNAME PROGNAME+QOFF-- ASID NUM
WTO: IEC350I CATALOG ADD 00 CATALOG IGGOCLXO 80BAC 1A 1
WTO: IEF6771 WARNING MES 00 JES2 IEFNB903 C9AA 13 1

Figure 2-2 Tracker report output for RTLS

Migration assistance tracker commands
The tracking facility can be started and display what it finds with the following commands:

» The SETCON command is used to activate and deactivate the Console ID Tracking facility.

» The DISPLAY OPDATA,TRACKING command is used to display the current status of the
console ID tracking facility, along with any recorded instances of violations.

CNIDTRxx parmlib member
The CNIDTRxx parmlib member is used to list violations that have already been identified to
prevent them from being recorded again.

An optional CNIDTRxx parmlib member can be defined to exclude instances from being
recorded. The exclusion list is picked up when the tracker is started or via the SET command.
The filters for the exclusion list are the three items that make an instance unique. You can
exclude all SMS instances or just LSPACE instances, or exclude all instances created by job
names that begin with BRS*. There are many more possibilities. The filters support
wildcarding on these three fields.

To learn more about the tracking facility, see Appendix A in zZOS MVS Planning: Operations,
SA22-7601. The tracking facility supports an Exclusion list that informs the facility which
instances have already been reported and should no longer be tracked. This list is updated
from the data sent to IBM. Current lists are available for download from:

http://www-1.ibm.com/servers/eserver/zseries/zos/downloads/
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2.5.4 Remove classification rules with the EWLM transaction class

This is a recommended task, because otherwise you will have to delete the classification
rules the next time you use the WLM ISPF application to modify the EWLM subsystem type.

In z/OS V1R12, the workload management (WLM) service definition no longer supports the
work qualifier EWLM transaction class name (ETC) for classification rules of the subsystem
type EWLM. Although z/OS V1R12 disregards classification rules with the ETC work qualifier,
you should consider removing them. If you do not remove the rules, you will have to delete
them the next time you use the WLM ISPF application to modify the EWLM subsystem type.

Migration action

If your WLM service definitions contain classification rules for subsystem type EWLM with the
ETC work qualifier, start the WLM ISPF application and choose the Classification Rules
option from the Definition Menu. Use the Modify option (3) for the IBM-supplied subsystem
type EWLM. Delete all rows with the ETC qualifier type by using the Delete row Option (D).

2.5.5 Update the SFM policy

To control automatic termination of impaired critical members, it is recommended to
designate how long XCF will wait before initiating termination of the impaired critical member.

Starting with z/OS V1R12, a member of an XCF group can identify itself as being critical to
the operation of the group or the system. If a critical member appears to be inoperative
(impaired) and the condition persists long enough, XCF automatically terminates the member
in an attempt to resolve the problem. For a member that is critical to the operation of the
system, this termination causes the system to be removed from the sysplex.

SYSGRG group members

Members of the SYSGRS group, for instance, are critical to the operation of the system. If any
GRS member is impaired, ENQ processing is likely impacted throughout the sysplex. Failure
to perform ENQ processing in a timely fashion has significant negative impact. Thus if a GRS
member appears to be impaired, XCF will automatically remove from the sysplex the system
on which that member resides.

You can set the MEMSTALLTIME parameter in your sysplex failure management (SFM) policy
to control how long XCF allows a critical member to persist in an impaired state before it
initiates termination of the member (or the member's system). If the MEMSTALLTIME
specification resolves to NO (either implicitly or explicitly), XCF will terminate an impaired
critical member if the condition persists as long as the failure detection interval (INTERVAL) of
the system on which the member resides, or if the condition persists as long as two minutes,
whichever is greater. To determine which groups are using the critical support, issue the
appropriate XCF display command.

MEMSTALLTIME parameter

The MEMSTALLTIME parameter also determines how long XCF allows a signalling sympathy
sickness condition to persist before terminating a stalled group member that is contributing to
the problem. The parameter indicates the number of seconds that XCF should wait before it
terminates a member that is impacting the sysplex. A MEMSTALLTIME value of 120 (two
minutes) seems to suit many installations because it provides some additional time for the
system to resume normal operation, yet allows automatic action to resolve the problem before
the sympathy sickness condition critically impacts the sysplex. Installations that resolve such
conditions through manual intervention sometimes use a higher value to allow time for such

Chapter 2. z/OS V1R12 installaton 53



intervention to be accomplished. Installations that are less able to tolerate sympathy sickness
conditions sometimes set lower values.

Migration actions

If you do not have an SFM policy, or if the SFM policy specifies (either implicitly or explicitly)
MEMSTALLTIME(NO), determine whether the default time that XCF will wait before
terminating an impaired critical member is acceptable. The default time is the maximum of the
effective failure detection interval, or two minutes, whichever is greater.

If you have an SFM policy that specifies MEMSTALLTIME other than NO, confirm that the
current specification is also acceptable for the termination of critical members.

If changes are necessary, take the following steps:

1. As needed, use the IXCMIAPU utility to create a function couple data set for SFM policies.

2. Use the IXCMIAPU utility to create or modify an SFM policy with an acceptable
MEMSTALLTIME specification.

3. Issue the SETXCF command to activate the desired SFM policy.

2.5.6 Accommodate new REUSASID default

This is a required action. If this migration action is not taken, 0D3 abends might occur with
downlevel products that provide no toleration support for reusable ASIDs. Because reusable
ASIDs have been available since z/OS V1R9, it is reasonable to expect that the current levels
of products are tolerant of reusable ASIDs.

In z/0OS V1R9, the REUSASID(YES | NO) parameter in parmlib member DIAGxx was
introduced with a default of NO. Starting with z/0OS V1R12, the default is changed to YES.

When a reusable ASID is requested by the START command or the ASCRE macro, this
reusable ASID is assigned if REUSASID(YES) is specified in DIAGxx. If REUSASID(NO) is
specified in DIAGxx, an ordinary ASID is assigned. The default is REUSASID(YES). The use
of reusable ASIDs might result in system 0D3 abends, if products or programs have not been
upgraded to tolerate reusable ASIDs.

Migration actions
Take the following migration actions:

1. On z/OS V1R11 or z/OS V1R10 systems, specify REUSASID(YES) in the parmlib
member DIAGxx. On z/OS V1R12 systems, keep REUSASID(YES) or allow it to default to
YES.

2. Verify that no 0D3 abends occur as a result.
3. If 0D3 abends do occur, apply appropriate maintenance to the affected code.

4. If this is not possible, specify REUSASID(NO) in DIAGxx on z/0OS V1R12 to override the
new default of REUSASID(YES).

2.5.7 Review the list of WTORs in parmlib member AUTORO00
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This is a required action. In z/OS V1R12, the DDDEF parmlib provides an AUTORO0O0
member. This member should be found in your parmlib concatenation during IPL and will
result in auto-reply processing being activated. If the WTORs listed in AUTOROQO are
automated by your existing automation product, ensure that the replies in AUTOROO are
appropriate.
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Migration action

Examine the WTOR replies in the AUTOROO parmlib member. If the replies or delay duration
are not desirable, you can create a new AUTORxx parmlib member and make corresponding
changes. Also compare the replies to what your automation product would reply to these
WTORSs. Make sure that the AUTOROO replies are in accordance with the replies from your
automation product. IBM does not recommend making updates to AUTORO0O, because
updates to AUTOROO might be made by the service stream or in new z/OS releases.

If you have created an AUTORxx parmlib member, update the IEASYSyy parmlib member
that you use for IPL. Add the following statement to the IEASYSyy member: AUTOR=(xx,00).
Here xx corresponds to the AUTORxx parmlib member that you created. The IEASYSyy
members specifying AUTOR cannot be shared with prior z/OS releases. If you only need the
default AUTOROO settings, you can omit specifying AUTOR= in IEASY Syy, and other z/OS
levels can continue to use IEASYSyy. Even if AUTOR= is not specified in IEASYSyy,
AUTOROO is used if it exists.

If you do not want to activate auto-reply processing, specify AUTOR=OFF in the parmlib
member IEASY Sxx or in response to message IEA101A SPECIFY SYSTEM PARAMETERS.
It is not recommended that you remove AUTOROO from parmlib, because service or new
releases might reinstall AUTOROO. If there is no AUTOROO member in parmlib, auto-reply is
not activated and the following messages are produced:

CNZ2600I AUTO-REPLY POLICY ATTEMPTING TO USE AUTOR=00.
IEA301I AUTOROO NOT FOUND IN PARMLIB

CNZ26011 AUTO-REPLY POLICY NOT ACTIVATED.

NO ENTRIES SPECIFIED

The IEASYSyy members specifying AUTOR=0FF cannot be shared with prior z/OS releases.

2.5.8 Removing some references to Unicode services

Starting in z/OS V1R12, the pre-built image CUNIDHC2 has been eliminated. This pre-built
image contained all the conversion tables supported by DB2 and would be loaded into
storage when you had an empty Unicode environment (no UNI=xx in the IEASYSxx member)
and the first requestor of a Unicode conversion service would be DB2.

Given that most clients would use only a handful of these tables and given that Unicode
Services has the capability to dynamically load tables into storage, the need for pre-built
image has become obsolete. Unicode Services will no longer ship the pre-built image
SYS1.SCUNIMG(CUNIDHCZ2) and will no longer automatically load the pre-built image. We
recommend that you use the Unicode On Demand capability to load all tables.

Migration action
Take the following actions:

» Remove SYS1.SCUNIMG from the LNKLST specification and APF authorization list.
» Remove the catalog entry for SYS1.SCUNIMG.
» Remove the following DDDEF entries:

— DDDEF ACUNIMG for SYS1.ACUNIMG

— DDDEF SCUNIMG for SYS1.SCUNIMG
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2.6 Migration considerations before first IPL of z/OS V1R12

Migration actions need to be done for the following components and functions of the operating
system before doing the first IPL of z/OS V1R12.

2.6.1 Infoprint Server
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For z/OS V1R12, the format of the Infoprint Server Printer Inventory files has changed from
Version 1 to Version 2 format. When you start Infoprint Server on z/OS V1R12 for the first
time, Infoprint Server reformats the Version 1 Printer Inventory files and creates Version 2
Printer Inventory files. The Version 1 Printer Inventory files are not removed so that if you
need to fall back to the previous z/OS release, Infoprint Server can use the Version 1 Printer
Inventory files. Therefore, the Printer Inventory file system requires more space in z/OS
V1R12 than in previous releases. You might need to increase space in the Infoprint Server
Printer Inventory.

Migration actions

The Infoprint Server element has new migration actions to perform before installing z/OS
V1iR12.

Increase the space in the Printer Inventory file system. The Infoprint Server Printer Inventory
conversion upon initialization of z/OS V1R12 is automatic. The size of the inventory is
increased.

To increase the size of the file system, you can use the z/OS UNIX zfsadm grow (zFS) or
confighfs (HFS) commands.

Tip: Set the aggrfull (zFS) or FSFULL (HFS) file system option so that warning messages
are issued if the Infoprint Server base directory (/var/Printsrv) is getting full.

An IBM Health Checker for z/OS check has been implemented to assist with this.

Run the df command to display the current utilization of the Printer Inventory file system:
df -P /var/Printsrv

Printer Inventory files are located in the Infoprint Server base directory. The default base
directory name is /var/Printsrv. You might have changed the base directory name in the
base-directory attribute in the aopd.conf configuration file. The aopd.conf default location is
/etc/Printsrv/aopd.conf. However, you might have specified a different location in
environment variable AOPCONF.

The free space required is 200% of the sum of the Version 1 Printer Inventory and historical
Printer Inventory files (master.db, jestoken.db, pwjestoken.db, hinv/hinv.db, and
Togdb/T1og.db). If the “Capacity” is greater than 33%, increase the size of the file system.

Fallback actions

If you need to fall back, remove the Version 2 Printer Inventory files. During the fallback, an
older inventory is used and updates the inventory. The older inventory from pre-z/OS V1R12
systems will not be reflected in the newer inventory (from z/OS V1R12).

If Version 2 Printer Inventory files exist after falling back to z/OS V1R11 or z/OS V1R10,
remove them from the Infoprint Server base directory. Be careful not to remove any Version 2
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files while running z/OS V1R12 because Infoprint Server on z/OS V1R12 requires Version 2
Printer Inventory files. Version 2 files have the extension v2db. The default base directory is
/var/Printsrv.

You might have changed the base directory name in the base-directory attribute in the
aopd.conf configuration file. The aopd.conf default location is /etc/Printsrv/aopd.conf.
However, you might have specified a different location in environment variable AOPCONF.

Example: These z/OS UNIX commands switch to an effective UID of 0, remove all files with
the v2db extension from directory /var/Printsrv, and switch back to the original UID:

su
rm -f $(find /var/Printsrv/ -name "*.v2db")
exit

To remove Printer Inventory files, you must have an effective UID of 0 or be a member of the
RACF AOPADMIN group.

Note: In zZ/OS V1R12, the format of the Infoprint Server Printer Inventory files has changed
from Version 1 to Version 2 format. When you start Infoprint Server on z/OS V1R12 for the
first time, Infoprint Server reformats the Version 1 Printer Inventory files and creates
Version 2 Printer Inventory files. Both Version 1 and Version 2 Printer Inventory files exist
in the Infoprint Server base directory. Infoprint Server on z/OS V1R12 uses the Version 2
Printer Inventory files. If you fall back to z/OS V1R11 or V1R10, Infoprint Server uses the
Version 1 Printer Inventory files.

If you start Infoprint Server on z/OS V1R12 a second time after falling back to a previous
z/OS release, Infoprint Server uses the existing Version 2 Printer Inventory files that it
created the first time you started Infoprint Server on z/OS V1R12. It does not reformat the
Version 1 Printer Inventory files again.

If you want Infoprint Server to reformat the Version 1 Printer Inventory files again, remove
the Version 2 Printer Inventory files before you start Infoprint Server on z/OS V1R12.
Because the Version 2 Printer Inventory files no longer exist, Infoprint Server reformats the
Version 1 Printer Inventory files and creates a new set of Version 2 Printer Inventory files.
In most cases, you should remove the Version 2 Printer Inventory files if they exist. If you
do not remove the Version 2 Printer Inventory files, any changes that the administrator
made to the Version 1 Printer Inventory on z/OS V1R11 or z/OS V1R10 are not in the
Version 2 Printer Inventory. In addition, Infoprint Central on z/OS V1R12 cannot display
historical information for jobs that Infoprint Server processed on z/OS V1R11 or V1R10.

Upgrade Java for the Internet Printing Protocol (IPP) Server

The Infoprint Server element requires an upgrade to the IBM XML Toolkit V1.10 if using
Infoprint Central. This is required as of R12 if you use IPP Server and specify the
JAVA_HOME environment variable.

You are using IPP Server if the start-daemons={ippd} attribute is specified in the Infoprint
Server configuration file. The configuration file's default location is /etc/Printsrv/aopd.conf.
However, you might have specified a different location in environment variable AOPCONF.

In z/OS V1R12, the Internet Printing Protocol (IPP) Server component of Infoprint Server
requires Java V6.0. If the JAVA_HOME environment variable specifies the location of an
earlier version of Java, you must update the variable.
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Migration action:

You can do this before installing z/OS V1R12 if APAR OA28720 is applied. Otherwise, do it
after installing z/OS V1R12.

Also install IBM 31-bit SDK for z/OS, Java 2 Technology Edition, V6 (5655-R31). If you use
IPP Server, edit the aopstart EXEC to update the directory path specified in the JAVA_HOME
environment variable. IPP Server requires the 31-bit version of Java V6.0.

If you installed Java V6.0 in the default Java directories, you do not need to specify the
JAVA_HOME environment variable. If JAVA_HOME is not specified, IPP Server looks for Java
files in the /usr/1pp/java/J6.0 directory.

Upgrade XML for Infoprint Central

This is required if you use Infoprint Central. In z/OS V1R12, the Infoprint Central component
of Infoprint Server, which you can use to work with IP PrintWay™ extended mode print jobs
and printers, requires the IBM XML Toolkit V1.10 product.

Migration actions:
1. Install IBM XML Toolkit V1.10 (5655-J51).

2. Specify the XML V1.10 libraries in the LIBPATH environment variable in your z/OS IBM
HTTP Server environment variables file (default location is /etc/httpd.envvars). After
z/OS V1R12 is installed, Infoprint Central requires the XML V1.10 libraries:

— LIBPATH: Change /usr/Tpp/ixm/IBM/xml4c-5_6/1ib to
/usr/1pp/ixm/IBM/xml4c-5 7/11ib

— LIBPATH: Change /usr/1pp/ixm/IBM/xs1t4c-1_10/1ib to
/usr/1pp/ixm/IBM/xs1tdc-1 11/1ib

— ICU_DATA: You can remove this variable because XML no longer uses it.

3. Restart the z/OS IBM HTTP Server to pick up the changes to the environment variables
file.

2.6.2 Language Environment (LE)
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The LE element has some new migration actions to perform before the first IPL of z/OS
V1R12, as follows:

Set run-time options as overrideable or nonoverrideable in the CEEPRMxx parmlib member.
This is a recommended action for z/OS V1R12, so that you can eliminate use of the
assembler language usermods to specify installation-wide run-time options, and use the
CEEPRMxx parmlib member instead.

In z/OS V1R12, you can set run-time options as overrideable or nonoverrideable in the
CEEPRMxx parmlib member using the OVR or NONOVR attribute or with a SETCEE
command. The ability to specify an option as overrideable or nonoverridable removes a
barrier to using CEEPRMxx.

Migration action

Set run-time options in the CEEPRMxx parmlib member using the OVR or NONOVR attribute
or by issuing the SETCEE command. You can eliminate future Language Environment
migration actions by no longer using the USERMODs at the installation default level to mark
run-time options as nonoverrideable.
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Note: In a future release, IBM plans to remove the capability to change the default
Language Environment run-time options settings via SMP/E installable USERMODs. IBM
recommends using the CEEPRMxx parmlib member to change the default.

Use Unicode Services to create conversion tables since the Language Environment library
CEE.SCEEUMAP has been removed.

2.6.3 z/OS UNIX

The following migration actions need to be performed before installing z/OS V1R12.

Remove the MAXSOCKETS value

Before z/OS V1R12, a value had to be specified for the MAXSOCKETS keyword in the
NETWORK statement for AF_UNIX in the BPXPRMxx parmlib member of SYS1.PARMLIB if
the maximum number of AF_UNIX sockets for the system needed to be greater than the
default of 100. As of z/OS V1R12, the value does not need to be specified because a
maximum value of 10,000 has been set for MAXSOCKETS for AF_UNIX. The
MAXSOCKETS keyword is still allowed on the NETWORK statement for AF_UNIX, but will be
ignored on a z/0OS V1R12 system.

Migration action

Remove any MAXSOCKETS statement from NETWORK statements for
DOMAINNAME(AF_UNIX). In a configuration with a shared BPXPRMxx parmilib,
MAXSOCKETS should only be removed when all systems are at z/OS V1R12.

Connection scaling
Discontinue use of z/OS UNIX System Services Connection Scaling because this is

recommended as of R12. In a future release, IBM plans to discontinue support of zZOS UNIX
System Services Connection Scaling, specifically the Connection Manager and Process
Manager components.

z/OS UNIX System Services Connection Scaling consists of the following FMIDs:

» HCMG110 (Connection Manager

» JCMG1J0 (Connection Manager Japanese)

» HPMG110 (Process Manager)

» JPMG1J0 (Process Manager Japanese)

2.6.4 Shell and Utilities version of the tsocmd command

Before z/OS V1R11, the tsocmd command was obtained from the Tools and Toys section of
the z/OS UNIX website. Starting with z/OS V1R12, Shell and Utilities support of the tsocmd
command has been added. The supported version differs from the Tools and Toys version in
a number of ways, as follows:

» Exit values are consistently sent if the issued TSO/E command fails.

» The tsoin and tsoout environment variables are not supported. Instead, stdin and stdout
are supported, as is done for most other Shell and Utilities commands.

» The TSO PROFILE environment variable is supported.
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Migration action

Look for current use of the Tools and Toys version of the tsocmd command. If there is no
current use, no actions or changes are required. If there is current use of this command,
determine if the command is located in /bin or in another directory. Also, determine if you
want to preserve the Tools and Toys version in addition to the officially shipped version.

Consider the following options:

1. If you want to preserve the Tools and Toys version, ensure the Tools and Toys version of
tsocmd is not located in /bin prior to the installation of z/OS V1R12.

2. If you do not want to preserve the Tools and Toys version, and it is located in /bin, then the
installation of z/OS V1R12 will automatically replace the Tools and Toys version with the
new officially supported version. If the Tools and Toys version is not located in /bin,
remove it from its current location. In either case, you will also need to remove the Tools
and Toys tsocmd command load module from the authorized load library (either prefix
TSOCMD.LOADLIB or SYS1.LINKLIB) as described in the tsocmd command Tools and
Toys README documentation available at the following site:

ftp://ftp.software.ibm.com/s390/zos/tools/tsocmd/tsocmd. readme.txt

Note: A new version of the tsocmd command that matches the version shipped with z/OS
V1R12 will be made available on the Tools and Toys website. If you have multiple systems
at different releases and you want to have the same version of the tool on all releases, or if
you want to try out the new command prior to z/OS V1R12, you can download the new
version to the earlier systems and replace the previous Tools and Toys version of tsocmd if
appropriate. If this action is taken, you will need to clean up the authorized load library as
described in Step 2 prior to downloading the new tool.

2.7 BCP migration actions after the first IPL

These are migration actions that you can perform only after you have IPLed z/OS V1R12. You
need a running z/OS V1R12 system to perform these actions. An example is issuing RACF
commands related to new functions. Note that the term “first IPL” does not mean that you
have to perform these actions after the very first IPL, but rather that you need z/OS V1R12 to
be active to perform the task. You might perform the task quite a while after the first IPL.

2.7.1 Hardware instrumentation services (HIS)
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Hardware instrumentation services (HIS) is a function that collects hardware event data for
processors in SMF records type 113, subtype 2, as well as UNIX System Services output
files. You can only use HIS for IBM System z10™ or later machines. In z/OS V1R12 (and in
z/0OS V1R11 and z/OS V1R10 with the PTF for APAR OA30486 installed), functionality is
added to the HIS component that causes changes in the output filename formats produced by
HIS (.CNT, .SMP, and .MAP), as well as introducing additional lines to the .CNT file, possibly
causing incompatibilities. In addition, an increase in SMF Type 113 records might be noticed.

Any tools that programmatically open the HIS output files (.CNT, .MAP, or .SMP), and any
tools that programmatically analyze the HIS output .CNT file, should be analyzed and
updated to accommodate the new formats.

Migration action
The following items are what you should look for after the first IPL of z/OS V1R12:
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ftp://ftp.software.ibm.com/s390/zos/tools/tsocmd/tsocmd.readme.txt

» The new filename output format is an indication that the support is installed.
» The first line of the .CNT file indicates output version 2.
» New output message HIS0321 STATE CHANGE DETECTED ACTION=action.

An additional line in the output of the DISPLAY HIS command, which describes the action that
should be taken should a state change event occur (specified by the operator at the start of a
collection run). Following are actions that should be taken:

» If programmatically opening files, ensure the new output file format is handled.

» If programmatically parsing the .CNT file, ensure to check the VERSION identifier in the
header. If the identifier is VERSION 2, be prepared for the new STATECHANGE line.

2.7.2 BCP program management Binder

The following migration actions can be taken after the first IPL of z/OS V1R12.

Detecting program modules with multiple INITIAL LOAD segments
This required action has the following conditions:

» Only users or ISVs that produce program object programs, which might have multiple
INITIAL LOAD segments, need to take action if all of the items listed below are true:

— Program is required to reside in a program object.

— Program has multiple segments.

— Program has multiple initial load classes.

— Program has mixed RMODEs.

— Program is link-edited with the RMODE option to override the Binder default.

Note: In most cases, even if a program has multiple segments containing INITIAL LOAD
classes, no action is required.

Binder RMODE option

Prior to z/OS V1R12, the binder RMODE option only applied to the first module segment,
which contains some but possibly not all the initial load classes. Subsequent segments
containing other initial load classes were not affected by the RMODE option, and thus the
binder determined the RMODE based on the attributes of the classes contained therein.

Therefore, beginning with z/OS V1R12, the binder RMODE option applies to all initial load
classes by default. Thus all segments containing initial load classes are affected. This new
behavior takes affect only when the RMODE binder option is specified. Also the RMODE
option has been expanded so that either the new or previous behavior can be explicitly
requested.

Migration action

To determine whether you might be affected by this change, you can run the AMBLIST
service aid against your program objects and examine the output. However, if you do not
explicitly specify the RMODE option when you bind the program, it is not affected even if the
following two conditions are true.

Run AMBLIST using the LISTLOAD control statement. Using the OUTPUT=MAP option
results in a smaller amount of output that still contains the pertinent information. The following
two conditions must both be true for the program to be affected by the new RMODE option
behavior:
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1. In the Module Summary, only programs that are program objects and are PO FORMAT: 3
or higher are affected.

2. Inthe SEGMENT MAP, only programs for which there is the class entry SEGMENT 2, and
TYPE INITIAL, are affected.

Note: The RMODE differs for the SEGMENT 1, INITIAL load classes, and the SEGMENT
2, INITIAL load classes.

Given that the two conditions above are true, there are then generally three possible
situations:

» If the RMODE option is not being specified, there is no need to do anything, because the
behavior is identical in z/OS V1R12.

» If you specified RMODE=ANY, expected all segments to be RMODE=31, but find that one
segment is RMODE=24, part of the program is using below-the-line storage. In most
cases, this is not desirable and the new Binder behavior will remedy the situation. It is
possible that you rely on having part of the program use below-the-line storage. You can
use RMODE(ANY,COMPAT) to revert to the pre-z/OS V1R12 behavior.

» If you specified RMODE=24, expected all segments to be RMODE=24, but find that one
segment is RMODE=31, part of the program is using above-the-line storage. In most
cases, this is desirable and the new Binder behavior could cause a problem by causing the
program to use more below-the-line storage. It is also possible that you rely on having part
of the program use above-the-line storage. You can use RMODE(24,COMPAT) to revert to
the pre-z/OS V1R12 behavior.

2.7.3 Cryptographic Services

This action is required if you do not want the PKI Services daily maintenance task to run at
midnight. The Cryptographic Services element has a migration action to perform after first IPL
of z/0OS V1R12, as follows:

For PKI Services, change the time at which the daily maintenance task runs. With z/OS
V1R12, the PKI Services daily maintenance task runs when you start PKI Services and daily
at midnight by default. If you do not want to use the default, update as required.

Note: Before z/OS V1R12, PKI Services ran a daily maintenance task when you started
the PKI Services daemon, and every twenty-four hours after that. Starting with z/OS
V1R12, by default the task runs when you start the PKI Services daemon, and daily at
midnight. If running this task at midnight causes problems, for example performance
problems because you have other tasks scheduled to run at midnight, you can change the
time at which the PKI Services daily maintenance task runs.

Migration action
Change the value of the MaintRunTime variable in the PKI Services configuration file to
specify the time at which you want the daily maintenance task to run.

2.7.4 Unicode Services

Use Unicode Services to create conversion tables. This is required if you use the iconv()
family of functions to test to a “known conversion result” and experience test case failures.
Also, if you use custom conversion tables replacing those listed in either ucmapt.1st or
genxlt.1st.
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In z/OS V1R12, the C/C++ run-time library will no longer include any ucmap source code or
genxlt source code for character conversions now being performed by Unicode Services.

Migration action
If you use customized conversion tables, you should now generate custom Unicode Services
conversion tables.

If you use the iconv() family of functions testing to a “known conversion result” and experience
test case failures, you need to update your expected results to the new conversion results.

If you want to create custom conversion tables involving any of the CCSIDs related to the
conversion table source no longer being shipped, you should now generate custom Unicode
Services conversion tables instead of custom Language Environment conversion tables.

Note: The installation prefix. SCEEUMAP data set will no longer be shipped. The
/usr/1ib/n1s/1ocale/ucmap HFS directory will no longer be shipped.

2.8 JES2, JES3, and SDSF installation considerations

With z/OS, the JES levels supported by a given release are the same as the JES levels that
may coexist in the same multi-access spool (MAS) or multisystem complex with the JES
delivered in that z/OS release.

You could migrate to the JES2, JES3, and SDSF that comes with z/OS V1R12 at the same
time you migrate to the rest of z/OS V1R12, or as soon as possible thereafter. In this way, you
benefit directly from the new functions in the z/OS V1R12 level of JES2, JESS, and SDSF and
enable other elements and features to benefit from this level.

However, because such a migration is not always practical, certain prior levels of JES2 and
JESS3 are supported in z/0OS V1R12 so that you can stage your migration to z/OS V1R12 (that
is, migrate your JES2 or JES3 as shown in Figure 2-3, and SDSF later).

BCP Release JES2 Release allowed |SDSF Release allowed
JES3 Release allowed
R12 R10 R10
R12 R11 R11
R12 R12 R12

Figure 2-3 Allowable BCP, JES2, JES3, and SDSF combinations

Note: With z/OS V1R10 and later releases, SDSF is supported with JES3.

JES2 migration actions
There is a JES2 migration action to perform before installing z/OS V1R12, as follows:
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» Update the code to remove references to PDBLENG from installation exits. Determine
whether your installation has exits that reference PDBLENG and update to use the field
PDBSIZE.

» Ensure that calls to JES property information services SSI can support information
returned for multiple members.

SDSF migration actions
The following actions need to be performed after the first IPL of z/OS V1R12:

» Set a default for the Initiators panel. With z/OS V1R12, SDSF displays WLM initiators
along with JES-managed initiators on the Initiator (INIT) panel. To change the default,
update the ISFPRMxx parmlib member.

» Set the format of device names on the Printers panel. With z/OS V1R12, SDSF displays
printer names in longer format on the Printer panel. To change the default to shorter
names, update the ISFPRMxx parmlib member.

» Set the view of OPERLOG. With z/OS V1R12, SDSF displays only active log data for
OPERLOG. To change the default to also display inactive log data, update the ISFPRMxx
parmlib member.

2.9 Elements withdrawn from z/OS V1R12

The Managed System Infrastructure for Setup (msys for Setup) FMIDs HMSI707 and
HMSI737 are not included in z/OS V1R12. z/OS V1R11 is the last release to include these
FMIDs.

» If you plan to install the CBPDO deliverable for z/OS V1R12, you must delete the msys for
Setup element from the target system after zZOS V1R12 is installed. A sample job,
CLNOSB390, is provided to delete the msys for Setup FMIDs from the target system.

» The z/OS V1R12 Program Directory provides instructions for running the sample job
CLNOS390.

» The obsolete libraries, paths and associated DDDEFs for the msys for Setup element
must be removed from the target system after zZOS V1R12 has been installed and the
msys for Setup element has been deleted.

» z/OS Migration, GA22-7499 identifies the obsolete libraries, paths and DDDEFs that must
be deleted.

2.10 IBM zEnterprise 196 (z196)

64

IBM announced the next generation of our leading workload optimization and consolidation
system, the IBM zEnterprise System, on July 22nd. The IBM zEnterprise 196 (z196) platform
is designed with performance and capacity for growth and large-scale consolidation,
improved security, resiliency and availability while helping you to lower both risk and cost. As
environmental concerns raise the focus on energy consumption, z196 offers new efficiencies
enabling dramatic reduction of energy usage and floor space when consolidating workloads
from distributed servers. For organizations looking to build green data centres, optional water
cooling and high-voltage DC power allow a bold step into the future of cooler computing
without changing the footprint. The z196 will deliver unique specialty engines to help deliver
greater efficiencies and expand the use of the mainframe for a broader set of applications,
while helping to lower the total cost of ownership (TCO).
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2.10.1 IBM System z Discovery and Auto-Configuration (zDAC)

A new IBM System z Discovery and Auto-Configuration (zDAC), available with z/OS V1R12
on IBM zEnterprise 196 (z196) servers, can help simplify the configuration and reduce the
complexity and setup time for new and changed disk and tape 1/O configuration changes.
zDAC is designed to automatically perform a number of I/O configuration definition tasks for
new and changed disk and tape control units connected to a switch or director when attached
to FICON channel. zDAC can save time by discovering new and changed devices for you, and
suggesting configurations aligned with best practices for availability and with the I/O policies
that you set. For example, with zDAC, adding controllers to an existing I/O configuration can
take as little as a few minutes.

zDAC is designed to perform discovery for a single system or for all the systems in a sysplex
that support the function. It proposes new configurations that incorporate the current contents
of your 1/O definition file (IODF) with additions for new and changed controllers and devices
based on a policy you define in the Hardware Configuration Dialog (HCD), which can include
preferences for availability and bandwidth, including parallel access volume (PAV), HyperPAY,
and DCM specifications, and control unit and device number ranges. These capabilities are
integrated with HCD and z/OS Hardware Configuration Manager (HCM) functions.

Discovery and Auto-Configuration (zDAC) function

zDAC is designed to perform discovery for a single system or for all the systems in a sysplex.
These capabilities are integrated with HCD and z/ OS Hardware Configuration Manager
(HCM). When new controllers are added to an I/O configuration or changes are made to
existing controllers, the system is designed to discover them, and propose configuration
changes based on a policy you define in the Hardware Configuration Dialog (HCD). Your
policy can include preferences for availability and bandwidth including parallel access volume
(PAV), HyperPAV, DCM specifications, and preferred control unit and device number ranges.

2.10.2 Three subchannel sets for zEnterprise 196 servers

z/0OS V1R12 supports three subchannel sets on IBM zEnterprise 196 (z196) servers. This
helps relieve subchannel constraints, and can allow you to define larger 1/O configurations
that include large numbers of Metro Mirror (PPRC) secondaries and Parallel Access Volume
(PAV) aliases. As with the prior support for two subchannel sets, you can define base devices,
aliases, and secondaries in the first subchannel set (set zero), and define only aliases and
secondaries in subchannel sets one and two. All three subchannel sets support ESCON®,
FICON, and zHPF protocols. This support is also available on z/OS V1R10 and z/OS V1R11
with the PTF for APAR OA30677.

z/OS V1R12 on zEnterprise 196 servers with Coupling Facility Control Code (CFCC) Level 17
supports up to 2047 structures per Coupling Facility (CF) image, up from the prior limit of
1023. This allows you to define a larger number of data sharing groups, which can help when
a large number of structures must be defined, such as to support SAP configurations or to
enable large Parallel Sysplex configurations to be merged. This function requires the PTF for
APAR OA32807; PTFs are also available for zZOS V1R10 and z/OS V1R11.

z/0OS V1R12 on zEnterprise 196 servers with CFCC Level 17 also supports more connectors
to list and lock structures. XES and CFCC already support 255 connectors to cache
structures. With this new support XES also supports up to 247 connectors to a lock structure,
127 connectors to a serialized list structure, and 255 connectors to an unserialized list
structure. This support requires the PTF for APAR OA32807; PTFs are also available for z/OS
V1R10 and z/OS V1R11.
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z/OS V1R12, with 2196 servers and Coupling Facility control code (CFCC) Level 17, is
designed to capture Coupling Facility (CF) data nondisruptively in some circumstances,
allowing the CF to continue operating. This new function is intended to help improve Parallel
Sysplex availability when it is necessary to capture CF data.

2.10.3 IBM zEnterprise 196 server performance

The IBM zEnterprise 196 server adds additional scalability and performance capabilities for
your z/OS environment, as follows:

>

The new 96-way core design (with 80 cores that are client configurable) delivers massive
scalability for secure data serving and transaction processing for large-scale businesses.

The performance of a z196 (2817) processor is expected to be 1.3 to 1.5 times the
performance of a z10 EC (2097) based on workload and model.

The largest 2196 (2817-780) is expected to exceed 1.6 times the capacity of the largest
z10 (2097-764).

It has up to twice the available real memory, 3 terabytes (TB) per server (withupto 1 TB
real memory per LPAR) compared to the z10 EC Model E64.

New quad-core 5.2 GHz processor chips, with more than 100 new instructions to enable
improved code efficiency, are also designed to help improve the execution of Java and
processor intensive workloads. For example, it is anticipated that z/OS and zEnterprise
196 servers can provide a significant performance improvement for Java workloads.

Storage capacity
In addition, you now have the ability to extend the amount of addressable storage capacity to
help facilitate storage growth with the introduction of:

>

>

A third subchannel set
An additional 64 K subchannels

This should help complement other functions such as “large” or extended address
volumes (EAV) and HyperPAV. This may also help facilitate consistent device address
definitions, simplifying addressing schemes for congruous devices. The first subchannel
set (SS0) allows definitions of any type of device (such as bases, aliases, secondaries,
and devices that do not implement the concept of associated aliases or secondaries).

The second and third subchannel sets (SS1 and SS2) can now both be used for disk alias
devices (both primary and secondary devices) and/or Metro Mirror secondary devices
only. The third subchannel set supports ESCON, FICON, and zHPF protocols, and is
supported by z/OS V1AR12. This support is also available for zZOS V1R10 and z/OS
V1R11 with PTFs.

2.10.4 Parallel Sysplex environments

66

zEnterprise 196 provides many enhancements to a z/OS Parallel Sysplex environment, as
follows:

>

Connectivity improvements with up to 80 coupling links

zEnterprise 196 increases the number of external coupling links allowed from 64 to 80.
This allows the full configuration of 32 PSIFB links and 48 ISC-3 links to be used. In
addition, you can also configure up to 32 (internal) IC links for coupling between images
defined on the same server. Having more coupling links is important to provide sufficient
coupling connectivity for larger single Parallel Sysplexes, as well as for configurations
where the same server hosts multiple Parallel Sysplexes and Coupling Facility images.
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» Parallel Sysplexes and Coupling Facility images

z/OS V1R12 on zEnterprise 196 servers with CFCC Level 17 also supports more
connectors to list and lock structures. XES and CFCC already support 255 connectors to
cache structures. With this new support XES also supports up to 247 connectors to a lock
structure, 127 connectors to a serialized list structure, and 255 connectors to an
unserialized list structure. This support requires the PTF for APAR OA32807; PTFs are
also available for z/0OS V1R10 and z/OS V1R11.

» Connectivity improvements with 128 coupling CHPIDs per server

To support larger Parallel Sysplexes with ever-increasing amounts of data sharing traffic to
the Coupling Facility, the throughput and capacity of more coupling CHPIDs is also
required. With z196, the number of coupling CHPIDs per server has been increased from
64 to 128. Since IFB links allow for multiple (logical) CHPIDs over the same (physical) link,
this can also allow for larger Parallel Sysplexes without requiring more coupling link
hardware.

» Connectivity improvements with up to 2047 structures

CFCC Level 17 increases the number of structures that can be allocated in a CFCC image
from 1023 to 2047. Allowing more CF structures to be defined and used in a sysplex
permits more discrete data sharing groups to operate concurrently, and can help
environments requiring many structures to be defined, such as to support SAP or service
providers. z196 and CFCC Level 17 also provide improved serviceability of Coupling
Facilities with enhanced data collection and triggering of nondisruptive CF dumps.

2.10.5 Networking performance

z/OS VR12 on 2196 servers is designed to provide improved networking performance with
OSA-Express-3 in QDIO mode with inbound workload queuing (IWQ). IWQ creates multiple
input queues and allows OSA to differentiate workloads “off the wire” and then assign work to
specific input queues to z/OS. With each input queue representing a unique type of workload,
each having unique service and processing requirements, the IWQ function allows z/OS to
use appropriate processing resources for each input queue.

This approach allows multiple concurrent z/OS processing threads to process each unique
input queue, avoiding traditional resource contention. In a heavily mixed workload
environment, this “off the wire” network traffic separation provided by OSAExpress3 IWQ
reduces the conventional z/OS processing required to identify and separate unique
workloads, which is expected to result in improved overall system performance and scalability.

» It is anticipated that networking performance for interactive workloads can be improved
significantly, depending on amount of data being transferred, presence of bulk-data traffic
in the mix, and whether communication is z/OS to z/OS, or z/OS to distributed system. For
example, interactive networking response time improvements of 30-50% on a System z10
model 2097-E64 were recorded.

» Itis also anticipated that bulk-data (streaming) workloads can also benefit with OSA
Express-3 IWQ and its ability to reduce the amount of costly network retransmissions (by
reducing the incidence of out-of-order packets). A streamlined CommServer execution
path for Sysplex Distributor over IWQ is expected to improve performance for
sysplex-distributed traffic as well.

» When inbound workload queueing is enabled for a QDIO interface, inbound streaming
bulk data is processed on an ancillary input queue (AlIQ). This function is expected to
improve throughput while reducing processor consumption for inbound streaming bulk
data.
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» When inbound workload queueing is enabled for a QDIO interface, inbound Sysplex
Distributor traffic is processed on an AlQ. This function is expected to improve
performance for inbound Sysplex Distributor traffic that is routed to a target stack.

» IWQ is supported on z/OS V1R12 and is exclusive to OSA-Express3 on z196 and System
z10, where CHPID types OSM and OSX are exclusive to z196.

OSA-Express3

In addition to IWQ, OSA-Express3 also introduces the capability for the operating system to
directly query and display the current OSA configuration information (similar to OSA/SF).
z/OS exploits this new OSA capability by introducing the new TCP/IP operator command
DISPLAY OSAINFO. This command allows the operator to monitor and verify the current
OSA configuration, which can help you improve the overall management, serviceability, and
usability of OSA-Express3. The D OSAINFO command requires OSA-Express3 CHPID types
OSD, OSM, and OSX, and z/OS ViR12.

2.10.6 IBM zEnterprise Unified Resource Manager

68

The new zEnterprise System also provides end-to-end workload monitoring and other
systems management capabilities for System z ensembles, through the new IBM zEnterprise
Unified Resource Manager. System z ensembles are collections of one or more zEnterprise
System nodes in which each node comprises a z196 server and its optionally attached IBM
zEnterprise BladeCenter® Extension (zBX) Model 002, as shown in Figure 2-4 on page 68.

An ensemble can consist of a single z196 server running z/ OS images and z/VM® hosting
Linux for System z images but without a zBX attached, or it can consist of from 1 to 8 z196
servers, at least one of which has a zBX attached. The resources of a zEnterprise System
ensemble are managed and virtualized as a single pool, integrating system and workload
management across the multisystem, multitier, multi-architecture environment. The
zEnterprise Unified Resource Manager uses the intranode management network (INMN) for
communication.

zEnterprise 196 zEnterprise BladeCenter Extension

Figure 2-4 zEnterprise 196 and zEnterprise BladeCenter Extension
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Guest Platform Management Provider (GPMP)

z/0OS integrates with this new management environment. A new agent, Guest Platform
Management Provider (GPMP), in z/OS V1R12 communicates with z/OS WLM and provides
basic data (such as system resource utilization, system delays, and paging delays) back to
the zEnterprise Unified Resource Manager over the INMN network. The zEnterprise Unified
Resource Manager can add additional workload relationships from the ensemble components
to your z/OS workload; for example, linking a transaction that started on the zBX back to DB2
on z/OS data.

XL C/C++ support

z/OS V1R12 XL C/C++ also exploits new instructions in the IBM zEnterprise System 196
server. The z/OS V1R12 XL C/C++ compiler provides new ARCHITECTURE(9) and TUNE(9)
options to help you exploit new instructions that are available on z196 servers. These options
are designed to provide better performing applications tuned for the new server. Additional
optimization and tuning have been made to improve the floating-point performance. These
changes can improve the performance of generated code without the need for changes to the
source code. A performance improvement of over 11% was observed using
compute-intensive integer workload code generated by the z/OS V1R12 XL C/C++ compiler
with high optimization when compared to code generated using the z/OS V1R11 XL C/C++
compiler. Performance improvements are based on internal IBM lab measurements using the
ILP32, XPLINK, ARCH(9), TUNE(9), HGPR, O3, HOT, and IPA(LEVEL(2)) with PDF compiler
options. Performance results for specific applications will vary; some factors affecting
performance are the source code and the compiler options specified.
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HiperDispatch

z/OS workload management and dispatching have been enhanced to take advantage of the
System z10 hardware design. The IBM z10 processor supports a new mode of dispatching
called HiperDispatch (HD), which increases the system capacity by up to 10%. The amount of
improvement varies according to the system configuration and workload.

HiperDispatch was introduced with z/OS V1R10 and rolled down to JBB772S, HBB7730, and
HBB7740. This chapter discusses the following:

» HiperDispatch overview

» Activating HiperDispatch

» Monitoring HiperDispatch

» HiperDispatch enhancements in z/OS V1R10

» HiperDispatch enhancements in z/OS V1R11

» HiperDispatch enhancements in z/OS V1R12
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3.1 HiperDispatch overview

HiperDispatch is a combination of hardware, Hypervisor, and z/OS that increases system
capacity. It does this by increasing the probability of cache hits when executing z/OS
instructions. Each processor has its own level 1 (L1) cache. This is the best place to find data
because it requires the fewest machine cycles to access the data. processors are grouped at
the hardware level in books.

All processors in the same book share a common level 2 (L2) cache. This is the second best
place to access data. A processor can also access the L2 cache of other books, but this
requires more machine cycles. The difference in machine cycles required to access a piece of
data found in the L1 cache versus the same book L2 cache is relatively small. However, there
is a significant difference in the number of machine cycles to access a piece of data in the
same book L2 cache versus a different book L2 cache. To optimize for same book L2 cache
hits, a unit of work must run on a subset of the available processors in the same book.

3.1.1 Without HiperDispatch

To describe the interaction between z/OS and Hypervisor we use a hypothetical example of a
210 processor with eight physical processors. The z10 is running two LPARs with the same
weight and eight logical processors. Each LPAR will receive four physical processors at
execution time which will be distributed across the eight logical processors defined to each
LPAR, as shown in Figure 3-1.

PP 1 PP 2 PP3 PP4 PP5 PP6 PP7 PP8
A B C D E F G H
LP8 LP7 LP6 LP5 LP 4 LP3 LP2 LP1
A B C D E F G H
LP 1 LP2 LP 3 LP 4 LP5 LP 6 LP 7 LP 8

Book 1 Book 2

Figure 3-1 z10 without HiperDispatch

Without HiperDispatch, the Hypervisor can dispatch any logical processor on any physical
processor and z/OS can dispatch any thread on any logical processor. This results in threads
being dispatched randomly across physical processors. This has the effect of randomizing
which physical processor is chosen, reducing L1 and L2 cache hits, which reduces the
throughput of the system.

3.1.2 With HiperDispatch

HiperDispatch optimizes for same book L2 cache hits by dispatching threads intelligently on
physical processors. First, Hipervisor needs to dispatch a given logical processor on the
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same physical processor. Then z/OS needs to dispatch a thread among a relatively static
collection of processors in the same book to increase the probability of a same book L2 cache
hit. Since a thread is going to be dispatched among a small group of processors, the
probability of an L1 cache hit also increases.

Using our hypothetical example in Figure 3-2, if both LPARs consume their full LPAR weight,
each LPAR will still receive four physical processors worth of execution time. With
HiperDispatch=YES, the four physical processors worth of execution time is distributed
amongst a subset of the logical processors defined to each LPAR. Normally, each LPAR uses
four of its logical processors to process its work, as shown in Figure 3-2.

PP1 PP2 PP3 PP4 PP5 PP6 PP7 PP8
LP 1 LP 2 LP 3 LP 4 LP4 LP 3 LP 2 LP 1
Book 1 Book 2

Figure 3-2 z10 with HiperDispatch and two LPARs of equal weight

Since HiperDispatch optimizes the same book L2 cache, Hipervisor assigns the four logical
processors 1, 2, 3, and 4 from the LPAR to physical processors 1, 2, 3, and 4 in book 1 and
the four logical processors 1, 2, 3, and 4 from the LPAR to physical processors 8, 7, 6, and 5
in book 2. These logical processors are referred to as vertical highs because one logical
processor is mapped to exactly one physical processor. When more than one logical
processor is mapped to the same physical processor, that logical processor is referred to as a
vertical medium. Multiple vertical mediums share the processing power provided by one
physical processor.

There are four logical processors in each LPAR that are unaccounted for. Those remaining
four logical processors are not mapped to any physical processors. These logical processors
are referred to as vertical lows or discretionary processors and are normally in a parked state.
When the z10 is busy and starts to approach 100% utilization, the vertical lows and then
vertical mediums are parked. A parked processor is online but will not dispatch work or
process I/O interrupts. An LPAR's vertical lows float on top of a different LPAR's vertical highs
or mediums so that an LPAR that needs more capacity can receive additional capacity from a
different LPAR that is not consuming its full weight. An LPAR will only expand into its vertical
lows when both of the following conditions are met:

» An LPAR is consuming its full LPAR weight.
» A different LPAR is not consuming its full weight.

When both conditions are met, the LPAR consuming its full weight can unpark one or more of
its vertical lows to use another LPAR's unused capacity. Once a vertical low is unparked it will
dispatch work on behalf of that LPAR. The vertical low will be parked once the overworked
LPAR no longer needs the extra capacity or the other LPAR starts consuming its full weight.

Grouping processors into affinity nodes

z/OS groups logical processors into entities called affinity nodes. Processors assigned to an
affinity node tend to be in the same book to increase the probability of an L2 cache hit. All
processors in an affinity node have the same processor type (CP, zZAAP, or zIIP). Each affinity
node has its own WUQ and all processors assigned to that affinity node dispatch work from
that WUQ. HiperDispatch optimizes cache hits by ensuring that threads are redispatched on
the same affinity node.
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To ensure that the responsiveness of high priority work is not impacted with HiperDispatch,
high priority work is assigned to a new WUQ called the high performance WUQ (HPWUQ). All
standard CPs dispatch work from the HPWUQ before dispatching work on their affinity WUQ.
The HPWUQ contains work element blocks (WEBSs) for high priority work that include:

» WEBSs with dispatching priority 255. Address spaces with service class SYSTEM are
assigned dispatching priority 255.

» SRB WEBs with dispatching priority 254. Address spaces with service class SYSSTC are
assigned dispatching priority 254.

» Lock promotion WEBSs. These have dispatching priority 255.

HiperDispatch responds to utilization spikes within an affinity node by assigning processors
from another affinity node to perform work from the busy affinity node’s WUQ. In addition,
WLM gathers statistics every two seconds to distribute the workload evenly across the affinity
nodes.

There is a significant improvement in the capacity of the system (0%-10% depending on
system configuration and the workload) by optimizing for level 2 cache hits with
HiperDispatch. The more physical processors a z10 has or the larger the overcommit ratio
between logical processors and physical processors, the larger the capacity gain from
HiperDispatch.

3.2 Activating HiperDispatch

74

HiperDispatch is only supported by the IBM z10 processor, device type 2097. It is part of the
z/0OS V1R10 base code and available for JBB772S, HBB7730, and HBB7740 via APARs:

» OA20633 and OA23333 for supervisor
» OA20418 for WLM
» OA12774 for RMF

IEAOPTxx parmlib member
To activate HiperDispatch, a new keyword in IEAOPTxx is used:

» HiperDispatch = YES

» The default is HiperDispatch = NO

HiperDispatch can be activated at IPL by specifying HiperDispatch = YES in the IEAOPTxx
parmlib member used during IPL. It can also be activated and deactivated dynamically by

updating IEAOPTxx or creating a new IEAOPTxx specifying HiperDispatch = YES or NO and
issuing the following MVS command:

SET OPT=xx

HiperDispatch messages
When HiperDispatch is activated, the following message is issued:

IRA860I HIPERDISPATCH MODE IS NOW ACTIVE

When HiperDispatch is deactivated, the following message is issued:
IRA861I HIPERDISPATCH MODE IS NOW INACTIVE
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3.3 Monitoring HiperDispatch

HiperDispatch has implications for workload management (WLM) and help processing. There
are also changes in RMF reports to display HiperDispatch information.

3.3.1 WLM considerations

With HiperDispatch the prioritization of workloads via WLM policy definitions becomes more
important because access to processors changes. To optimize cache hits a work unit has
access to a smaller number of processors, which increases the potential for queuing delays.

As HiperDispatch changes how work is dispatched among the processors, additional
attention and review of the WLM policy may be needed to ensure proper workflow through the
system. With HiperDispatch it is important that critical work, highly interactive work, and
processor intensive work is prioritized appropriately.

Prior to z/OS V1R10, only the Master address space and WLM are automatically assigned
with service class SYSTEM and cannot be assigned a different service class. In z/OS V1R10
there are extra system addresses that are classified into SYSTEM and cannot be changed.
They are XCFAS, GRS, CONSOLE, IEFSCHAS, IXGLOGR, SMF, CATALOG, SMSPDSE,
and SMSPDSE1.

With HiperDispatch, work for address spaces with service class SYSTEM runs on the High
Performance WUQ (HPWUQ), ensuring high access to processors.

3.3.2 RMF reports

With HiperDispatch=Yes different processor utilizations are seen in the RMF CPU Activity
report depending on whether a processor is a vertical high, vertical medium, or vertical low.

With the RMF HiperDispatch APAR OA12774, the RMF CPU Activity report has a new
column for PARKED time% and is enhanced to indicate the high, medium, or low share via
the LOGICAL PROCESSOR SHARE% column. In addition, changes are introduced with
APAR 0OA24074, which adds an indication whether HiperDispatch is active on the processor
type and model information line. OA24074 also changes the calculation of the MVS view of
processor utilization to take into account that logical processors can be parked.

With APAR OA24074, the calculation is:

Online Time - (Wait + Parked Time)
MVS UTIL(%) = ===mmmmmmmmmmmmm e * 100
Online Time - Parked Time

This also affects the AVG MVS UTIL(%) for all logical processors because the MVS UTIL(%)
for each logical processor is weighted by the time being online and unparked. This effect
becomes obvious with processors being parked partially during the interval. For example, an
MVS UTIL of 100% for a processor parked 80% means the processor was unparked for 20%
of the interval and busy the whole time it was unparked. The interval for this processor adds
less to the overall average than an MVS UTIL of 100% for a processor that was not parked.

Figure 3-3 on page 76 shows an example of a processor activity for a system with
HiperDispatch=Yes and OA24074 installed running on a z10. The logical processor share for
the partition of 640.0% was allocated across five logical processors with a high share of
100%, two logical processors with a medium share of 70%, and one discretionary logical
processor, CP 7, with a low share of 0%, which was parked 85.78% and thus unparked
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14.22% of the online interval time. During this same interval, CP 7 was busy processing
13.84% of the time.

With HIPERDISPATCH=NO, the logical processor share would be 80% for each of the 8
logical processors. There are 12 vertical highs, 7 vertical mediums, and 14 vertical lows.

CPU ACTIVITY

z/0S VIR10 SYSTEM ID S59 DATE 11/28/200
RPT VERSION V1R1O0 RMF TIME 16.45.00 CYCLE 1.000 SECONDS
CPU 2097 MODEL 732 H/WMODEL E40 SEQUENCE CODE 00000000000DC6CE  HIPERDISPATCH=YES
---CPU---  —-mmmmmmmmmm o TIME % --=------------- LOG PROC --1/0 INTERRUPTS--
NUM TYPE ONLINE LPAR BUSY  MVS BUSY PARKED SHARE % RATE % VIA TPI
0 Cp 100.00  96.33 97.34 0.00 100.0 5.80 48.75
1 CP 100.00  95.96 97.07 0.00 100.0 4.59  55.30
2 Cp 100.00  95.79 96.84 0.00 100.0 5.10 55.18
3 CP 100.00  95.46 96.68 0.00 100.0 2.40 53.75
4 CP 100.00 95.08 96.41 0.00 100.0 8435 10.05
5 CP 100.00 73.92 96.86 0.00 70.0 20.74 4.95
6 CP 100.00 74.33 97.13 0.00 70.0 14.15  19.39
7 CP 100.00 13.84 98.89 85.78 0.0 0.00 0.00
TOTAL/AVERAGE 80.09 96.94 640.0 8488 10.14

Figure 3-3 RMF CPU Activity report

3.4 Help processing

Help processing occurs when an affinity node is overcommitted and the dispatcher
determines that it needs help. This is done by assigning the WUQ for the overcommitted
affinity node to another less busy processor. In HiperDispatch=NO all processors are
candidates to give help, while in HiperDispatch=YES preference is given to processors in the
same affinity node.

When a CP affinity node needs help:

» In HiperDispatch=NO, all CPs are candidates to give help.

» In HiperDispatch=YES, waiting CPs in the same affinity node are the first processors
chosen for help. If there are no waiting CPs in the same affinity node, a good candidate CP
with the same book is chosen. If there are no good candidates in the same book and the
affinity node needs help badly enough, a CP in a different book can be chosen for help.

When a zAAP affinity node needs help:

» In HiperDispatch=NO, help from another zAAP is preferred. If all other zZAAP processors
are busy, a CP is chosen if IFAHONORPRIORITY=YES.

» In HiperDispatch=YES, waiting zAAPs in the same affinity node are the first processors
chosen for help. If all the other zZAAP processors in the same affinity node are busy, help
can be provided by a zAAP in a different affinity node or a CP if
IFAHONORPRIORITY=YES.

When a zIIP affinity node needs help:

» In HiperDispatch=NO, help from another zIIP is preferred. If all other zIIP processors are
busy, a CP is chosen if IFAHONORPRIORITY=YES.
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» In HiperDispatch=YES, waiting zlIPs in the same affinity node are the first processors
chosen for help. If all the other zIIP processors in the same affinity node are busy, help can
be provided by a zIIP in a different affinity node or a CP if IFAHONORPRIORITY=YES.

3.4.1 Alternate wait management

The alternate wait management (AWMT) and honor priority values specified via the
IEAOPTxx parmlib member affect help processing for both HiperDispatch=YES and
HiperDispatch =NO.

The keywords in the IEAOPTxx parmlib member are:
» CCCAWMT

Alternate Wait Management (AWM) value for normal CPs

For HiperDispatch = NO the valid range is 1-1,000,000 microseconds.
Specifying CCCAWMT >= 500000 disables AWM.

Default for HiperDispatch = NO is 12000 microseconds.

For HiperDispatch =YES the valid range is 1600-3200 microseconds. Specifying a
value outside that range will result in 3200 microseconds being assigned.

Default for HiperDispatch = YES is 3200 microseconds.

Note: For a dedicated LPAR, AWM is always inactive. For a shared LPAR, AWM is
always active with HiperDispatch=Yes. For HiperDispatch=No, AWM can be disabled by
specifying CCCAWMT >= 500000.

» ZAAPAWMT

Alternate Wait Management (AWMT) value for zZAAP processors.
For HiperDispatch = NO the valid range is 1-499999 microseconds.
Default for HiperDispatch = NO is 12000 microseconds.

For HiperDispatch = YES the valid range is 1600-3200 microseconds. Specifying a
value outside that range will result in 3200 microseconds being assigned.

Default for HiperDispatch =YES is 3200 microseconds.

Note: The valid range for ZAAPAWMT has changed from 1600 - 3200 to 1600 - 499999
microseconds with APAR OA26789. See OA26789 - Improvements to PARK processing
and AWMT for more details.

» ZIIPAWMT

Alternate Wait Management (AWMT) value for zIIP processors.
For HiperDispatch = NO the valid range is 1-499999 microseconds.
Default for HiperDispatch = NO is 12000 microseconds.

For HiperDispatch = YES the valid range is 1600-3200 microseconds. Specifying a
value outside that range will result in 3200 microseconds being assigned.

Default for HiperDispatch =YES is 3200 microseconds.
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Note: The valid range for ZIPPAWMT has changed from 1600 - 3200 to 1600 - 499999
microseconds with APAR OA26789. See OA26789 - Improvements to PARK processing
and AWMT for more details.

» IFAHONORPRIORITY=YESINO

— Specifying IFAHONORPRIORITY=YES means that normal CPs will help when zAAPs
need help.

— Specifying IFAHONORPRIORITY=NO means that normal CPs will not be eligible to
help zAAPs.

» IIPHONORPRIORITY=YESINO

— Specifying IFAHONORPRIORITY=YES means that normal CPs will help when zIIPs
need help.

— Specifying IFAHONORPRIORITY=NO means that normal CPs will not be eligible to
help zlIPs.

Help for affinity nodes
An affinity node is deemed to need help if either:

» The interval used to check whether a processor needs help is also based on the AWMT
values. This means the AWMT values affect how responsive help processing is to spikes
in workload and also the criteria to determine whether a processor needs help.

» In HiperDispatch = YES, help is given for a certain number of dispatches by the chosen
CPU while in HiperDispatch = NO the processor chosen to give help will continue to
dispatch work from the WUQ needing help until the WUQ is empty.

When a system is IPLed specifying HiperDispatch = NO, the default value for CCCAWMT,
ZAAPAWMT and ZIIPAWMT of 12000 micro-seconds is used. This value is in 64-bit TOD
format where bit 51 corresponds to 1 micro-second. This means that these values can be
converted to microseconds by dropping the last three digits (nibbles). X’02EE0000’ =
X’02EEQ’ microseconds = 12000 microseconds.

3.5 HiperDispatch enhancements to z/0S V1R10
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There have been a number of important improvements to HiperDispatch for zZOS V1R10 and
lower via new APARs that have been included with base z/OS V1R11. This section discusses
the improvements made via these APARSs. It is highly recommended that they be installed on
z/OS V1R10 and lower systems.

OA26789 - Improvements to PARK processing and AWMT

With HiperDispatch enabled, when an LPAR is very close to 100% busy and the CPC has
white space available, a vertical low (discretionary) processor should be unparked to allow
the LPAR to expand into the available processor capacity in the CPC. With the initial
implementation of HiperDispatch vertical low (discretionary) processors were not necessarily
unparked when an LPAR was very busy and there was white space in the CPC. This effect
was mainly observed on low weighted LPARs with only a few or no vertical high CPs. This
issue has been addressed by APAR OA26789, which has PTFs for JBB772S, HBB7730,
HBB7740 and HBB7750.

In addition, with HiperDispatch enabled, the range accepted for ZAAPAWMT and ZIIPAWMT
has been increased. ZAAPAWMT and ZIIPAWMT control how aggressive zAAPs and zlIPs
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are in asking for help. When ZAAPAWMT or ZIIPAWMT is set too low, for LPARs with
discretionary zAAPs or zIIPs, it can result in zZAAPs or zIIPs asking CPs for too much help.
When zAAPs or zIIPs get too much help from CPs, the zZAAP or zIIP utilization can
significantly decrease.

With OA26789 the valid range for zZAAPAWMT and ZIIPAWMT with HiperDispatch enabled
increases from 1600 - 3200 microseconds to 1600 - 499999 microseconds. This allows a
higher setting for zZAAPAWMT or ZIIPAWMT to be used as appropriate for LPARs with
discretionary zAAPs or zIIPS available.

The APAR description of the problem and conclusion is shown in Figure 3-4.

PROBLEM DESCRIPTION:

1. The algorithm in IRABAADJ tries to adjust the CPU capacity of a Lpar as
needed by unparking / parking of vertical lTow CPs. Prior to the changes with
this APAR the algorithm agressively tried to park vertical Tow CPs as soon as
they appeared to be no Tonger useful. This Ted to situations that unparking did
not take place even though there was demand in the Lpar and also available CPU
capacity on the CEC. This effect was mainly observed with Tow weighted Lpars
with only a few or no vertical high CPs.

2. The range of the IEAOPT parameters ZAAPAWMT and ZIIPAWMT must be extended to
allow values greater than 3200 in case of HIPERDISPATCH=YES.

PROBLEM CONCLUSION:

This APAR changes the unpark / park algorithm in module IRABAADJ. A vertical
Tow CP will be unparked as soon as MVS busy of the Lpar is getting above 95%
and there is sufficient CEC capacity available.

Parking of vertical low CPs is done when the average efficiency of the low CPs
is getting too low. The average Tow CPs efficiency is stored in variable
VCM_LparCapV1AvgEffect (IRABAVCM) and calculated as VCM LparCapV1AvgEffect =
VCM_LparCapUsedDiscr + 256 / VCM_LparCapNonGuaran.
- VCM_LparCapUsedDiscrrepresentstheusedcapacityonvertical TowCPs.
- VCM_LparCapNonGuaran represents the CP capacity provided by unparked
vertical low CPs.

The algorithm to unpark / park vertical Tow CPs is performed for every CPU type
(general CP, zAAPs, zIIPs) individually. Major changes were done in macro
IRABAVCM substructure VCM_LparCaps(PtIxDim) to make room for new variables
replacing old no Tonger needed variables. All variables of

VCM_LparCaps (PtIxDim) will also be written to the SMF99 subtype 12 record. For
this IRASMF99 was changed accordingly.

The range of the IEAOPT keywords ZAAPAWMT and ZIIPAWMT has been
extended to 1600-499999 which corresponds to a timeframe from
1.6 to 500 milliseconds.

Figure 3-4 APAR OA26789

OA24920 - Performance degradation with AWMT off

Alternate wait management (AWMT) is always enabled for shared LPARs with HiperDispatch
enabled. AWMT is disabled on dedicated LPARs and can be disabled for shared LPARs with
HiperDispatch disabled.
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Systems running on dedicated LPARs or shared LPARs with AWM off can suffer a
performance degradation when processors get parked and unparked due to CONFIG CPU
ONLINE/OFFLINE activity. The park and unpark processing results in the processor’s wait
time slice in LCCAWTSC being set too high. Both dedicated LPARs and shared LPARs with
AWMT off require a short wait time slice so that processors wake up frequently enough to
dispatch work.

The APAR description of the problem and conclusion is shown in Figure 3-5.

PROBLEM DESCRIPTION:

Dedicated LPAR(s) or shared LPAR(s) with alternate wait management (AWM) off
have the CPU wait time slice (LCCAWTSC) too high for those environments.
Depending on the workload running on the dedicated LPAR(s) or shared LPAR(s)
with alternate wait management (AWM) off, the LPAR(s) may see a performance
degradation.

PROBLEM CONCLUSION:
CPU wait time slice (LCCAWTSC) is set properly for dedicated LPARs and shared
LPARs with alternate wait management (AWM) off.

Figure 3-5 APAR OA24920

APAR OA25825 - help for affinity nodes

The system maintains processor masks that are used to select a good candidate processor
for help when an affinity node needs help. All processors in an affinity node have the same
characteristics as all the other processors in that affinity node. When a processor is assigned
to an affinity node, the processor masks would not necessarily be updated in a timely fashion
before APAR OA25825 (Figure 3-6 on page 81). Prior to APAR OA25825, when a processor
joined an affinity node, the processor masks would only be updated when the affinity node's
state changed. Since taking a processor offline removes a processor from the processor
masks, processing like IRD processor management, which brings processors offline and
online, can result in corrupting the processor masks to a point where help processing is
ineffective.

In HiperDispatch=NO, over many hours, days, or weeks, zAAPs/zIIPs could be unable to ask
CPs for help. HiperDispatch=NO was the most likely environment to experience this problem
because the interval used to determine the node's state was too long. If the node's state does
not change after IPL, then processors configured online after IPL may be unable to be chosen
for help.

The same problem also existed with HiperDispatch=YES, but it was less likely to occur
because the interval used to determine the node's state was significantly shorter. This shorter
interval makes it much more likely that the need help state of a given node will change and
avoid the problem.

z/OS Version 1 Release 12 Implementation



PROBLEM DESCRIPTION:

In a HiperDispatch=NO environment, when zAAP/zIIP processors are not able to
handle all the zAAP/zIIP workload, HELP processing may not signal any standard
processors for HELP for the zAAP/zIIP workload. Part of the HELP processing
decision process uses the AWUQ High SigWait Mask to determine which processors
are available to provide HELP. When the mask is binary zeroes, no standard CPUs
are available to provide HELP for the zAAP/zIIP workload.

The problem is that there are no CPs in this mask even though there are
standard CPs have a high significant wait. As a result, the zAAPs/zIIPs do not
choose CPs for help due to a high significant wait.

The need help CPU masks are only refreshed when the CPUs assigned to a given
node change state. Al1 CPUs in a node have the same state as all the other CPUs
in the same node. So the cumulative statistics of all CPUs in each node
determine the state of each node. These statistics are maintained in internal
CPU masks which are used in the need help Togic. These internal CPU masks

are only updated when the node's state changes.

For example, each node has a characteristic known as significant wait. There
are 3 categories of significant wait: high significant wait, low significant
wait, and no significant wait. When a CPU comes online, it is assigned to the
appropriate node. That CPU does not get added into the appropriate significant
wait mask until after the node's significant wait state changes.

This problem is most likely to appear while running with HiperDispatch=NO.
With HD=NO, the interval used to determine the need help state of each node is
too long. The Tlonger interval makes it less likely the need help state of a
given node will change. Should a node's state not change at all after IPL,
then any CPUs configured online after IPL may not be added into the internal
need help CPU masks.

This problem also exists in HiperDispatch=YES, but it is less likely to occur.
In HD=YES, the interval examined to determine the need help state of each node
is much smaller. This shorter interval makes it more likely the need help
state of a given node will change.

PROBLEM CONCLUSION:
Refresh the internal need help CPU masks when CPUs come online and are assigned
to a node.

Supporting APAR 0A25841 will shorten the interval being used to determine the
need help state of each node in HD=NO.

Figure 3-6 APAR OA25825

3.6 HiperDispatch enhancements with z/OS V1R11

Significant enhancements have been made to HiperDispatch in z/OS V1R11. This includes
improvements in:

» How dispatching priority promotion is handled for a task that holds a LOCAL or CML lock

» Help processing
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Promotion of LOCAL or CML lock holder

There are significant RAS improvements in handling the promotion of a task holding a LOCAL
or CML lock with HiperDispatch enabled. New fields have been added to the ASSB and
ENCB to allow WLM to factor lock promote time into their calculations. The supervisor code to
add this new function was updated via APAR OA27855 and the WLM code was updated via
APAR OA27810.

The APAR description of the problem and conclusion is shown in Figure 3-7.

The HiperDispatch lock promotion algorithm has been enhanced to record the
amount of time an enclave / address space has been promoted. WLM apar 0A27810
makes use of these new times. See 0A27810 for more information.

Figure 3-7 APAR OA27855

A problem with the original implementation was that a task running at a promoted dispatching
priority could monopolize a processor. This was addressed via APAR OA28744 by limiting the
amount of time a task will be promoted for and then forcing it to run at its normal dispatching
priority.

The APAR description of the problem and conclusion is shown in Figure 3-8.

PROBLEM DESCRIPTION:

To improve RAS in HD=YES, a unit of work which was promoted for holding a local
/ CML lock that was not released in a timely fashion must give up its Tlock
promotion priority until all units of work between the Tock promotion priority
and the unit of work's base dispatch priority has completed.

PROBLEM CONCLUSION:

In HD=YES, when a unit of work was promoted for holding a local / CML Tock
which was not released in a timely fashion, force the unit of work to run at
its base dispatch priority until all units of work between the lock promotion
priority and the unit of work's base dispatch priority has completed.

Figure 3-8 APAR OA28744

Note: APARs OA27810, OA27855, and OA28744 have been rolled down to HBB7730,
HBB7740, and HBB7750.

Improvements to help processing

The help algorithms have been enhanced so that CPs will not automatically give help to
zAAPs and zlIPs before going into a wait. This prevents too much zAAP and zlIP processing
from being offloaded to CPs when a zAAP or zIIP requests help from a CP.

3.7 HiperDispatch enhancements with z/OS V1R12

HiperDispatch enhancements have been made to support the z196 Servers. There are
enhancements to support greater than 64 processors and also to take advantage of the z196
Server architecture.
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This section discusses the new hardware feature for the z196 Servers and how HiperDispatch
supports and exploits these features.

3.7.1 z196 Server features

The 2196 Server increases throughput and performance by:

» Supporting up to 80 processors. The z10 only supports up to 64 processors and the z9
only supports up to 32 processors.

» Increased processor speed, 30% faster than z10
» A new cache level called chip level cache.

Table 3-1 compares the z10 cache architecture with the IBM zEnterprise 196 cache
architecture.

Table 3-1 z10 cache and memory latency

Z10 Caches and Memory Latency 2196 Caches and Memory Latency

L1 (CPU, 64 K 1/128 K D) L1 (CPU 64 K I/ 64 K-128 K D)

L1.5 (CPU, 3 M, 16-97¢) L2 (CPU, 1.5 M, 14-48c)

N/A L3 (Chip, 24 M, 50-110c)

Local L2 (Book, 48 M, 90-240c)

Local L4 (Book, 192 M, 150-310c)

Remote L2 (Book, 240-350c)

Remote L4 (Book, 330-490c)

Memory (970-1110c)

Memory (970-1180c)

Abbreviations in Table 3-1 are:

Key: I=I-Cache, D=D-Cache, c=Cycles

The IBM zEnterprise 196 has multiple processor cores within a chip.
» Maximum of 4 processor cores per chip.

» Some chips have 1 or 2 bad processor cores and so chips with 3 or 2 processors are
possible.

» Itis wise to optimize for chip level cache because it is a big cache with low latency.

3.7.2 HiperDispatch enhancements in z/OS V1R12 for the IBM zEnterprise 196

In z/OS V1R12 HiperDispatch has been enhanced to:

» Support greater than 64 processors.

» Optimize performance for chip level cache.

» Improve performance when running on an IBM zEnterprise 196.

Software dependencies

There are APARs for both the supervisor component and WLM to support HiperDispatch on
the IBM zEnterprise 196:

» Supervisor APAR OA30476 is for z/OS V1R10, z/OS V1R11, and z/OS V1R12.

» WLM APAR OA30308 for zZOSV1R10 and z/OS V1R11 are included in the base for z/OS
ViR12.
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Support for greater than 64 processors

On large LPARs with greater than 64 processors on the IBM zEnterprise 196 with
HiperDispatch=YES can provide a 25% increase in capacity over HiperDispatch=NO for
some workloads. In this environment it is not easy to switch into HiperDispatch=NO to avoid
an HiperDispatch=YES issue because a lot more capacity is needed to contain the workload.

In view of this, systems running on LPARs with greater than 64 processors must run with
HiperDispatch=YES, because of the following considerations:

» LPARs with 64 processors or less can run with HiperDispatch=YES or NO.
» LPARs with greater than 64 processors must run with HiperDispatch=YES.
LPARs with greater than 64 processors, specifying in the IEAOPTxx parmlib member with a

HiperDispactch=NO, during or after IPL, will be forced to use or remain in
HiperDispatch=YES with the following message:

IRA8651 HIPERDISPATCH=YES FORCED DUE TO GREATER THAN 64 LPS DEFINED

For LPARs IPLed with 64 processors or less in HiperDispatch=NO:

» An attempt to dynamically add processors that will result in greater than 64 processors will
result in the message:

ISNO12E HIPERDISPATCH MUST BE ENABLED TO CONFIGURE CPU IDS GREATER THAN 3F
ONLINE

» An attempt to configure more than 64 processors online in HiperDispatch=NO will result in
the message:

IEE241T CPU(x) NOT RECONFIGURED ONLINE -- REQUIRES HIPERDISPATCH ENABLED

For LPARs IPLed with greater than 64 processors in HiperDispatch=YES:
» An attempt to switch to HiperDispatch=NO will result in the message:
IRA8651 HIPERDISPATCH=YES FORCED DUE TO GREATER THAN 64 LPS DEFINED

Note: An LPAR with greater than 64 processors online and so running in
HiperDispatch=YES cannot switch back to HiperDispatch=NO even if processors are
configured offline.

New HiperDispatch health check

In z/OS V1R12, a new health check has been added to support greater than 64 processor
support:

SUP_HIPERDISPATCHCPUCONFIG

The new health check is added for the z196 only because it is the only server that supports
greater than 64 processors. It is a customizable health check that raises an exception when a
system running on an IBM zEnterprise 196 in HiperDispatch=NO is getting close to being
forced to run HiperDispatch=YES due to the number of processors approaching 64.

The SUP_HIPERDISPATCHCPUCONFIG health check parameter, CPUSLEFTB4NEEDHD,
accepts values between 0 to 63 with default of 8.

CPUSLEFTB4NEEDHD represents the minimum number of installable and activated
processors while being allowed to run in HiperDispatch=NO.

Note: Specifying CPUSLEFTB4NEEDHD forces the health check to always be successful.
The parameter is meaningless in HiperDispatch=YES.
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The SUP_HIPERDISPATCHCPUCONFIG is supplied as shown in Figure 3-9.

CHECK(IBMSUP, SUP_HiperDispatchCPUConfig)
ACTIVE

SEVERITY(LOW) INTERVAL(ONETIME) DATE(20081015)
PARM(*CpusLeftB4NeedHd(8) )

REASON(’Your reason for making the update.?)

Figure 3-9 SUP_HiperDispatchCPUConfig health check

» For a system in HiperDispatch=YES or HiperDispatch=NO, when the difference between
64 and the number of processors online is greater than the CpusLeftB4NeedHd keyword,
the following informational message is issued:

IEAVEHO80I CPU configuration supported with HiperDispatch state

» For a system with HiperDispatch=NO, when the difference between 64 and the number of
processors online is less than or equal to the CpusLeftB4NeedHd keyword, the following
warning message is issued:

IEAVEHO81E CPU configuration supported with HiperDispatch disabled. numcpus
more CPU(s) can be added with HiperDispatch disabled
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System Logger

This chapter describes the changes to System Logger in z/OS V1R12. System Logger is a
set of services that allows an application to write, browse, and delete log data. You can use
System Logger services to merge data from multiple instances of an application, including

merging data from different systems across a sysplex.

A log stream is an application-specific collection of data that is used as a log. The data is
written to and read from the log stream by one or more instances of the application
associated with the log stream. A log stream can be used for such purposes as a transaction
log, a log for recreating databases, a recovery log, or other logs needed by applications.

A System Logger application can write log data into a log stream, which is simply a collection
of data. Data in a log stream spans two kinds of storage:

» Interim storage, where data can be accessed quickly without incurring the overhead of
DASD I/O.

» DASD log data set storage, where data is hardened for longer term access. When the
interim storage medium for a log stream reaches a user-defined threshold, the log data is
offloaded to DASD log data sets.

This chapter describes the following changes for z/0OS V1R12:

» System Logger SHAREOPTIONS

» Log stream dat set support
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4.1 System Logger enhancements with z/OS ViR11

Logger staging data sets provide a recoverable copy of log data when it is initially written into
a log stream. A staging data set is allocated on the first connection to a log stream from that
particular system in the sysplex, as shown in Figure 4-1.

Prior to zZOSV1R11, all staging data sets on one system were allocated under one logger
subtask. As work began processing and exploiters began connecting to their log streams, this
resulted in a sequential handling of allocations and data set preparation. Therefore, in z/OS
V1R11, System Logger began to allocate each staging data set under its respective log
stream connection task. This provided a more distributive hashing scheme when assigning
DASD-only log streams to a connection task. As a result, this reduced general path length for
any log stream connection. Thus, removing the single task bottleneck allowed for more
concurrent staging data set allocations and much faster turnaround for large amounts of
simultaneous log stream connections, especially when staging data sets are used.

IXGCONN service

The changes due to these enhancements are seen when IXGCONN REQUEST=CONNECT
is issued for connection to a log stream for both:

» DASD-only log streams

» CF structure-based log streams with staging duplexing

The log stream staging data set is allocated under the connection task and the logger assigns
them to the log stream. For DASD-only log streams, the assignment to a logger connection

task is enhanced by a more distributive name hashing scheme. All log streams are mapped to
a CF structure and are assigned to the same logger connection task (no change in this area).

Structure

High
Threshold

Offload Entries

i Offload
Log Entries Area

Low
Threshold

z/0S

{ Offload DS

System Logger > Dataspace

Offload log data Offload DS

B oot System Managed Storage
Logger Staging
Couple DS DS

Figure 4-1 System Logger
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System logger task monitoring messages

When the logger event monitor determines that a System Logger service task is not
responding while attempting an allocation, deletion, HSM recall, or HSM deletion for a log
stream data set, an IXG271] message is issued, as shown in Figure 4-2. Delays in System
Logger service tasks can impact not only the specific log stream, but also other log streams
on the system or in the sysplex.

IXG2711 LOGGER DATA SET REQUEST IN group taskname SERVICE TASK DELAYED DURING
THE PAST seconds SECONDS FOR LOGSTREAM logstream staging DSN=dsname, DIAG=diag

Figure 4-2 IXG271] message

Operator response: Check for any conditions in the installation that might be preventing the
task from proceeding.

System action: System Logger will prompt the operator for action with message IXG272E as
shown in Figure 4-3. If the operator does not respond, the data set request might still finish
normally. If this occurs, System Logger issues a DOM for both IXG271] and IXG272E
messages and continues processing. Until the data set request completes, System Logger on
this system might not be able to process many functions such as log stream connect,
disconnect, deletion requests, offloads, or browses.

Message IXG2711 accompanies the IXG272E message. System Logger waits for the
operator to specify an action, or for the request to complete resulting in message IXG272E
being DOMed.

IXG272E LOGGER group taskname TASK DELAYED, REPLY "MONITOR", "IGNORE", "FAIL",
"EXIT".

Explanation: The system logger Event Monitor is requesting that an action be
specified for a task that is not responding in the system logger address space.

The actions are as follows:

1. MONITOR — Continue monitoring this delayed request.

2. IGNORE — Stop monitoring this delayed request.

3. FAIL - Fail the current request this task is processing.
4, EXIT — Terminate system logger Service Task Monitoring.

Figure 4-3 IXG272E message

If any of the waiting recalls complete, System Logger issues a DOM for both IXG2711 and
IXG272E messages and continues processing. Message IXG2811 may also be issued,
indicating System Logger has data set recall requests pending.

Operator response: Contact the system programmer. Then respond to the message.

When the taskname is MIGRATED DATASET, the resource information for the log stream and
data set identifies the oldest recall request outstanding for that group.

Note: The PRODUCTION group can have up to 24 recall requests waiting for DFSMShsm
to respond, and the TEST group can have up to 8 recalls.
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4.2 Logger SHAREOPTIONS
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System Logger is an MVS component that allows an application to log data from a sysplex.
You can log data from one system or from multiple systems across the sysplex. A System
Logger application can be supplied by:

» IBM. For example, CICS log manager and the operations log stream (OPERLOG) are
IBM-supplied System Logger applications. Other IBM examples are IMS, RRS, and SMF.

» Independent software vendors.

» Your installation application.

A System Logger application can write log data into a log stream, which is simply a collection
of data. Data in a log stream spans two kinds of storage:

» Interim storage, where data can be accessed quickly without incurring DASD 1/0.

» DASD log data set storage, where data is hardened for longer term access.

When the interim storage medium for a log stream reaches a user-defined threshold, the log
data is off-loaded to DASD log data sets.

There are two types of log streams:

» Coupling Facility log streams

» DASD-only log streams

System Logger log streams

The main difference between the two types of log streams is the storage medium System
Logger uses to hold interim log data:

» In a Coupling Facility log stream, interim storage for log data is in Coupling Facility list
structures.

» In a DASD-only log stream, interim storage for log data is contained in local storage
buffers on the system. Local storage buffers are data space areas associated with the
System Logger address space, IXGLOGR.

Your installation can use just Coupling Facility log streams, just DASD-only log streams, or a
combination of both types.

Using SHAREOPTIONS(3,3) with z/0S V1R12

When running a Parallel Sysplex, System Logger requires the use of data set sharing across
multiple systems. When DFSMS manages System Logger data sets, a data class definition
(or ACS routine) allows an installation to specify SHAREOPTIONS(3,3).

When System Logger data set is non-DFSMS managed, and no sharing attributes are
defined, improper data set sharing attributes can lead to log stream access errors. Access
errors to the log stream can cause an outage of an exploiter such as RRS, CICS, and IMS.

Note: If you have multiple systems in the sysplex, it is typical for System Logger to require
access to log stream data sets and staging data sets from multiple systems. For this
reason, you must specify VSAM SHAREOPTIONS(3,3) for log stream data sets and
staging data sets.

If you are using a single system sysplex, there is no requirement for any particular
SHAREOPTIONS.
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4.2.1 System Logger enhancement

In z/OS V1R12, System Logger is enhanced to correct the VSAM SHAREOPTIONS for new
log stream data sets when it detects they are not as required. Messages are issued to
indicate that System Logger has detected and corrected a data set's SHAREOPTIONS
settings.

The SHAREOPTIONS detection and change are done only when log stream data sets are
newly allocated. The checking is done only for certain log stream types and sysplex
configurations. It means the CF structure-based log streams in a multi-system sysplex have
their new data sets checked.

Note: Since the automatic updating of existing data set attributes might not be appropriate
for all users, logger will continue to perform its detection and provide warning messages
when it recognizes inappropriate attributes for existing log stream data sets

4.2.2 Using SHAREOPTIONS(3,3)

This new function is intended to prevent data set access problems arising when
SHAREOPTIONS(3,3) has not been set in the DATACLAS or ACS routine used when
allocating log stream data sets in a shared environment.

System Logger detected that the SHAREOPTIONS settings for the data set did not meet the
(3,3) required setting. When this happens, the data set attributes will be updated (via an
IDCAMS ALTER). This ensures correct operation of the systems in the sysplex using this data
set. An incorrect setting can cause logger being unable to read log data for requests during
log stream recovery or browse requests.

The new IXG282I message is shown in Figure 4-4. The message indicates that System
Logger detected that a data set which has just been newly allocated had incorrect attributes,
so the data set was modified as noted.

IXG2821 DataSetType DATASET DataSetName WAS ALTERED FOR LOGSTREAM logstream
UPDATED ATTRIBUTE attribute

Figure 4-4 IXG282| message

Note: System Logger corrects the incorrect SHAREOPTIONS setting, so you should
check the log stream LS_DATACLAS and STG_DATACLAS specifications to ensure they
reference an SMS data class that has the correct options. To determine the current data
class values, run the IXCMIAPU Utility and specify LIST LOGSTREAM NAME(logstream)
DETAIL(YES) LISTCAT. If the log stream data sets are not defined as intended, you need
to update your ACS routines, or other allocation defaults on your system. Alternatively, the
SMS data class can be altered, but this type of change will impact any data set that is
associated with the data class.

IXG283l message

If System Logger corrects the SHAREOPTIONS, then the IXG283I message is issued, as
shown in Figure 4-5 on page 92.
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IXG2831 OFFLOAD DATASET IXGLOGR.EXAMPLE.A0000000 ALLOCATED NEW FOR LOGSTREAM
IXGLOGR.EXAMPLE CISIZE=4K, SIZE=1474560

Figure 4-5 System Logger message correcting SHAREOPTIONS value

System Logger allocated a new log data set as noted in the message shown in Figure 4-5.

The message text indicates:

DataSetType The type of logger data set

OFFLOAD A log stream offload data set was altered.
Staging A staging (recovery) data set was altered.
DataSetName The name of the data set that was allocated new.
LOGSTREAM The name of the log stream.

CISIZE The Control Interval (Cl) size for the data set.
SIZE The size of the data set in bytes.

The log stream data set is used by System Logger to either duplex log data or to move log
data from primary/interim storage to secondary storage (STAGING or OFFLOAD
respectively) for the log stream. The data set was allocated using the CISIZE and SIZE
attributes displayed in the message.

Incorrect SHAREOPTIONS specification

When the VSAM SHAREOPTIONS attribute for a data set is initially incorrect, then logger
attempts to alter it through IDCAMS. You should check the log stream LS_DATACLAS and/or
STG_DATACLAS specifications to ensure that they reference an SMS data class that has the
correct options.

Important: To determine the current data class values, run the IXCMIAPU utility with this
JCL statement:

//SYSIN DD *

DATA TYPE(LOGR)

LIST LOGSTREAM NAME(ATR.PLEX75.MAIN.UR) DETAIL(YES) LISTCAT
/*

If the log stream data sets are not defined as intended, then you may need to update your
ACS routines, or other allocation defaults on your system. Alternatively, the SMS data class
can be altered, but this type of change will impact any data set associated with the data class.

When the LISTCAT parameter is used, System Logger will request from the IDCAMS system
services VSAM utility the equivalent of the following command:

LISTCAT ENTRIES (log-stream-data-set-name) ALL
The LISTCAT output messages will be provided for each log stream offload data set. The

combined logger and catalog information in the SYSPRINT output allows for easier
determination of data sets needing attention and/or correction by the systems programmer.

Tip: The use of wildcards on the NAME keyword should be used only when necessary,
since the LISTCAT option can produce a large amount of output for each offload data set.
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Publications
Refer to the following publications:

» z/OS MVS Diagnosis: Reference, GA22-7588 in the topic “LISTCAT (IDCAMS) messages
for offload data sets" for samples and description.

» z/0OS MVS Setting Up a Sysplex, SA22-7625 in the topic “LIST LOGSTREAM Keywords
and Parameters.”

4.3 Log stream data set support

The 2 GB log stream data set size limitation was a known constraint. Exploiters that generate
a large amount of log data could cause frequent offload data set switches. Data set switches
can be costly for performance since during an offload the allocation and preparation of the
data set is in line with the actual offload. This can cause the following effects:

» Can cause data set extents to fill quickly.

» Limit primary storage available when staging data sets are in use.

» Lead to more frequent offloading than perhaps desired.

» For CF log streams, may lead to under-utilization of the CF structure space available.

4.3.1 Maximum log stream data set size to 4 GB (OA30548)

System Logger is enhanced to support log stream data set sizes up to 4 GB (increased from
the previous logger 2 GB limit). This change applies to both log stream offload and staging
data set types. For both DASD-only log streams and Coupling Facility-based log streams
using staging data sets, this support allows for primary storage sizes up to the new 4-GB size.
SMF exploitation of log streams has been the driving force behind many of the recent
requests for larger log data set size support.

Important: Before installing this PTF on any system in the sysplex, the PTFs
(UA52327,UA52328, and UA52329) for APAR OA31461 must be installed and active on
every system in the sysplex.

The PTF for APAR OA30548 may be applied to one system at a time in the sysplex.
Systems with and without the PTF for APAR OA30548 activated can coexist in the same
sysplex. If a system with the PTF for OA30458 activated performs a log stream offload and
allocates the next log stream offload data set, then a data set size up to 4 GB can be
obtained and used by all systems in the sysplex. However, if a system without PTF
OA30458 activated performs an offload and allocates the next log stream offload data set,
then a data set size up to 2 GB is allocated.

To exploit this function, installations will use the same APIs or utilities as currently used to
define or update data set size parameters on the log stream definition.

IXGQBUF macro

Applications can ascertain the length of the control information generated by System Logger
using the IXGQUERY service, which returns the information in a buffer mapped by the
IXGQBUF macro (QBUF_CONTROL_INFO_SIZE field).

IXGQBUF version 4 is added in z/OS V1R12 to support new fields
QBUF_FULL_LS_DS_SIZE and QBUF_FULL_STG_DS_SIZE, which contain the size of the

Chapter 4. System Logger 93



current log stream offload data set and staging data set, respectively. The fields are added
using existing available storage in the QBUF area.

Note: A compatible change is made to the following IXGQBUF mapping macro field by
APAR OA30548. Use the IXGQUERY service to retrieve information about a log stream in
the sysplex. The information is returned in a buffer mapped by IXGQBUF. The information
returned by IXGQUERY includes:

» Information related to the size of the current offload data set and staging data set in the
IXGQBUF. Note that the maximum value returned in fields QBUF_LS_DS_SIZE and
QBUF_STG_DS_SIZE is 2 GB-1 (‘"7FFFFFFF'X).

» For data set sizes greater than 2 GB, '7FFFFFFF'X will be returned, but the full value
will be available in fields QBUF_FULL_LS_DS_SIZE and
QBUF_FULL_STG_DS_SIZE.

The HIGHOFFLOAD parameter

The HIGHOFFLOAD parameter acts against the structure space use or staging data set. The
IXCMIAPU utility with a specification of TYPE(LOGR) or the service IXGINVNT were updated
for this support, as follows:

» Use LS_Size and STG_Size parameters to request 4K blocks (regardless of CI_SIZE).
Note: This value is only one factor in the resulting size of the log data set.

» The offload data set parameters are:
— Ls_Size()
— Ls_Dataclas()

» The staging data set parameters are:
— Stg_Size()
— Stg_Dataclas()

For example, an LS_Size(872000) with 24 K CI Size would yield a data set size of
approximately 4,286,545,920 bytes.

New informational hardcopy messages, detailing key log data set allocation activity and
attributes such as data set size are in messages 1XG283| and IXG2841.

Note: The HIGHOFFLOAD parameter specifies the point, in percent value of space
consumed, where System Logger will begin offloading Coupling Facility log data to the
DASD log data sets for this log stream. It corresponds to the HHGHOFFLOAD parameter in
the LOGR policy.

4.3.2 Coexistence and migration considerations
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This support is rolled back to z/OS V1R9 and above. With APAR OA30548, PTFs UA52443,
UA52444, and UA52445 provide 4 GB log data set support on z/OS V1R9 and above
releases.

Prior to APAR OA30548 support, log data sets sized (using logger parameters) greater than
2 GB were being reallocated under 2 GB. With OA30548 PTFs or z/OS V1R12 applied and
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activated in the sysplex (and no other changes to log stream parameters), these data sets will
no longer be reallocated less than 2 GB.

Important: Toleration APAR OA31461 (PTFs UA52327, UA52328, and UA52329) must be
installed and active on every pre-z/OS V1R12 system in the sysplex before bringing the
V1R12 system into the sysplex.

Migration considerations for using the new fields
Take the following steps if your application uses either of these new fields:

1. Review the use of IXGQBUF fields QBUF_LS_DS_SIZE and QBUF_STG_DS_SIZE.

2. Ensure that your application can tolerate a maximum value of 2 GB-1 for those fields when
the actual data set size is 2 GB or greater.

3. If your program requires the full data set size, update it to use new fields
QBUF_FULL_LS_DS_SIZE and QBUF_FULL_STG_DS_SIZE when the
QBUF_VERSION_NUMBER is 4 or greater.

4. With this support applied and activated, users specifying QBUF length = 200 bytes will be
returned QBUF_VERSION_NUMBER = 4. Ensure that your program can tolerate a
QBUF_VERSION_NUMBER greater than 3 in this case.

4.3.3 Testing log data set parameter modifications

When defining or updating a log stream, you need to understand what the resulting size of the
offload data set, or the staging data set, or both will be. The maximum size for both types of
log data sets is 4 GB. If the System Logger parameters and other factors cause allocation to
attempt to create a log data set greater than the maximum 4 GB size, the request fails and
any attempt to define or connect to the log stream also fails. If the size change is the result of
an update request, System Logger might not be able to offload data when it is necessary to
allocate a new offload data set.

Many factors affect the resulting size of both offload and staging log data sets, so it is helpful
to test changes to the log stream configuration for DASD before you implement the changes
on the production log stream. IBM suggests that you implement the following procedure
before you make any parameter or configuration changes that can affect the size of the log
data sets. Consider the following actions:

» For offload data set configuration changes: Define a GROUP(TEST) log stream. This log
stream should use the same configuration definitions as the production log stream apart
from any parameter changes that you are making for testing purposes. For example,
unless it is one of the items that you are planning to change, ensure that the LS_SIZE,
CI_SIZE, SMS classes, DASD device, and so forth are the same values as those used for
the production log stream. If the log stream define request is successful, it is likely that the
update to the production log stream will not result in offload allocation failures if the
resulting offload data set is allocated with more than the maximum 4 GB size. If the offload
data set exceeds that size, System Logger issues message 1XG251I to the hardcopy log
with return code 140 and reason code 110.

» For staging data set configuration changes: Follow a similar procedure as that for the
offload data set. For example, define the same values for STG_SIZE and other
parameters for the staging data set as those for production. To test the allocation of a
staging data set, you must connect to the log stream. IXGCONLS provides a mechanism
for doing this. If the log stream connect request is successful, it is likely that the update to
the production log stream will also not result in allocation failures of the staging data set.
This procedure causes a log stream resource to be in use until you are able to delete the
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definition. See IXGCONLS in z/OS MV'S Diagnosis: Reference, GA22-7588. If the data set
size is larger than 4 GB, the allocation request fails, and System Logger issues message

IXG2511 to the hardcopy log that contains message 1IGD306! with return code 140 and
reason code 110.

Note: See z/OS MVS Setting Up a Sysplex, SA22-7625, for more details.
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Auto-reply to WTORs

With the auto-reply policy for WTORs, you can get an automatic response from the system to
WTOR messages; when there is no automation, the operator is unaware of the outstanding
request, or spends a long time determining what response should be given.

This new support in z/OS V1R12 with the use of an auto-reply policy determines if an
operator or client-supplied automation has not provided any reply to a WTOR in a specified
amount of time, and the auto-reply policy contains this WTOR, the system will use the reply
from the policy to reply to the message.

This chapter describes the following features for this new support:

» Auto-reply policy for WTORs

» IBM-supplied AUTOROO parmlib member

» Using the auto-reply policy

» New commands for auto-reply

» Operating system components updates for auto-reply

» Security checking of CPF commands

» Console buffer enhancements
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5.1 Auto-reply policy for WTORs

Reply delays can affect all systems in a sysplex. Customers notice that WTOR
(write-to-operator with reply) messages may take at least 30-45 minutes to be answered. In
some cases it is unacceptable to wait so long. It happens for the following reasons:

>

Most customers do not have operators closely monitoring the system, just waiting to issue
an immediate reply to a WTOR.

Some WTORs are so infrequent that operators may never have seen them before.

Operators typically do not have authority, experience, or system understanding to make
their own decision on what to reply for uncommon WTORs.

While traditional automation products already provide this support, auto-reply can be used for
most WTORs issued during NIP when inboard automation is not available. It means that
simple replies can easily be handled without involving complex automation.

5.1.1 Auto-reply policy

98

With the auto-reply policy for WTORs, you can get an automatic response from the system for
WTOR messages. When there is no automation, the operator is unaware of the outstanding
request, or spends a long time determining what response should be given. The auto-reply
policy provides the following enhancements for z/OS operating systems:

»

If an operator or client-supplied automation has not provided any reply to a WTOR in a
specified amount of time, and the auto-reply policy contains this WTOR, the system will
use the reply from the policy to reply to the message.

A default auto-reply policy is activated during an IPL, unless you explicitly request that the
policy not be activated. If you do not activate the default policy, WTORs issued during NIP
cannot be automated.

You can add to or alter the default auto-reply policy, or provide your own auto-reply policy.
You can use an operator command to:
— Activate or deactivate the auto-reply policy on a system.

— Display the auto-reply policy and the current outstanding WTORs that are being
monitored by auto-reply processing.

— Deactivate auto-reply processing or to stop monitoring a current outstanding WTOR.

You can specify the system parameter AUTOR=xx in the IEASYSxx parmlib member or in
response to the following message:

TEA101A SPECIFY SYSTEM PARAMETERS

This allows your installation to provide a set of parmlib members that contain the
auto-reply policy, or to request that auto-reply processing not be activated.

If you do not want to activate auto-reply processing, specify AUTOR=OFF in the

IEASY Sxx parmlib member or in response to message IEA101A SPECIFY SYSTEM
PARAMETERS. It is not recommended that you remove AUTOROO from parmlib, because
service or new releases might reinstall AUTOROO. If there is no AUTOROO member in
parmlib, auto-reply is not activated and the following messages are produced:

CNZ2600I AUTO-REPLY POLICY ATTEMPTING TO USE AUTOR=00.
IEA301I AUTOROO NOT FOUND IN PARMLIB

CNZ26011 AUTO-REPLY POLICY NOT ACTIVATED.

NO ENTRIES SPECIFIED
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5.2 Activating an auto-reply policy for WTORs

For z/OS V1R12 systems, IBM supplies a default auto-reply AUTOROO parmlib member.
During an IPL, if the AUTOROO parmlib member exists, auto-reply processing is activated.

If the replies or delay duration in the AUTOR0O member are not desirable, you can create a
new AUTORXxx parmlib member and make corresponding changes. Also compare the replies
to what your automation product would reply to these WTORs.

Note: Make sure that the AUTOROO replies are in accordance with the replies from your
automation product. It is not recommend to make updates to AUTOROO, because updates
to AUTORO0 might be made by the service stream or in new z/OS releases.

With z/OS V1R12, with the new AUTOROO parmlib member, there is also a new system
parameter, AUTOR=, specified in the IEASYSxx parmlib member. During an IPL, a default
policy is used unless it is requested not to be activated or another AUTORXxx policy is
specified. You can add your own policy or override the AUTOROO policy.

If WTORSs listed in the AUTOROO parmlib member are automated by an existing automation
product, examine the WTOR replies in the AUTOROO parmlib member before IPLing, to avoid
possible conflicts.

IEASYSxx parmlib member

This parameter enables you to specify your own auto-reply policy during IPL, or to request
that auto-reply processing not be activated. If auto processing is not to be activated, specify
AUTOR=0FF or remove AUTOROO from the member; see Figure 5-1.

The parameter options are:
» AUTOR={xx }

»  AUTOR={(xx[,xx]...)}

» AUTOR={OFF }

» AUTOR={(OFF) }

If AUTOR= is specified in response to IEA101A SPECIFY SYSTEM PARAMETERS, the
AUTOR-= value overrides any AUTOR= specification in the IEASYSxx parmlib member.

Value Range: Any two characters (A-Z, 0-9, @, #, and $).

Default Value: AUTOR=00

Figure 5-1 AUTOR-= options in the IEASYSxx parmlib member

5.2.1 AUTORxx parmlib member

Use the AUTORxx parmlib member to activate auto-reply processing on a system. The
AUTORO00 parmlib member contains the auto-reply policy suggested by IBM. You can modify
the member (which is not recommended), or define another AUTORxx member to customize
the auto-reply policy. The AUTORO0 member also contains comments that provide the
message text for each WTOR and the rule used to select the WTOR.
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AUTORxx parameter syntax
The following syntax rules apply to the AUTORxx parmlib member:

» Data is specified in columns 1-71.

» Comments can start in any column and can span lines, and must start with /* and end with
*/. Comments may appear in any place where a blank is accepted, except within quoted
strings.

» Generally, syntax errors cause the auto-reply changes to be rejected, while in the following
cases, syntax errors are ignored and allow the changes to become active:

— The maximum number of message IDs is reached.
— Duplicate message IDs are specified.
— NOTIFYMSGS is specified in different members.

AUTORxx parmlib member parameters
The parameters shown in Figure 5-2 can be specified with the AUTORxx parmlib member.

[NOTIFYMSGS ({HC|CONSOLE})]
[MSGID(['Imsgid[']) {NOAUTORREPLY}
{DELAY (nnn{M|S}) REPLY(['Ireplytext['] [,['Ireplytext[']...])}]

Figure 5-2 AUTORXxx syntax format

Note: If you create an AUTORxx parmlib member, update the IEASYSxx parmlib member
that you use for IPL. Add the following statement to the IEASYSxx member where xx
corresponds to the AUTORxx parmlib member that you create:

AUTOR=(xx,00)

Where:
» NOTIFYMSGS

May only appear once in a parmlib member. If multiple members are specified in the SET
AUTOR= command, the first NOTIFYMSGS value is accepted. The other specifications are
ignored.

— HC - Indicates that the auto-reply notification messages (CNZ26051, CNZ2606I, and
CNZ2608I) only appear in the hardcopy log. If NOTIFYMSGS is not specified, HC is the
default value.

— CONSOLE - Indicates that the auto-reply notification messages (CNZ26051, CNZ2606l,
and CNZ2608lI) are displayed on consoles receiving routing codes 2 (operator
information) or 10 (system programmer information) and also appear in the hardcopy

log.
» MSGID()

The first keyword of the message definition. This keyword must be in the range of 1 to 10
characters. The message ID must be enclosed in quotes if it contains non-alphanumeric
characters, such as equal signs or parentheses. The quotes do not count as part of the
message ID. If enclosed in quotes, the msgid is not converted to uppercase. Wildcards are
partially supported in the msgid, as follows:

— The question mark "?" is supported, because some messages (for example, JES2
messages) start with an installation-specified character (not always $). For instance,
?HASP1234 is allowed.
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— The asterisk "*" is not treated as a wildcard in a msgid. If a msgid contains both a
question mark and an asterisk, the message definition is rejected.

— Multiple question marks in the msgid is supported. For instance, eight question marks

Note: The maximum number of message IDs that do not contain wildcards is limited to
10,413. The maximum number of message IDs that contain wildcards is limited to
1,500.

» NOAUTORREPLY

Can be specified to cause subsequent MSGID() specifications of this message ID (in this
member or subsequent members) to be ignored. With the NOAUTOREPLY option, you can
have your own AUTORxx member and use it to remove messages specified in the
AUTORO00 member without actually removing the AUTOROO statements. No auto-reply
processing is performed for this message ID.

» DELAY(nnn{M | S})
Can appear in any order and on different lines from REPLY() and MSGID().

— nnn - Is the minimum amount of time, in minutes (M) or seconds (S) to delay after the
WTAAAOR is issued but before the system issues a reply. Only three digits are
supported, which gives a limit of 999 minutes (16.65 hours) or 999 seconds (16.65
minutes). The delay value of 0 is supported, but specifying the value of 0 can prevent
automation or an operator from providing a reply.

» REPLY - REPLY([Jreplytext[] [,[‘Ireplytext[]...])

Can appear in any order and on different lines from DELAY() and MSGID(). A null reply
can be provided by specifying REPLY (¢ ).

— replytext - This is limited to 64 characters. If the reply contains blanks,
non-alphanumeric characters, or is not to be folded to uppercase, enclose the reply in
single quotes. The single quotes count towards the total of 64 characters. If the reply is
too long for the WTOR requestor, the notification message CNZ2608l is issued when
the WTOR is issued. Where message CNZ2608I appears depends on the setting of
NOTIFYMSGS. It is displayed on consoles receiving routing codes 2 (operator information)
or 10 (system programmer information), and also appears in the hardcopy log.

¢ To specify quotes in the reply, specify two contiguous single quotes, like
REPLY(‘That’s all folks.”). The reply may contain system symbolics that are resolved
when the parmlib member is processed. If you want to have the symbolic resolved
when the REPLY command is issued, specify two contiguous ampersands, like
REPLY(‘Here is the *,'&&SYSNAME’,). The symbolic must be in uppercase and
enclosed in quotes along with the two contiguous ampersands &&.

¢ If the auto-reply policy entry contains a symbolic (such as &&name) that is to be
resolved when the reply is issued, auto-reply is unable to validate that the reply
length would be acceptable by the WTOR issuer. If the reply with the symbolic
resolved is longer than what the WTOR issuer expects, when auto-reply processing
issues the reply, the REPLY command rejects the reply with:

IEE700I REPLY xxxx IGNORED; REPLY TOO LONG FOR REQUESTOR

Auto-reply no longer monitors this WTOR, and the response to the
D AUTOR,WTORS command (CNZ2604l) indicates that the WTOR has been
replied to.

* Do not have the reply text span parmlib source lines. Otherwise, the use of
symbolics might cause problems. For example, if you specify:
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REPLY ('system=&SYSNAME. ,optionl ,option2')
And &SYSNAME resolves to SY1, the reply text is:
'system=SY1l,optionl ,option2’

To prevent the substitution from causing problems, split the reply text into separate
strings. A correct specification is:

REPLY ('system=&SYSNAME.',',optionl,option2')
And the reply text is:
system=SY1l,optionl,option2’

* Auto-reply processing can concatenate the strings specified in REPLY. For
example, if you specify REPLY('String1'), the quotes are part of the reply 'String1'. If
you specify REPLY('String1','String2"), auto-reply processing concatenates the
strings and the reply is 'String1String2'. The leading and trailing quotes are part of
the reply. You can also have a mixture of strings. By specifying:

REPLY (Wordl,’Stringl’,Word2,’String2’)
You will get the reply:
WORD1’Stringl’WORD2’String2’

* The REPLY command accepts only one quoted string if the first character of the reply
is a quote. For example:

‘This is the reply’ but not this

The REPLY command will only pass

This is the reply

To the WTOR issuer. The WTOR issuer does not see
but not this

Although it is possible that auto-reply can build this type of string, you should be
aware that it may not yield the results you wanted.

Notes:

1. Both DELAY() and REPLY() are required if NOAUTOREPLY is not specified.

2. Duplicate DELAY() or REPLY() keywords for an MSGID() are rejected and cause the
MSGID() specification to be rejected.

3. Specification of the same message ID in different message definitions results in the first
definition being used.

Syntax example of AUTORxx parmlib member
Figure 5-3 shows an example of an AUTORxx parmlib member.

notifymsgs (hc)

/* $HASP811 REPLY Y TO CONTINUE OR N TO TERMINATE START PROCESSING */
Msgid(?HASP811) Delay(30S) Reply(Y)

/* ANTU2220D "READY FOR FLASHCOPY. REPLY °I® TO INITIATE, °C> TO */
/* CANCEL" */

Msgid(ANTU2220D) Delay(60S) Reply(C)

Figure 5-3 IBM-supplied default for the AUTORxx parmlib member
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Note: If NOTIFYMSGS is not specified, NOTIFYMSGS (HC) is the default value.

5.3 IBM-supplied default AUTORO0O0 parmlib member

The AUTOROO parmlib member describes each predefined rule on comments and identifies
also which of the six auto-reply rules is applied for each automated message. The AUTORO00
member is available in SYS1.IBM.PARMLIB(AUTOROQO0). A copy of this member is shown in
Appendix B, “WTOR messages on Auto-Reply” on page 807.

Note: If AUTOR= is not specified in the IEASY Sxx parmlib member, the default AUTOROO
parmlib member is used if it exists.

Auto-reply rules
To develop the list of WTORs to include in the default policy, a number of selection rules were

used.
Following are the details of each of the six selection rules and examples:
1. System detected problem (Figure 5-4)

If the system detected an error during execution of an operator-initiated action, for
example, if an operator reply could cause corruption, an auto-reply is needed.

Reply: Cancel the action

Rationale: Resources could be held up; respond quickly. Worst case is that the user has
to reinitiate the action.

Delay time: 60 seconds, which allows the operator to reject quickly and allows the user to
reinitiate.

ARCO380A RECALL WAITING FOR VOLUME volser IN USE BY HOST procid, FUNCTION

function. REPLY WAIT, CANCEL, OR MOUNT */

/* Rule: 1 */
Msgid(ARCO380A) Delay(60S) Reply(CANCEL)

/********************************************************************/

$HASP294 WAITING FOR RESERVE (VOL volser). REPLY 'CANCEL' TO END WAIT

/* Rule: 1 */
Msgid(?HASP294)  Delay(30S) Reply(CANCEL)

Figure 5-4 Examples of messages applied on rule 1 on AUTORxx parmlib member

2. System detected recovery issue (Figure 5-5)
Tough love on sick but not dead situations.
Reply: Terminate.
Rationale: Want to quickly address before situation deteriorates further.
Delay time: 60 seconds.
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$HASPO70 SPECIFY RECOVERY OPTIONS ('RECOVER' OR 'TERMINATE' OR 'SNAP' AND,

OPTIONALLY, ',NODUMP') */

/* Rule: 2 x/
Msgid (?HASP070)  Delay(30S) Reply(TERMINATE)

Figure 5-5 Example of message applied on rule 2 on AUTORxx parmlib member

3. System detected dynamic change (Figure 5-6)

For dynamic changes that were made, choose the latest active system configuration when
there is a recognized discrepancy.

Reply: Option that reflects latest configuration

Rationale: Dynamic changes were intended, but not hardened. Return to intended state
(dynamic).

Delay Time: 30 seconds

IXC289D REPLY U TO USE THE DATA SETS LAST USED FOR typename OR C TO USE THE

COUPLE DATA SETS SPECIFIED IN COUPLExx

/* Rule: 3 */
Msgid(IXC289D) Delay(60S) Reply(U)

Figure 5-6 Example of message applied on rule 3 on AUTORxx parmlib member

4. Confirmation WTORs (Figure 5-7)
If a generic confirmation message, reply negative.
Reply: Negative confirmation (for example, NO, CANCEL ...)

Rationale: If the operator has not responded immediately to the message, assume there
is some confusion and do not automatically assume the original command was correctly
entered. Allow the operator to re-enter the command.

Delay time: 60 seconds

CNZ9009D CONTINUE WITH MIGRATION? REPLY N TO ABORT OR Y TO CONTINUE
/* Rule: 4 */

Msgid(CNZ9009D) Delay(60S) Reply(N)

Figure 5-7 Example of message applied on rule 4 on AUTORxx parmlib member

5. Continue with IPL (Figure 5-8)

If there is a condition that is preventing the system from IPLing, reply to allow the system
to continue to IPL.

Reply: Option to allow IPL to continue (for example, GO, CONTINUE ...).

Rationale: If the condition is preventing the system from IPLing and the system needs to
be up to correct the condition, reply to allow the system to continue the IPL.

Delay time: 60 seconds
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$HASP811 REPLY Y TO CONTINUE OR N TO TERMINATE START PROCESSING
/* Rule: 5 */
Msgid(?HASP811)  Delay(30S) Reply(Y)

Figure 5-8 Example of message applied on rule 5 on AUTORxx parmlib member

6. Component or product recommended values (Figure 5-9 on page 105)
Component level expert specified values.
Reply: Specified by component level expert.
Rationale: Component level expert specifications may override auto-reply rules.
Delay time: Specified by component level expert.

ARC0825D RECYCLE TAPE LIST CREATED, DSN=dsname. DO YOU WISH TO CONTINUE? REPLY
'N' TO STOP RECYLE OR 'Y' WHEN READY TO MOUNT TAPES.
/* Rule: 6 */

Msgid (ARC0825D) Delay(60S) Reply(Y)

Figure 5-9 Example of message applied on rule 6 on AUTORxx parmlib member

Examples of messages with the auto-reply policy

In Appendix B, “WTOR messages on Auto-Reply” on page 807, you can see all messages
already included in the AUTOROO parmlib member. IBM can make future changes on AUTOR
through service maintenance or in future z/OS releases.

Figure 5-10 shows how the system reacts to message IEE800D, included in the AUTORO0O0
parmlib member.

V 1800,0FFLINE,FORCE

*016 IEES800D CONFIRM VARY FORCE FOR 1800 - REPLY NO OR YES
CNZ2605I At 09.35.17 the system will automatically 133
reply: NO
to the following WTOR:
0016 IEE800D CONFIRM VARY FORCE FOR 1800 - REPLY NO OR YES
R 0016,NO
CNZ2606I System has automatically replied: 135
NO
to the following WTOR:
0016 09.34.18 2010130 IEE800D CONFIRM VARY FORCE FOR 1800 - REPLY N
OR YES
IEE600I REPLY TO 016 IS;NO
IEE7561 VARY COMMAND CANCELLED BY OPERATOR

Figure 5-10 Example of automated reply to message IEES800D

5.4 Changing the auto-reply policy

If the replies or delay duration are not desirable, you can create a new AUTORxx parmlib
member and make corresponding changes. Also compare the replies to what your
automation product would reply to these WTORs. Make sure that the AUTOROO replies are in
accordance with the replies from your automation product. It is not recommended to make
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updates to AUTORO0O, because updates to AUTOROO might be made by the service stream or
in new z/OS releases.

Note: If you have specific needs for WTOR automation or need to avoid system
automation product conflicts with the AUTORxx parmlib member, then:

» Create a new AUTORXxx policy.
» Keep default AUTORO0O0 and change only NOAUTORREPLY on the AUTOROO parmlib
member.

If you have created an AUTORxx parmlib member, update the IEASY Sxx parmlib member
that you use for IPL. Add the following statement to the IEASY Sxx parmlib member:

AUTOR=(xx,00)

Here the xx corresponds to the AUTORxx parmlib member that you created.

Important: The IEASYSxx member specifying AUTOR cannot be shared with prior z/OS
releases.

If you only need the default AUTOROO settings, you can omit specifying AUTOR= in the
IEASY Sxx parmlib member, and previous z/OS levels can continue to use the IEASYSxx
parmlib member. Even if AUTOR= is not specified in the IEASYSxx parmlib member,
AUTORAOO is used if it exists.

If you do not want to activate auto-reply processing, specify AUTOR=OFF in the IEASY Sxx
parmlib member or in response to the following message:

IEA101A SPECIFY SYSTEM PARAMETERS.

It is not recommended that you remove AUTOROO from parmlib, because service or new
releases might reinstall AUTOROO. If there is no AUTOROO member in parmlib, auto-reply is
not activated and messages are issued as follows:

CNZ2600I AUTO-REPLY POLICY ATTEMPTING TO USE AUTOR=00.
IEE2521 MEMBER AUTOROO FOUND IN SYS1.IBM.PARMLIB
CNZ2600I AUTO-REPLY POLICY ACTIVATED.

If a policy is active, the following messages are issued:

CNZ2600I AUTO-REPLY POLICY ATTEMPTING TO USE AUTOR=00.
IEE2521 MEMBER AUTOROO FOUND IN SYS1.IBM.PARMLIB
CNZ2600I AUTO-REPLY POLICY ACTIVATED.

Auto-reply notification messages

The purpose of auto-reply notification messages is to record in the hardcopy log the fact that
auto-reply plans to take action and whether auto-reply does take action. One of the messages
is for notification if the reply would be too long for the WTOR issuer. Where the notification
messages are displayed depends on the setting of the NOTIFYMSGS statement in the
AUTORxx parmlib member.

5.5 New commands for auto-reply

106

The following operator commands are available to control the auto-reply policy for WTORs:
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SET AUTOR=(xx[,xx]..) Activate auto-reply processing on a system by specifying the
AUTORXxx parmlib member or members that the system is to use.

D AUTOR,POLICY Display the auto-reply policy active on the system.

D AUTOR,WTORS Display the current outstanding WTORs that are being monitored
by auto-reply processing.

SETAUTOR OFF Deactivate auto-reply processing and stop monitoring all WTORs
issued on the system.

SETAUTOR IGNORE Request that auto-reply processing stop monitoring an outstanding
WTOR.

5.5.1 The SETAUTOR command

Use the SETAUTOR command to deactivate auto-reply processing or to stop monitoring a
current outstanding WTOR.

The complete syntax for the SETAUTOR command is shown in Figure 5-11.

SETAUTOR {OFF }
{IGNORE,RID={rpid }
{0,SYS=sysname}

Figure 5-11  SETAUTOR command syntax

The SETAUTOR parameters are:

OFF An optional parameter indicating that the auto-reply processing should
deactivate the auto-reply processing and stop monitoring all WTORs issued
on the system.

IGNORE An optional parameter requesting that the auto-reply processing should
stop monitoring a WTOR.

RID=rpid The reply ID that identifies the WTOR that will no longer be monitored by
auto-reply processing. The values supported are 0-9999.

Note: Different WTORs might each have a reply ID of zero. When the
limit of outstanding WTORs is reached, each system will have one more
ID (ID zero) that is to be assigned to one important WTOR at a time.
Therefore, to distinguish which reply ID zero is desired, a system name
must also be specified.

syshame The name of the system where the reply ID zero message is issued.

For the output of the SETAUTOR command, see the descriptions of messages CNZ2600I and
CNZ2607I using LookAt or in z/0S MVS System Messages Volume 4 (CBD - DMO),
SA22-7634.

Command examples
Assume the following VARY command is issued to generate message IEE800D:

V 3D0,0FFLINE,FORCE
0009 IEE800D CONFIRM VARY FORCE FOR 3DO - REPLY NO OR YES
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If message IEE800D (reply ID 0009) is to be ignored by auto-reply processing, issue the
command shown in Figure 5-12.

SETAUTOR IGNORE,RID=9
CNZ26071 AUTO REPLY WILL NO LONGER OCCUR FOR THE FOLLOWING WTOR: 0009
06.46.55 2008130 IEE800D CONFIRM VARY FORCE FOR 3DO - REPLY NO OR YES

Figure 5-12 Command to remove a reply ID 9

If auto-reply processing is to be deactivated, issue the command shown in Figure 5-13.

SETAUTOR OFF
CNZ2600I AUTO-REPLY PROCESSING DEACTIVATED.

Figure 5-13 Turn off auto-reply processing

5.5.2 Displaying auto-reply policy and WTOR information

Use the DISPLAY AUTOR command to display the current auto-reply policy and the current
WTORSs being monitored by auto-reply processing. The complete syntax for the DISPLAY
AUTOR command is shown in Figure 5-14.

D AUTOR[,POLICY|,P]
[L,WTORS |,W]
[,L={a|name|name-a}]

Figure 5-14 DISPLAY AUTOR command options

The D AUTOR parameters are:

POLICY or P Requests that the auto-reply policy active on the system be displayed
in message CNZ2603I. This command displays all the current WTORs
that are being monitored.

WTORS or W Requests that the current outstanding WTORs being monitored by
auto-reply processing be displayed in message CNZ26041.

L=a, name, name-a Specifies the display area (a), console name (hame), or both (name-a)
where the display is to appear. If you omit this operand, the display is
presented in the first available display area or the message area of the
console through which you enter the command.

For a complete description of messages CNZ2603I and CNZ2604I, use LookAt or see z/OS
MVS System Messages Volume 4 (CBD - DMO), SA22-7634.

Command examples

Assume that the AUTOROO parmlib member contains the settings shown in Figure 5-15.
There are two auto-replys in the policy, one specifying one-minute delay and reply continue
and the second specifying one=minute delay and a reply of no.
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| IXC371D CONFIRM REQUEST TO VARY SYSTEM xxx OFFLINE. |
| REPLY SYSNAME=xxx TO REMOVE xxx OR C TO CANCEL. |

N %/
Msgid(IXC371D) Delay(1lm) Reply(C)
R — \
| TIEEB00D CONFIRM VARY FORCE FOR xxx - REPLY NO OR YES |
N %/

Msgid(IEE800D) Delay(1m) Reply(NO)

Figure 5-15 Auto-reply policy with two reply IDs being monitored

If the auto-reply policy is displayed, the output of the D AUTOR,P command is as shown in
Figure 5-16.

D AUTOR,P

CNZ2603I 06.46.34 AUTOR POLICY

POLICY ACTIVATED AT 06.45.32 ON 12/25/2008 NOTIFYMSGS(HC)
FROM PARMLIB MEMBERS 00

--MSG ID-- DELAY ----REPLY TEXT---

IEE800D 1M NO

IXC371D 1M C

Figure 5-16 A display of the existing auto-reply policy

If WTORs IEE800D and IXC371D are issued and are waiting to be replied to by auto-reply
processing, the output of the D AUTOR,W command is as shown in Figure 5-17.

D AUTOR,W

CNZ26041 06.47.02 AUTOR WTORS

0009 STATUS=06.47.58 SYS=3Y1

MSG=IEE800D CONFIRM VARY FORCE FOR 3D0 - REPLY NO OR YES
REPLY=NO

0008 STATUS=06.47.46 SYS=SY1

MSG=IXC371D CONFIRM REQUEST TO VARY SYSTEM SY1 OFFLINE. REPLY
SYSNAME=SY1 TO REMOVE SY1 OR C TO CANCEL.

REPLY=C

Figure 5-17 Display the outstanding WTORs

5.6 Other system updates

The following changes have been made in the z/0OS V1R12 operating system for the
auto-reply function:

» SMF record type 90 updates
» SDSF in the SR panel
» MPFLSTxx parmlib member updates
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5.6.1 SMF record type 90 subtype 33

There is a new SMF record type 90 subtype 33 for the auto-reply implementation. These
records list the AUTORXxx suffixes specified in a SETAUTOR command and are shown in
Figure 5-18 on page 110.

Offsets | Name Length | Format | Description
0| 0 SMF90T33_Timestamp 8 | binary Time of auto-reply policy change.
8 | 8 SMF90T33_#_Suffixes 4 | binary Count of AUTORXxx suffixes used to set
the policy.
16 | 16 SMF90T33_Suffixes 76 | EBCDIC | Array of 2-byte suffixes of specified
AUTORxx parmlib members (38
maximum).

Figure 5-18 SMF record type 90 subtype 33 for auto-reply

5.6.2 SDSF SR panel

SDSF has support for the console auto-reply function, which includes a new action character
and columns on the SR panel. Figure 5-19 shows an example from the SR panel of a current
outstanding action message. IEE800D is a message ID in the AUTOROO parmlib member for
auto-reply. Auto-reply will respond to this action message.

Display Filter View Print Options Search Help

SDSF SYSTEM REQUESTS RM 1 IM 11 CEM 136 EM 43  LINE 1-23 (191)

COMMAND INPUT ===> SCROLL ===> HALF
NP REPLYID SysName JobName Message-Text
51 SC74 &051 IEE800D CONFIRM VARY FORCE FOR D800 - REPLY NO OR YES

Figure 5-19 Display from the SR panel

The following tasks are associated with exploiting this enhancement:

» If you have customized field lists in your ISFPRMxx parmlib member, review the columns
added with this enhancement for possible updates to the field lists.

» Authorize users to the Al action character on the SR panel using the CMDLEV parameter
in ISFPARMS (command level 3) or SAF.

5.6.3 MPFLSTxx parmlib member update

110

The MPFLSTxx parmlib member (message processing facility list) is used to control message
presentation and management. It was updated to add the capability to differentiate color
attributes for messages that are controlled by the auto-reply support.

Message presentation refers to color, highlighting, and intensity attributes that the system
uses when displaying messages on an operator console. You can specify these attributes on
the .MSGCOLR statement in the MPFLSTxx parmlib member; of course, the console must
support the attributes you specify. On the .MSGCOLR statement, you can indicate the display
attributes that the system is to use in one of the following ways:
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» IBM-supplied defaults (DEFAULT)

» Attributes specified in the previously used MPFLSTxx parmlib member or concatenation of
MPFLSTxx parmlib members (NOCHANGE)

» Color (c), highlighting (h), and intensity (i) attributes specified in the MPFLSTxx parmlib
member for a message area (msgarea).

The .MSGCOLR statement
The syntax for the .MSGCOLR statement is shown in Figure 5-20.

{DEFAULT }[/*comments*/]
.MSGCOLR {NOCHANGE }
{msgarea(c,h[,i]) [,msgarea(c,h[,i])]...}

Figure 5-20 .MSGCOLR statement

Where:

msgarea(c,hl,i]) Specifies the message area (message type or field) and contains the
accepted values and defaults for msgarea. This operand allows you
to specify the color (c), highlighting (h), and intensity (i) attributes for
a message area.

Color attributes (c) are specified as follows:

» R-Red, W-White, G-Green, B-Blue, P-Pink, Y-Yellow, T-Turquoise

Highlighting attributes (h) are specified as follows:

» N - Normal (colored characters on a black background)

» B - Blinking

» R - Reverse video (black characters on a colored background)

Intensity attributes (i) are specified as follows:

» N-Normal intensity

» H-High intensity

If you do not specify a .MSGCOLR statement, the system uses IBM-supplied defaults. If you
specify a .MSGCOLR statement with no operands, the system defaults to NOCHANGE.
NOCHANGE indicates that the color, highlighting, and intensity attributes are to be the same

as those specified in the previously used MPFLSTxx parmlib member (or concatenation of
MPFLSTxx parmlib members).

New values for msgarea
z/OS V1R12 has a new value for msgarea, called AUTOR and is used as shown in Table 5-1.

Table 5-1 Values for msgarea

Values for msgarea Meaning and Use Defaults for msgarea (color,
highlight, intensity)
AUTOR Specifies attributes for (W, N, H)

write-to-operator with reply
(WTOR) messages that are
being monitored by
auto-reply processing.
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It is possible to check your setting with the DISPLAY MPF command, shown in Figure 5-21.

D MPF

IEE6771 17.26.27 MPF DISPLAY 891

MESSAGE SUPPRESSION AND USER EXITS INACTIVE - NOT INITIALIZED

GENERAL WTO USER EXIT (IEAVMXIT) INACTIVE

SUBSYSTEMS RECEIVING FOREIGN MESSAGES AND DOMS:

*ALL

FIELD -MPF COLOR HLIGHT INTEN FIELD -MPF COLOR HLIGHT INTEN
URGATTN -DFL RED NONE  HIGH IMEDACTN -DFL WHITE NONE  HIGH
EVETACTN -DFL GREEN NONE  NORM GENMSG ~ -DFL GREEN NONE  NORM
PPMSG -DFL GREEN NONE  NORM SELPEN  -DFL BLUE NONE  NORM
INSTRERR -DFL WHITE NONE  HIGH ENTRYARA -DFL GREEN NONE  NORM
WARNLGEN -DFL BLUE  NONE  NORM WARNRGEN -DFL BLUE  NONE  NORM
WARNRURG -DFL RED BLINK HIGH OOLCNTL -DFL TURQU NONE  NORM
OOLLABEL -DFL TURQU NONE  NORM OOLDATA -DFL GREEN NONE  NORM
AUTOR -DFL WHITE NONE HIGH

COMMAND-EXIT -MPF

CMDRPL -00

Figure 5-21 Display MPF command

5.6.4 Error detection and new system messages

112

Auto-reply will attempt to detect whether the reply is too long for the requestor. If so, the reply
is not issued, a warning message, as shown in Figure 5-22, is issued (by default to hardcopy)
and the WTOR is no longer monitored if the reply contains symbolics, as there is no length
detection.

CNZ26081 REPLY FOR WTOR msgid IS TOO LONG FOR REQUESTOR.
AUTO-REPLY WILL NOT PROCESS THIS WTOR: rpid msgtxt

Figure 5-22 Error message for incorrect reply lengths

Auto-reply attempts to detect a “run away.” If auto-reply attempts to reply to the same WTOR
more than 20 times in a second, monitoring is stopped. This could happen if one of the
following situations occurs:

» The policy contains a typo so the reply is always invalid.
» The policy requests a delay of zero.
» A WTOR loop (“run away”) occurs.

Figure 5-23 shows the error message for the situations that might occur.

CNZ26091 RECURSIVE AUTO-REPLY DETECTED FOR MESSAGE XXXXXXXXXX.
AUTO-REPLY WILL NOT PROCESS THIS WTOR:
rpid msgtext

Figure 5-23 Auto-reply error conditions message
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New system messages related to auto-reply
Following are messages related to the auto-reply function being active:

» When auto-reply replies during NIP processing:

CNZ26021 REPLY TO 00 IS:replytext <- Auto replied

» The post NIP auto-reply message is as follows:

CNZ2605I At hhmmss the system will automatically reply:replytxt to the
following WTOR:rpid msgtxt

CNZ26061 System has automatically replied:replytxt to the following WTOR: rpid
hhmmss yyyyddd msgtxt [msgtxtcont]

» Activating, modifying, or deactivating auto-reply has the following message:

CNZ26001 AUTO-REPLY POLICY action

The action field will contain one of the following:
ACTIVATED
DEACTIVATED
DEACTIVATED — OUTSTANDING WTORS WILL NOT BE AUTO-REPLIED
ALREADY DEACTIVATED
MODIFIED
MODIFIED - OUTSTANDING WTORS USING PREVIOUS POLICY ATTEMPTING TO USE AUTOR=00

5.7 Security checking of CPF command routing

The command prefix facility (CPF) macro allows you to manage command prefixes. A
command prefix enables an operator to enter a command from a system in a sysplex, and
route that command to the appropriate subsystem for execution. The CPF macro allows an
application to use command prefixes to associate an operator command with a "target"
system. The command prefixes are available to any system in the sysplex.

CPF allows you to define a unique command prefix for each system or subsystem in the
sysplex so that the operator can enter the command from any console in the sysplex and
expect the command to run on the appropriate subsystem.

5.7.1 Security checking with z/OS V1R12

z/OS V1R12 is implementing security checks to verify that an operator can use the prefix to
transport commands to other systems in the sysplex. Commands that are sent to other
systems via prefix routing are now checked by RACF resource profiles that authorize the use
of prefix routing. Following is the RACF profile to authorize prefix routing:

MVS.ROUTE.CMD.sysname
For compatibility, the security check is only performed if the following resource profile is

defined in the OPERCMDS class. This allows installations to now control whether operators
may issue a CPF prefixed command that will be transported to another system.

MVS.CPF.ROUTE.CHECK
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5.8 Console buffers

The MVS system keeps some WTO and WTOR messages in buffers in virtual storage. The
WTO buffers hold the messages that the system has not yet displayed at the eligible
consoles; the WTOR buffers each hold one WTOR message that the system has already
displayed but that an operator has not responded to. The maximum number of WTO and
WTOR buffers is determined by the MLIM and RLIM parameters on the INIT statement in the
CONSOLxx parmlib member. If these parameters are not coded, the system defaults, as
described in zZZOS MVS Initialization and Tuning Reference, SA22-7592, are in effect.

The CONTROL Q command is used to remove messages that are backed up to a console.
On earlier z/OS releases, the CONTROL Q command could only remove backed-up
messages that were in 24-bit storage. Once removed, the system would then move
messages that were in 31-bit storage down to 24-bit storage. This would give the appearance
that the CONTROL Q command did not work since the console was still backed up. Typically,
the operator would have to issue several CONTROL Q commands to clear the backlog.

With z/OS V1R12, since there is no movement of the messages, CONTROL Q can remove all
the messages destined for the console.

» Auto-reply required enlarging some console buffers. Buffers have been moved to 31-bit
storage and the WQEs (IHAWQE) were already in 24-bit or 31-bit storage.

» RDCM (IEERDCM) and TDCM (IEETDCM) are moved to 31-bit storage.

There are changes to use Format 1 CCWs for console 1/O, and the CONTROL Q command is
now more effective in message backlog conditions.
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Real Storage Manager (RSM)
enhancements

The Real Storage Manager (RSM) controls the allocation of central storage during
initialization and pages in user or system functions for execution.

Some RSM functions:

» Allocate central storage to satisfy GETMAIN requests for SQA and LSQA.

» Allocate central storage for page fixing.

» Allocate central storage for an address space that is to be swapped in.

This chapter describes RSM enhancements introduced in z/OS V1R12. These include:
» LOCALSYSAREA for IAVR64

» RSM support of SDUMP resource

» Large page enhancements
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6.1 64-bit storage overview

6.2 2/0S

The 2-GB address in the address space is marked by a virtual line called the bar (Figure 6-1).
The bar separates storage below the 2-GB address, called below the bar, from storage above
the 2-GB address, called above the bar. The area above the bar is intended to be used for
data only, not for executing programs. Programs use the IARV64 macro to obtain storage
above the bar in “chunks” of virtual storage called memory objects. Your installation can set a
limit on the use of the address space above the bar for a single address space. The limit is
called the MEMLIMIT.

| x2° D64
2 (High Non-shared) _
. Region 1st table (R1T)
Data spaces User Private area l
L i it
0
2% 512TB [
, Shared Memo ,
(z/0S V1 Rs)ry Region 2nd table (R2T)
L e it PR Ty BT
HVCOMMON 2 64-bit Common Z'ZFI?BGB T
Default value: 64G ————— T,
The bar E==> 2 2GB
1oM-Line — 22— Below2GB————] Segment table
0 Page table

Figure 6-1 z/OS V1R11 map of virtual storage areas

UNIX fork() processing

Fork() is a POSIX/XPG4 function that creates a duplicate process referred to as a child
process. The process that issues the fork() is referred to as the parent process. With z/OS
UNIX, a program that issues a fork() function creates a new address space that is a copy of
the address space where the program is running. The fork() function does a program call to
the kernel, as shown in Figure 6-2 on page 117, which uses WLM/MVS facilities to create the
child process. The contents of the parent address space are then copied to the child address
space.

WLM and the kernel

The kernel interfaces to WLM to create the new address space for a fork() function. WLM
uses an IBM-supplied procedure, BPXAS, to start a new address space. This new address
space then initializes the UNIX child process to run in the address space.
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Parent Process SYS1.PROCLIB ,
] Child Process

ASID=428 ASID=547
l.: -
+ prog
WLM fork()....
z/0S
UNIX
Kernel

Figure 6-2 forK() processing with zZOS UNIX

6.2.1 z/OS UNIX fork() processing

Prior to z/OS V1R12, during fork() processing, the 64-bit copy processing fails when high
virtual storage is allocated in the child space at the time the copy of the parent 64-bit virtual is
copied into the child space.

During the fork() creation of the new address space, the program in the child address space
starts at the same instruction as the program in the parent address space. Control is returned
to both programs at the same point. The only difference that the program sees is the return
code from the fork() function. A return code of zero is returned to the child after a successful
fork(). All other return codes are valid only for the parent.

Child address space

Once the child address space has been created, the child gets the required storage from a
STORAGE request. The kernel then copies the contents of the parent address space to the
child address space using the MVCL instruction, as shown in Figure 6-3 on page 118. Once
the copy has been completed, a short conversation between the kernel and the child process
takes place. At this point, both the parent and child process are activated. The program in the
child address space gets control at the same point as the program in the parent address
space. The only difference is the return code from the fork() function.

Note: The child address space is almost an identical copy of the parent address space.
User data, for example private subpools, and system data, such as Recovery Termination
Management (RTM) control blocks, are identical.
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Parent Process Child Process
WLM | ——— " UNIX
gt'::r(c. prog1 g?)?fg Resrc. prog1
z/OS UNIX
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Figure 6-3 fork() processing with z/OS UNIX

Problems prior to z/0S V1R12

With z/OS versions prior to z/OS V1R12, fork() 64-bit copy processing fails when the high

virtual storage is allocated in the child address space at the time when the copy of the 64-bit
parent address space is copied into the child space.

This causes the following to occur:

>

operation at a later time.

RSM fails the copy with return code 8 reason code ‘6E000300’x and the child address
space contains memory objects that were previously allocated.

The fork() function fails with a return code 70, reason code ‘0B1505C1’, as the invocation
of the IARV64FC service fails. The documented action for this failure was to retry the

Figure 6-4 on page 119 shows the TCB structure for the fork initiator child address space.
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Figure 6-4 TCB structure for the fork initiator address space

As part of the fork() process address space initialization processing is done. During this
processing RACF uses storage in the newly created address space. This causes the RSM
copy of the parent storage to the fork() address space to fail because some of the storage is
already used.

6.2.2 z/0OS ViR12 enhancements

A new function in z/OS V1R12 supports a new system area in the storage above the 2-GB
bar, as shown in Figure 6-5 on page 120. This storage is designed to be used for system
storage as an equivalent to LSQA below the 2-GB bar. Storage in this area will not be copied
during the fork() process when RSM copies the parent storage to the child address space.

Note: A new keyword is added to IARV64 REQUEST=GETSTOR,
LOCALSYSAREA=NOIYES, to indicate that the memory object should be allocated from
the system area of the 64-bit address space map.

LOCALSYSAREA memory objects are allocated in the system area that starts at
X’8_00000000’ - 32 GB, and ends at X’28_00000000’ - 288 GB.

Only authorized users may use this new keyword.
The new system area is shown in Figure 6-5.
fork() processing with z/OS V1R12

When a REQUEST=GETSTOR is processed, a new required parameter, LOCALSYSAREA,
is specified, as follows:
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» REQUEST=GETSTOR creates a private memory object if LOCALSYSAREA=YES is not
specified.

» If LOCALSYSAREA=YES is specified, then a system memory object is returned. The
storage obtained in the system area using the LOCALSYSAREA keyword will not be
copied during fork() processing.

The use of local system area storage does not preclude checkpoint from succeeding. At
completion, the memory object is created in the address space indicated.

512 TB

2TB

1982 GB
64-bit User Private Area
288 GB
System Area
32 GB
Reserved for JVM use
2 GB BAR

Figure 6-5 Private area storage map showing the new system area

LOCALSYSAREA=YES processing
When LOCALSYSAREA=YES is specified, MEMLIMIT is ignored.

During the 64-bit copy phase for fork() processing, memory objects that are allocated in the
system area will not be copied to the child space. Fork processing will fail only if the child has
64-bit memory objects allocated in the User Private Area, shown in Figure 6-5.

This new function allows fork() processing to continue to use 64-bit virtual under any
circumstances.

6.3 RSM support of SDUMP resource

SVC dump capture time to capture dump storage can be excessive in certain environments.
Taking SVC dumps can create real storage constraints in the following situations:

» When a large amount of data needs to be paged in from auxiliary storage for inclusion in
the dump

» When capturing large amounts of component SDUMP exit data
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» Data paged in from auxiliary storage puts pressure on real memory availability. The
paged-in data looks like recently referenced data to the system, which may force the
page-out of more important production or application data.

z/0OS V1R12 SDUMP improvements
This is addressed in z/OS V1R12 by improvements to the RSM data copy service used by
SDUMP when capturing dump data, as follows:

» Batch page-in I/O operations during the SDUMP capture phase rather than performing
one I/O at a time eliminates much of the delay and waiting associated with performing the
I/O serially.

» Data captured for the dump will no longer look recently referenced; thus this data will be
paged out before other potentially more important data is paged out.

» Certain components, for example GRS for SDATA GRSQ data, 10S for CTRACE data, and
configuration dataspaces now exploit a more efficient capture method in their SDUMP
exits.

These improvements reduce the dump capture time and system non-dispatchable time. This
should cause less impact to other application and production work.

Prior to z/OS V1R12, the target area passed by SDUMP was always within a dataspace. Now
the target area can be a dataspace or an area within a 64-bit memory object.

z/0OS V1iR12 RSM improvements

The following changes in RSM processing have been made to enhance data capture and
benefit SDUMP processing:

» Reduced dump capture time in certain environments, such as large amounts of data
paged in from aux storage and large amounts of component exit data.

» There will be less likelihood of non-DUMP-related pages being paged out due to real
storage memory pressure.

» More efficient capture of GRS and IOS exit data allows the caller to use 64-bit virtual
memory objects as the target of the copy.

» Use the multipage option of the WAITINIO service (NUMPAGES) when paging in pages to
be captured (rather than one page at a time).

» Atrtificially age all captured pages to make them look old and more likely steal candidates
than more important production or application data.

» Maintain a set of counts and statistics for various operations performed during the copy,
such as the number of pages requiring page-in and the number of waits for frame
availability.

6.3.1 Support in VERBX IEAVTSFS

The VERBX IEAVTSFS command has been enhanced to display the SDUMP data capture
statistics. Figure 6-6 on page 122 shows sample output from the VERBX IEAVTSFS
command showing the SDUMP statistics for the global data capture phase of the dump and
for the capture phase of ASID X’'13’.

The IPCS VERBX IEAVTSFS command displays the statistics for various phases of the dump
capture process:
» A set of statistics for the global storage capture phase

» A set of statistics for each address space included in the dump
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» A set of statistics for the dump exit phase of the dump

Global storage start 04/30/2010 12:06:31.726449
Global storage end 04/30/2010 12:06:31.808150
Global storage capture time 00:00:00.081700
Defers for frame availability 0
Pages requiring input I/0 59
Source page copied to target 9966
Source frames re-assigned 59
Source AUX slot IDs re-assigned 0
Asid 0013:
Local storage start 04/30/2010 12:06:31.851937
Local storage end 04/30/2010 12:06:31.903105
Local storage capture time 00:00:00.051167
Tasks reset dispatchable 04/30/2010 12:06:31.903248
Tasks were nondispatchable 00:00:00.051310
Defers for frame availability 0
Pages requiring input I/0 50
Source page copied to target 1708
Source frames re-assigned 66
Source AUX slot IDs re-assigned 0

Figure 6-6 VERBX IEAVTSFS data capture statistics

RSM statistics in z/0S V1R12
The new function in z/OS V1R12 provides data for the RSM statistics at the end of the report:

» Defers for frame availability - The number of WAITFRAM requests. A non-zero value
indicates that RSM had to wait one or more times for frame availability. These defers
adversely affect the dump capture time.

» Pages requiring Input I/0 - The number of pages read via the WAITINIO service. High
values here indicate the need to page in data for inclusion in the dump.

» Source page copied to target - The number of source-real to target-real copies performed
via the BLKMVC service. This should be the most common operation performed during
the dump capture.

» Source frames re-assigned — This is the count of source frames that were “robbed”
(ROBREAL). Source frames are mainly robbed when the source page was paged in and
the copy in real is unchanged from the aux copy.

» Source AUX slot IDs re-assigned — The aux slot ID for the source page was transferred to
the target page.

Figure 6-7 on page 123 shows sample output from the VERBX IEAVTSFS command showing
the SDUMP statistics for the SDUMP exits phase of the dump.
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Dump Exits

Exit address 0755E6A0
Home ASID 0005
Exit start 04/30/2010 12:06:31.740223
Exit end 04/30/2010 12:06:31.740226
Exit time 00:00:00.000002

Exit attributes: Sdump, Early Global

Defers for frame availability 0
Pages requiring input I/0 3
Source page copied to target 5239
Source frames re-assigned 3
Source AUX slot IDs re-assigned 0

Figure 6-7 VERBX IEAVTSFS dump exits statistics

6.4 Large page enhancements

The large page support increasing the page size from 4 KB to 1 MB was introduced in z/OS
V1R10 for the z10 EC models. When large pages are used in addition to the existing 4 KB
page size, they are expected to reduce memory management overhead for exploiting
applications.

Using large pages provided better performance by decreasing the number of translation
lookaside buffer (TLB) misses an application could incur. The performance benefits turned
out to be even better than expected.

6.4.1 Large page support for the nucleus

A new function in z/OS V1R12 introduces large page support to back the nucleus. The
nucleus is in 31-bit storage, and so this support uses large pages in 31-bit storage. Backing
the nucleus with large pages results in improved performance to the z/OS core itself.

It is expected that long-running, memory-access-intensive applications will benefit from large
page frames. It should be noted that large pages are treated as fixed pages and are never
paged out.

Translation lookaside buffer (TLB)
As hardware usage has shown in recent years, the translation lookaside buffer (TLB)
coverage has been shrinking as % of memory size, as follows:

» Over the past few years application memory sizes have dramatically increased due to
support for 64-bit addressing in both physical and virtual memory.

» TLB sizes have remained relatively small due to low access time requirements and
hardware space limitations.

» TLB coverage today represents a much smaller fraction of an application’s working set
size, leading to a larger number of TLB misses.

» Applications can suffer a significant performance penalty resulting from an increased
number of TLB misses, as well as the increased cost of each TLB miss.
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The solution introduced with z10 EC is to increase TLB coverage without proportionally
enlarging the TLB size by using large pages, as follows:

» Large pages allow for a single TLB entry to fulfill many more address translations.
» Large pages will provide exploiters with better TLB coverage.

Large page performance considerations
More thorough examination is required to adequately exploit large pages, as follows:

» Large page is a special purpose performance improvement feature. It is not recommended
for general use. Large page usage provides performance value to a select set of
applications:

These are primarily long-running, memory-access-intensive applications, for which locality
of reference does not hold in the long term.

» Not all applications benefit from using large pages. Some applications can be severely
degraded by using large pages. Short-lived processes with small working sets are usually
not good candidates for large pages.

» Factors to consider when trying to either estimate the potential benefit or understand
measured performance differences of using larger pages instead of 4 K pages include:

— Memory usage, and more precisely its pattern of references
— A workload’s page translation overhead

Large page potential exploiters

A future release of DB2 will support large pages for buffer pools, and Java 6.0 SR1 for z/OS is
planned to support large pages. Large pages can be used to back the object heap.

Large page support
The large page support function is not enabled without the required software support. Without
the large page support, page frames are allocated at the current 4 K size.

Memory reserved for large page support can be defined with a new parameter in the
IEASYSxx parmlib member:

LFAREA=xx% | xxxxxxM | xxxxxxG

This parameter specifies the amount of real storage to be made available for 1-MB pages,
either in absolute value or as a percentage of real storage, as follows:

XX% Indicates that the amount of real storage to be used for large pages is
specified as a percentage of all online real storage available at IPL time. The
maximum amount of real storage that can be used to back large pages is
80% of the online storage available at IPL minus 2 GB.

If the amount specified exceeds this value, the specification is rejected and
the system issues a prompt for a new value to be specified on the LFAREA
parameter.

The maximum amount of real storage that can be used to back large pages is
80% of the online storage available at IPL minus 2 GB. The formula to
calculate the maximum amount of real storage that can be used to back large
pages is below.

XXXXXXG Indicates the amount of online real storage available at IPL time in gigabytes
that is to be used for large pages. The maximum amount of real storage that
can be used to back large pages is 80% of the online storage available at IPL
minus 2 GB. If the amount specified exceeds this value, the specification is
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rejected and the system issues a prompt for a new value to be specified on
the LFAREA parameter.

For calculations in gigabytes, xxxxxx = online real storage at IPL in GB.
MAX_LFAREA = (x - 2G) * .8

XXXXXXM Indicates the amount of online real storage at IPL time in megabytes that is to
be used to back large pages. The maximum amount of real storage that can
be used to back large pages is 80% of the online storage available at IPL
minus 2 GB. If the amount specified exceeds this value, the specification is
rejected and the system issues a prompt for a new value to be specified on
the LFAREA parameter.

For calculations in megabytes, x = online real storage at IPL in MB.
MAX_LFAREA = (y - 2048M) * .8

Important: Default value is none (no LFAREA is defined). This parameter cannot be
changed dynamically during an IPL.

6.4.2 Large page coalesce support in z/0S V1IR12

With the large page support, installations defined how much central storage was to be used
for large pages via the LFAREA parameter in the IEASYSxx parmlib member. The
disadvantage of central storage backing unused large pages is that they cannot be used
during page shortage situations.

The new function in z/OS V1R12 introduces large page coalesce support. During page
shortage situations RSM will convert available large pages into 256 usable 4 K pages. When
the shortage condition is over, large page coalesce will occur and the 256 4 K pages will
revert back to form one large page. This reduces the chance that applications will not be able
to get 4 K pages during page shortage situations.

APAR OA31116
APAR OA31116 fixes large page-related problems.

Installations can use the LFAREA parameter to define the size of their large page area. Once
defined, this area can only be used for large page requests. The only exception to this rule is
when the system is storage constrained. When storage is constrained, RSM breaks up a
large page into 256 4 K pages in order to satisfy 4 K page requests. When storage is no
longer constrained, RSM performs a large page coalesce (this reforms the 256 pages that
were broken up into 4 K pages back into a large page. This APAR fixes various large page
coalesce problems.

RSM recovery did not properly clean up large pages during a task or address space

termination if large pages or a single large page are allocated. This could result in a
permanent loss of those large pages and a single large page.
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DFSMS enhancements

DFSMS comprises a suite of related data and storage management products for the z/OS
system. DFSMS is an operating environment that helps automate and centralize the
management of storage based on the policies that your installation defines for availability,
performance, space, and security. The heart of DFSMS is the Storage Management
Subsystem (SMS). Using SMS, the storage administrator defines policies that automate the
management of storage and hardware devices. These policies describe data allocation
characteristics, performance and availability goals, backup and retention requirements, and
storage requirements for the system.

DFSMS is an exclusive element of the z/OS operating system. It is a software suite that
automatically manages data from creation to expiration. This chapter describes the
enhancements to Data Facility Storage Management Subsystem (DFSMSrmm) for z/OS
V1R12.

This chapter describes the functional enhancements to DFSMS in z/OS V1R12:

» DFSMS catalogs contention detection

» DEFINE RECATALOG support

» OPEN/CLOSE/EQV RAS support

» VSAM partial release on multiple volumes

» New VSAM support

» Copy storage group volumes

» VOLSELMSG and TRACE parameters

» Multitasking volume recovery from dump

» DFSMS health checks

» |IDCAMS DELETE PDS and PDSE

» DFSMSrmm support improvements
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7.1 DFSMS catalogs

Today, catalogs are limited to 4 GB in size, affecting scalability. As volume sizes have
increased, the need for larger catalogs has become urgent. The solution is to use the current
extended addressability function in VSAM. This function requires the data sets to be extended
format (EF), thus the catalog must be EF.

Note: The new support in z/OS V1R12 is for basic catalog structures (BCS) only; it does
not apply to VVDSs.

EA catalogs

For extended addressable (EA) catalogs, the zZOS V1R12 enhancement allows catalogs to
grow beyond the previous 4-GB size limit, using extended addressability. Extended
addressability (EA) support already exists for VSAM data sets; this new support lets you
define basic catalog structure (BCS) catalogs as extended format data sets to give them
extended addressability.

Restriction: Unlike other extended format VSAM data sets, which can also be striped or
compressed, extended format ICF BCSes cannot be striped or compressed.

Note: This BCS catalog enhancement does not apply to VVDS data sets, which continue
to have a 4-GB size limit.

Several requirements must be met in order to DEFINE EA catalogs. They must be
SMS-managed and be on extended format (EF) volumes. In order for SMS to select an
extended format volume, the ISMF Data Class panel must have a data set name type of EXT,
meaning extended, and the IF EXT field below it must be P for preferred or R for required.

Changed messages

There are two changed messages, IGD17080I and IGD17163I. The present versions of these
messages state that they can be caused by trying to make user catalogs or master catalogs
EF. For z/OS V1R12, this EF restriction is removed and these messages no longer have
references to catalogs.

7.2 Contention detection for catalogs
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This enhancement provides a way to identify certain catalog service tasks waiting on the
input/output table resources (SYSZTIOT) to see if any are waiting beyond the default or
specified wait time. The first time the system detects a CAS task waiting on the SYSZTIOT
resource, it creates a SYMREC record to the logrec data set and the IEC393I message. If the
task is still waiting the next time the system checks the CAS for tasks waiting on the
SYSZTIOT resource, the system issues only system message IEC393I displaying information
about the waiting task or tasks. You can specify a different wait time using the following
command:

MODIFY CATALOG,CONTENTION(SYSZTIOT,wait_time)

The MODIFY CATALOG,REPORT command is also enhanced to display the wait time that is
in effect, in a new CONTENTION line in the report output.
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Specifying a wait time for catalog service task contention

You can use the new MODIFY CATALOG,CONTENTION command to specify a wait time in
minutes for catalog service tasks to wait in contention for an event, after which a notification
message is issued. The command has two parameters:

» Reason class, which specifies the group of events which the wait time field will apply to.
Currently the only supported reason class is SYSZTIOT.

» Wait time, which specifies the length of wait in minutes before the message is issued.

The wait time value must be an integer in the range of 5 to 9999. The default value is 10, for
10 minutes. You can specify a value of 0 to disable the wait time notification function. The
command is as follows:

MODIFY CATALOG,CONTENTION(SYSZTIOT,20)

7.2.1 Detecting catalog SYSZTIOT contention

In order to monitor contention for the task input/output table resources (SYSZTIOT), the
system checks the catalog address space (CAS) for tasks waiting for the SYSZTIOT beyond
the specified wait time (by default, 10 minutes). Once a task is identified as waiting beyond
the specified wait time, the system writes a SYMREC record to the logrec data set and issues
IEC393I message displaying information about the waiting task or tasks. If the task is still
waiting after 5 more minutes, this message is repeated and a new SYMREC record is written.
This message will be repeated and a new SYMREC will be written every 15 minutes
thereafter if nothing changes. If a new hung task is identified or an old hang is resolved, the
notification is reset to the new state at the time of the next system check (within 30 seconds).

Commands to analyze SYSZTIOT contention

If you receive system message IEC393I notifying you that tasks are waiting on the SYSZTIOT
resource, you can use the information in the message to determine if any action is needed to
resolve the wait. Note that receiving this message does not mean that an error or problem
exists—you may not need to take any action at all. If you cancel any of the jobs listed,
consider first taking a dump of the CAS by issuing:

F CATALOG, TAKEDUMP
To get more information about the waiting jobs, use the information in message IEC393I as
follows:
» To get job name information, issue one of the following commands:
— To gather additional information about the waiting task, issue this command:
F CATALOG,LISTJ(jobname)
— To gather information about all currently executing service tasks, issue this command:
F CATALOG,LIST

» After getting task information, you can redrive the holder of the SYSZTIOT so that the
waiting task may complete:

F CATALOG,END(taskid),REDRIVE

If the above command does not resolve the contention, you can use the following
command to terminate the waiting task:

F CATALOG,ABEND(taskid)
» To list all the tasks currently holding SYSZTIOT, issue this command:
D GRS,RES=(SYSZTIOT,*)
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This is useful if the task with an exclusive hold on SYSZTIOT is not a CAS task. By default,
the system lets a task wait for the SYSZTIOT task for 10 minutes before writing a SYMREC
record to the logrec data set and issuing message IEC393I. You can specify a different wait
time with this command:

MODIFY CATALOG,CONTENTION(SYSZTIOT,wait time)
If you specify a non-default SYSZTIOT wait time on the MODIFY command, you must respecify

that value after each system IPL. A non-default value does, however, persist through restarts
of the CAS task.

7.3 DEFINE RECATALOG support enhancement
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A catalog is a data set that contains information about other data sets. It provides users with
the ability to locate a data set by name, without knowing the volume where the data set
resides. Thus, data sets can be moved from one device to another, without requiring a
change in JCL DD statements that refer to an existing data set.

The basic catalog structure (BCS) is a VSAM key-sequenced data set. It uses the data set
name of entries to store and retrieve data set information. For VSAM data sets, the BCS
contains volume, security, ownership, and association information. For non-VSAM data sets,
the BCS contains volume, ownership, and association information. When we talk about a
catalog, we usually mean the BCS. The VVDS can be considered an extension of the volume
table of contents (VTOC). The VVDS is volume-specific, whereas the complexity of the BCS
depends on your definitions. The relationship between the BCS and the VVDS is
many-to-many. That is, a BCS can point to multiple VVDSs and a VVDS can point to multiple
BCSs.

z/0OS V1R12 enhancement

In pre-R12, when using the DEFINE RECATALOG command, the volumes were entered into
the catalog record mostly in the specified order. The volume containing the VVR with RBA 0
was first, but after that the prime volumes were in the same order as in the DEFINE VOLUME
parameter. When extent constraint relief for VSAM came about, an index was built over
internal control blocks that map the extents. The DEFINE RECATALOG caused the index
build to fail because VSAM Open expected the volumes in ascending RBA sequence. Not
having an extent control block index may present performance problems for VSAM should a
data set be recataloged with the volumes out of RBA sequence. Also, some DSS-like ISV
products had difficulty with the recataloged data sets.

The solution is to place the volumes in the catalog record in ascending RBA sequence. This
new function is in response to FIN APAR OA24010. The IDCAMS DEFINE RECATALOG
command is enhanced for multivolume and striped data sets, as follows:

» Automatically creates catalog entries with correctly ordered volume lists, while eliminating
any duplicate volumes that might have been specified.

» Makes it easier to recatalog multivolume and striped VSAM data sets.

The new support is invoked by the IDCAMS DEFINE RECATALOG command. Catalog entries
for volumes are now ordered by RBA starting from 0 for data and index components
regardless of the order they are in the DEFINE VOLUMES parameter. Candidate volumes
follow the prime volumes. Prime volumes are those that have space assigned to them. There
is no need for you to do anything new or different. An example of this support follows:

DEFINE CLUSTER -
( NAME(TEST.DS1) -
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INDEXED -

RECATALOG ) -

DATA -

( VOLUME(SMS001 SMS002 SMS003) ) -

INDEX -

( VOLUME(SMS001 SMS003 SMS002) )

This enhancement puts the index portion volumes in the following order:
SMS001 SMS002 SMS003

Note: There are some new return and reason codes that indicate when volumes are
missing in the user- supplied volume list. Since the catalog now orders the volumes by
RBA, it can check to see if there are any gaps. Previously, only the first prime volume could
be detected as missing.

New reason codes for message IDC3009I
Following are the message IDC3009I reason codes for return code 86 (recatalog error).

Reason Code 24

Reason Code 26

Reason Code 28

Reason Code 30

Reason Code 32

Reason Code 34

DEFINE RECATALOG detected that a volume for a data component is
missing from the volume list.

DEFINE RECATALOG detected that the last volume for a data
component is missing from the volume list.

DEFINE RECATALOG detected that the last volume of a stripe for a
data component of a striped VSAM data set is missing from the volume
list.

DEFINE RECATALOG detected that a volume for an index component
is missing from the volume list.

DEFINE RECATALOG detected that the last volume for an index
component is missing from the volume list.

DEFINE RECATALOG detected that the last volume of a stripe for an
index component of a striped VSAM data set is missing from the
volume list.

7.4 OPEN/CLOSE/EOV RAS enhancements

Open/Close/EQV (OCE) provides the following enhancements in z/OS V1R12:

» A new indicator for the DCB ABEND exits ignore option, to suppress the
write-to-programmer message that is normally issued when a given Open/Close/EOV

abend occurs.

» Open/Close/EQV also provides the following additional diagnostic improvements in z/OS

ViR12:

— New reason codes for ABENDs 413 and 637 in messages IEC0261 and IEC145I, which
indicate errors in reading multivolume tape data sets returned by the label anomaly

exit.

— A new IEC988I] message indicating the reason for a FREE=CLOSE failure.

— A new reason code 24 for ABEND code 50D, pointing to IEC999I messages for details
on indeterminate errors.
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7.4.1 New DCB ABEND exit option

When an OCE determinant ABEND is detected and the DCB ABEND exit selects the ignore
option, the associated ABEND message is issued even though there is no abnormal
termination of the task.

In z/OS V1R12, a new DCB ABEND exit ignore option is provided to additionally bypass the
associated determinant ABEND message. This eliminates the contradiction of externalizing
an ABEND when the task does not actually abnormally terminate. For example some
applications may expect an out of space error to recover via dynamically obtaining more
space. This provides more application level control when ignoring OCE determinant ABENDs.

The write-to-programmer messages are problem determination messages for the specific
abend as they describe the abend, and normally appear before OCE passes control to the
abend exit routine, if any, named in the DCB. The new message suppression option is valid
only when you have specified the existing option to ignore the ABEND condition (okay to
ignore).

IFG0199I exit option considerations

Use this exit to bypass the associated determinant ABEND message. By using this new DCB
ABEND exit option, you can eliminate messages for OCE determinant ABEND conditions that
are subsequently ignored via the DCB ABEND exit. This should improve application level
control when ignoring OCE determinant abnormal termination conditions.

7.4.2 SMS DASD input when missing last volume

When reading an SMS DASD data set and message IEC710I another volume expected is
issued, the job completes successfully even though not all the data is read. New support in
z/OS V1R12 attempts to recover this situation by locating the next volume via the catalog to
read the volume. If recovery is not possible, then the task is ABENDed with an ABEND
637-BC.

This guarantees that data integrity is maintained by ensuring that when the task completes
with condition code zero, all the data for the associated multivolume SMS DASD data set has
been read.

Potentially, this problem might be caused by having two DD statements for the same data set
and one of them is used to extend the data set to a new volume. The other DD will not reflect
the new volume.

With this automatic recovery, you can:

» Be certain that all SMS DASD data is read when there are multiple DD statements for the
same data set within a job step or across steps.

» Be certain that data integrity when reading multivolume SMS DASD data sets is
guaranteed.

7.4.3 New reason codes for FREE=CLOSE

A FREE=CLOSE is requested (unallocate when the data set is closed) in the allocation
request, but is then bypassed for the following expected reasons:

» An ABEND is processing.
» The disposition of the data set is LEAVE or REWIND.
» The data set open count is not 0.
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» There is a concatenation in process for the data set.

These reasons are not externalized, making analysis of the failure time-consuming and
difficult. z/OS V1R12 is now providing a new IEC988I message to externalize the reason for
not honoring the FREE=CLOSE request. This simplifies diagnosis of FREE=CLOSE failures.

z/0S V1R12 implementation for FREE=CLOSE

Therefore, when FREE=CLOSE is specified in the JCL or in the CLOSE macro but was not
honored, message IEC988I is issued.

IEC988I jobname,stepname,ddname{concatenated number},device #,volser,dsn DATA
SET NOT UNALLOCATED DURING CLOSE RCxx

If CLOSE is not deallocating the data set, this causes no problem; this is an informational
message and no application change is required. If it does cause a problem, or you want to
eliminate the message, correct the application based on the reason for the failure and rerun
the job. This provides improved system communication when using the FREE=CLOSE
function.

New reason codes for FREE=CLOSE
For the new message IEC9881 DATA SET NOT UNALLOCATED DURING CLOSE RCxx, the reason
codes are as follows:

0 — ABEND in process

1 — Disposition of leave

2 — Disposition reread

3 — DSAB data set open count not zero (DD name has more than one open DCB)

4 — Concatenation involved

7.5 VSAM partial release on multiple volumes

Partial release is when unused space is released at the end of an extended format data set.
In non-EAV data sets, the starting point for freeing space must be a CA boundary. So, all
space after the last used CA boundary up to the high allocated RBA is freed in partial release.
In the case of EAV, partial release must start at a multicylinder unit (MCU) boundary. Again, in
the case of EAV, partial release will free all space after the last used MCU boundary up to the
high allocated RBA.

Partial release is activated on a VSAM CLOSE request, when either the SMS management
class or the JCL DD statement (for example, SPACE=(,,RLSE)) is set for partial release.
Space also can be released when DFSMShsm is performing space management or when an
authorized program issues the PARTREL macro.

7.5.1 z/OS V1R12 implementation

In previous z/OS releases, VSAM partial release did not support releasing unused space that
spanned multiple volumes.

z/0OS V1R12 provides a means to partial release space in VSAM data sets which are over-
allocated and spanning volumes. Currently, the system releases space only on volumes
where the high-used RBA and the high-allocated RBA are on the same volume. This means
that VSAM partial release today does not support releasing space which spans multiple
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volumes. This release extends the current VSAM partial release support to include data sets
that span multiple volumes.

Extended format data sets that are over-allocated and span volumes (best fit data sets) are
partially releasing space on the last volume containing data and all unused empty volumes
will be scratched and marked as candidates.

Partial release

Partial release is used to release unused space from the end of an extended format data set
and is specified through SMS management class or by the JCL RLSE subparameter. For data
sets whose ending high-used RBA is in track-managed space, all space after the high-used
RBA is released on a CA boundary up to the high-allocated RBA. If the high-used RBA is not
on a CA boundary, the high-used amount is rounded to the next CA boundary. For data sets
whose ending high-used RBA is in cylinder-managed space, all space after the high-used
RBA is released on an MCU boundary up to the high-allocated RBA. If the high-used RBA is
not on an MCU boundary, the high-used amount is rounded to the next MCU boundary.
Partial release restrictions include:

» Partial release processing is supported only for extended format data sets.
» Only the data component of the VSAM cluster is eligible for partial release.

» Alternate indexes opened for path or upgrade processing are not eligible for partial
release. The data component of an alternate index when opened as a cluster could be
eligible for partial release.

» Partial release processing is not supported for temporary close.
» Partial release processing is not supported for data sets defined with guaranteed space.

For extended format data sets, partial release can release unused space across multiple
volumes, from the high-used RBA (or next CA/MCU boundary) to the high-allocated RBA.
Partial release requires that the primary volumes in the data set be in ascending order by
RBA. For example, the first volume could have RBAs 1 to 1000, the next 1001 to 2000, and so
on. If the primary volumes appear out of order, partial release issues an error message and
releases no space.

VSAM partial release

The partial release of unused data takes effect at VSAM CLOSE, or when invoked by
DFSMShsm space management, and requires that the primary volumes be in ascending
order. Partial release applies only to extended format data sets, and to the data component of
the VSAM cluster. It does not apply to:

» Alternate indexes opened for path or upgrade processing

» Temporary close

» Data sets defined with guaranteed space

With partial release, CLOSE releases the unused space only on the current volume except for
VSAM extended format data sets or for a striped data set that has a stripe count of greater

than 1. For VSAM extended format data sets, partial release at CLOSE releases unused
space from multiple volumes as follows:

» In non-EAV data sets, the starting point for freeing space is at a CA boundary; all space
after the last used CA boundary is freed in a partial release, up to the high-allocated RBA.

» In EAV data sets, the starting point for freeing space is an MCU boundary; all space after
the last used MCU boundary is freed up to the high-allocated RBA.
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Example of the new function

Consider the example shown in Figure 7-1 as the general mechanism that is now used to
solve partial release when the starting and ending locations for freeing space do not reside on
the same volume. A 100-cylinder data set is defined with best fit in an SMS management
class where partial release is active. SMS has selected a storage group with three volumes,
as shown in Figure 7-1 (volumes A, B, and C). Each volume has 40 cylinders that are
currently empty. 60 cylinders worth of data is written to the data set prior to closing.

Upon closing, the system retrieves the high-used RBA and the high-allocated RBA. The
starting RBA for freeing data for non-EAV data sets is rounded up to the next CA boundary,
and in the case of an EAV volume, the starting RBA for freeing data is rounded up to the next
multicylinder unit (MCU).

Now, each primary volume is inspected in order and processed. It is expected that the
primary volumes will be in order. This means that the RBAs from volume to volume will be in
ascending order. For example, the first volume could be 1 to 1000, the next 1001 to 2000, and
so on. If the primary volumes appear out of order, an error is generated and no space is
released.

In the example, all data in volume A is below the calculated starting RBA and is not
processed. Volume B has both used and unused space. In this case, all of the unused space
in volume B above the calculated starting RBA is freed in a call to DADSM. Additionally, the
local RBAs are updated. Lastly, in volume C the data set is scratched and the volume is
returned to the candidate list. Returning to the candidate list evolves cleaning up the BCS
volume information associated with this data set and making the volume a potential candidate
for future use when extending.

. A - No space to free
Bl Data set with data B - Call DASD to free

[ ] Data to be freed extra space

C - Data set removed
[1 Free space (scratched) and volume

returned to available

volume list

C

Update the
Catalog

Volumes

Figure 7-1 Example of the new function
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Note: The best way to see this enhancement to partial release is to allocate a best fit data
set, which must then span volumes. Do not fill the data set to the last volume. Then close

the data set having either specified partial release in SMS or in the job. To request partial

release for this DD statement, code SPACE=(,,RLSE) even if the data set exists.

7.5.2 z/OS V1R12 considerations

136

Before completing, the catalog for the data set is updated with the new data set
characteristics. Before z/OS V1R12, with the current implementation, the data set format1
DSCB and VVDS VVR would be orphaned on volume C, also leaving the BCS data to be
inaccurate concerning this volume. This problem occurs only in the scenario of best fit where
over-allocation occurs and the close is expected to shrink to the used size.

With z/OS V1R12, the new support is invoked normally when any of the following occurs:

» In a VSAM CLOSE request, when either the SMS management class specifies partial
release or the JCL DD statement specifies it with SPACE=(,,RLSE)).

» When DFSMShsm performs space management.
» An authorized program issues the PARTREL macro.

DADSM supports the release of unused space that is allocated to sequential or partitioned
data sets, PDSEs, sequential extended-format data sets, and VSAM extended-format data
sets. The partial release function is called when:

— The data set is closed (if the RLSE subparameter of SPACE was specified on its DD
statement or the storage administrator specified an appropriate value for the partial
release option in the management class definition).

— Avrestart is processing from a checkpoint taken before the data set was extended.

— DFSMShsm performs a space management cycle and an appropriate value is
specified in the management class definition.

— A PARTREL macro is issued.

Note: The PARTREL macro supports sequential and partitioned data sets on volumes
with or without indexed VTOCs. It supports PDSEs and extended format data sets on
SMS-managed volumes for which indexed VTOCs are required.

Requirements for compression
The following requirements apply for compression of extended format data sets:

» The data set must already have met the requirements for extended format.

» Compression management services requires the data set to have a primary allocation of
at least 5 MB in order to be allocated as a compressed data set.

» Compression management services requires the data set to have a primary allocation of
8 MB if no secondary allocation is specified, in order to be allocated as a compressed data
set.

» Compression management services requires that the data set have a minimum record
length of 40 bytes, not including the key offset or key length.

For VSAM KSDS, the compression management services (CMS) requirement to have a
primary allocation of five megabytes is due to the amount of sampling needed to develop a
dictionary token. The 5 MB allocation must be for the data component only. If the amount is
specified at the cluster level, then the index component will use a portion of the 5-MB
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allocation. This will result in the data set not meeting the CMS space requirement and the
data set will not be eligible for compression processing. This is also true for the 8 MB primary
allocation, if no secondary is specified.

The CISIZE for a nonspanned compressed KSDS must be at least 10 bytes larger than the
maximum record length.

The VSAM KSDS data set is not eligible for compression because the CISIZE is not large
enough to contain the data record's key field. When a data record spans Cls, the record's key
field must be contained within the first Cl. The CISIZE for a spanned compressed KSDS must
be at least 15 bytes larger than the key field.

7.6 VSAM enhancements

VSAM enhancements in z/OS V1R12 provide the ability to automatically reclaim empty CA
space for key-sequenced data sets (CA Reclaim), which allows access to striped data sets
from VSAM/RLS, and improves the usability of VSAM record management trace.

To enable the trace dynamically when diagnostic data is needed, z/OS V1R12 introduces the
following enhancements for VSAM and VSAM RLS:

» Control area (CA) reclaim

» Disk striping support

» Dynamic trace enhancements

7.6.1 Control area (CA) reclaim

You can now request that empty CA space for a key-sequenced data set (KSDS) be
reclaimed automatically. In previous releases, VSAM KSDSs (key-sequenced data sets) must
be “reorganized” on a regular basis in order to do the following:

» Reclaim space previously used by deleted records
» Improve sequential read performance
» A “reorganization” consists of the following functions:
— Closing the KSDS
— Unloading the KSDS to a backup file
— Deleting and redefining the KSDS
— Reloading the file from the backup file
— Reopening the KSDS

As a result, this affects many aspects of a z/OS environment, such as:

» Customer application data

» IMS and CICS files

» Catalogs

» Control data sets for many IBM products such as DFSMShsm and DFSMSrmm

z/0S V1R12 VSAM improvements

This release enhances VSAM and VSAM RLS to reclaim empty space (control areas) in
KSDSs. This applies to SMS and non-SMS data sets and resolves the main reasons for
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KSDS reorganizations to be able to reclaim space and improve both sequential and direct
performance.

To implement this, empty sequence sets and high-level index records will be placed on a free
list after the last record in the CA is erased. The reclaimed CA may then be reused as new
records are inserted anywhere in the data set.

Pre-existing empty CAs will not be reclaimed by CA reclaim. Once all sharing systems are
upgraded to z/OS V1R12 and enabled for the CA reclaim function, the data sets may need to
be reorganized one last time to reclaim any pre-existing empty CAs.

Benefit: CA reclaim will address the main reasons for reorganizations that will help make
data sets available 24 hours a day.

IGDSMSxx parmlib member

Because CA reclaim is disabled by default on a system level, but is enabled by default for all
KSDSs without having to redefine the data set, which allows for:

» CA reclaim to be enabled on a system level or on a data set level.

» A new system level parameter in the IGDSMSxx parmlib member to enable this function:

CA_RECLAIM({NONE | DATACLAS | DATACLASS})

These parameters specify whether or not to use CA reclaim for KSDSs according to the CA
reclaim attribute in their data classes, as follows:

NONE Indicates that none of the KSDSs will be using CA reclaim,
regardless of the data class specification. The default is
NONE. If CA_RECLAIM is not specified in SYS1.PARMLIB,
the CA_RECLAIM(NONE) default will be in effect, which
means the default is CA reclaim disabled.

DATACLAS | DATACLASS Indicates that the SMS-managed KSDSs and
non-SMS-managed KSDSs will go by the data class
specification of CA reclaim=YIN at define time or subsequent
ALTER setting. Only the resultant catalog setting of CA
Reclaim=Y will do CA reclaim; CA Reclaim=N will not do CA
reclaim. It is the way to specify some KSDSs not to use CA
reclaim. Default: NONE

DFSMS data class considerations

The CA reclaim attribute in data classes defined prior to z/OS V1R12, when CA reclaim was
introduced, defaults to Yes. If CA reclaim is disabled for all KSDSs on this system when
CA_RECLAIM(NONE) is specified in the IGDSMSxx parmlib member, or a SETSMS
CA_RECLAIM(NONE) command is issued, and one of the following occurs:

» The system IPLs.
» RLS VSAM address space is recycled.
» A SET SMS=xx command is issued.
IDCAMS ALTER can be used to disable or enable individual KSDSs after DEFINE time as
follows:
ALTER ‘ksdsname’ RECLAIMCA/NORECLAIMCA
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Note: ALTER does not immediately disable or enable CA reclaim, unlike the SETSMS
command. ALTER immediately updates the catalog but the attribute in the catalog is not
looked at by the system until the next time the control block structure is built, which means
it will not take effect until all the current OPENSs against the control block structure have
been closed and a subsequent first OPEN is issued.

CA reclaim considerations

An example of a data set that should benefit greatly from CA reclaim is one where many
records are deleted. CA reclaim provides for improved DASD space usage, but it requires
additional I/O to keep track of the reclaimed CAs so that they can be reused. Some special
cases that might have a small performance degradation are:

» Many erases but very few or no PUTs that will cause CA splits. The overhead of
maintaining the free CAs may exceed the faster index search.

» The erased records are reinserted to bring back the CAs that CA reclaim has labored to
put on the free chains for reuse.

» Many applications have been designed around the reorg problem and have reorgs built
into the logic. IBM suggests stopping the deleting and reloading of these files.

Consider the following possibilities:
» KSDSs can be classified into three groups with respect to CA reclaim:
— CAs are never completely erased. Using CA reclaim will have no impact.

— CAs are emptied; however, the similar record key ranges are reinserted in a timely
manner, reusing the CA. Using CA reclaim may cause a slight performance impact.

— CAs are emptied and erased and key ranges are not reinserted in a timely manner (if
ever). Using CA reclaim will provide performance and space improvements.

» Most KSDSs will likely benefit from CA reclaim, but to give more control to applications, all
KSDSs can be enabled or disabled on an individual basis.

Restrictions: CA reclaim cannot reclaim space for the following:

Partially empty CAs

Empty CAs that already existed when CA reclaim was enabled
CAs with RBA 0

CAs with the lowest and highest key of the KSDS

Index Cls with the highest keys in each index level

Data sets processed with global shared resources (GSR)
Existing data sets with the IMBED or REPLICATE attributes

YVVYyVYVYVYYVYY

Note: Reclaimed space remains in the allocated space for the data set and the tracks are
not released.

LISTCAT output for CA reclaim

LISTCAT output will indicate whether CA reclaim is enabled for this data set (unless disabled
by the system option); see Figure 7-2 on page 140.
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SMSDATA
STORAGECLASS ---SXPXXS02  MANAGEMENTCLASS---(NULL)

DATACLASS ------ KSCROOOY  LBACKUP ---0000.000.0000

CA-RECLAIM--------- (YES)  BWO STATUS------ 00000000  BWO TIMESTAMP---00000
00:00:00.0

17— (NULL)

Figure 7-2 LISTCAT output showing the SMSDATA with CA-RECLAIM

DATATEST output

DATATEST reads the sequence set from the index component and the entire data component
of the KSDS cluster. So, it should take considerably more time and more system resources
than INDEXTEST.

If you are using EXAMINE to document an error in the data component, run both tests. If you
are using EXAMINE to document an error in the index component, it is usually not necessary
to run DATATEST.

If you are using EXAMINE to confirm a data set's integrity, your decision to run one or both
tests depends on the time and resources available.

EXAMINE DATATEST output will indicate how fragmented the data set is by listing the current
count of empty (un-reclaimed CAs).

IDCO1728I FOUND n EMPTY CONTROL AREAS THAT HAVE NOT BEEN RECLAIMED

The existing EXAMINE DATATEST or DATATEST INDEXTEST message will continue to
display CAs that have been orphaned, but it will become a “minor” error (RC=4), not “major”
(RC=8) because the situation by itself only loses DASD space but does not cause data
integrity problems, as follows:

IDC117241 DATA COMPONENT CA NOT KNOWN TO SEQUENCE SET
For z/OS V1R12, the message is changed as follows:

Explanation: Some abnormal situations, such as ABENDs or logical errors, can cause a
control area (CA) split or CA reclaim to be interrupted. A logical error results in VSAM backing
out the CA split that is in progress and returning a nonzero return code to the PUT that
caused the CA split. When a CA split is aborted in an abnormal condition, an unreachable
new CA (commonly referred to as an orphan CA) can be left behind within the data set. This
in itself does not cause a data integrity problem and the data set is fully functional and
accessible.

IDCAMS EXAMINE INDEXTEST DATATEST generates the IDC11724]1 message and sets the
return code to 4 if only the orphan CA condition is present and no data integrity problems are
detected. However, if the EXAMINE also detects data integrity problems, it will also display
other messages and will return with return code = 8 (and not 4). Because EXAMINE
INDEXTEST DATATEST checks both the index and data components, its return code is more
accurate in reflecting the true severity of the situations it detects than that of EXAMINE
DATATEST NOINDEXTEST; it is also more thorough in detecting errors.

Figure 7-3 on page 141 shows an output example.
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EXAMINE NAME (xxxxxxxx) INDEXTEST DATATEST

IDCO1700I INDEXTEST BEGINS

IDC117241 DATA COMPONENT CA NOT KNOWN TO SEQUENCE SET
IDC21700I MINOR ERRORS FOUND BY INDEXTEST

IDCO1701I DATATEST BEGINS

IDC11768I [CI SPLIT | CA RECLAIM] IN PROGRESS
IDCO17131 DATA CONTROL INTERVAL DISPLAY AT RBA

yyy FOLLOWS

IDCO17141 ERROR LOCATED AT OFFSET zzzzzzzz

IDC117241 DATA COMPONENT CA NOT KNOWN TO SEQUENCE SET
IDC217031 MINOR ERRORS FOUND BY DATATEST

IDCOO01I FUNCTION COMPLETED, HIGHEST CONDITION CODE WAS 4

Figure 7-3 Example of message IDC01724]

SMF recording

SMF type 64 record counts how many CAs have been reused by CA splits (not reclaimed)
since the data set was defined. The following field contains the information:

SMF64DAU - 32 bit integer

IDCAMS VERIFY RECOVER option

You can use the IDCAMS VERIFY command to verify a VSAM data set. When you issue this
command, IDCAMS opens the VSAM data set for output, issues a VSAM VERIFY macro call,
and closes the data set. The IDCAMS VERIFY command and the verification by VSAM
OPEN are the same. Neither changes the data in the verified data set.

It completes any interrupted CA reclaim. The use of this command is optional in that the

following cases will do CA reclaim recovery automatically:

» Non-RLS or RLS VSAM PUT

» An ERASE that starts a new CA reclaim

» An index search that runs into an index Cl that was involved in an interrupted CA reclaim

» RLS recovery that automatically gets control as a result of the interruption completes the
interrupted CA reclaim

Even if CA reclaim recovery is not done, with the partially completed CA reclaim the data set
is still 100% accessible.

Migration considerations
CA recllaim will be recognized and not supported in earlier releases. PTFs for these APARs
will be available for coexistence for CA reclaim, as follows:

» OA25108 (RLS)

» OA26256 (IDCAMS)
> OA26466 (VSAM)
» OA27557 (SMS)

Apply these PTFs before or at the same time that you go to z/OS V1R12.
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7.6.2 Disk striping support

A striped data set has tracks that spread across multiple devices, as is the case for the
sequential access method or the Cls for VSAM. This format allows a single application
request for records in multiple tracks or Cls to be satisfied by concurrent I/O requests to
multiple volumes. The result is improved performance for sequential data access by achieving
data transfer into the application at a rate greater than any single 1/0 path. The scheduling of
I/0O to multiple devices to satisfy a single application request is referred to as an 1/O packet.

VSAM data striping applies only to data sets that are defined with more than one stripe. Any
data set listed with one stripe is in the extended format and is not considered to be a striped
data set.

Restriction removed: In z/OS V1R12, the previous restriction on accessing striped data
sets from VSAM RLS is removed. All current VSAM striping rules now apply to VSAM RLS.

7.6.3 Dynamic trace enhancements

142

In previous releases, you could enable VSAM record management trace only by specifying
the trace parameter in the JCL DD card:

AMP=('TRACE=(subparameters) )

That method limited VSAM record management trace from supporting data sets that are
allocated dynamically, such as catalog data sets. The previous method also limited users
from enabling the trace dynamically and required users to take down the application to insert
trace parameters and open the data set before the trace could be enabled.

VSAM serviceability is enhanced by improving the usability of VSAM record management
trace. A new IDAVDTxx parmlib member is introduced to enable VSAM record management
trace dynamically, without using the DD card of the JCL. This new interface extends the
usability of VSAM record management trace to support data sets that are allocated
dynamically and allow the user to enable VSAM record management trace without taking the
application or data set offline. New trace functions are also added.

IDAVDTxx parmlib member

You can predefine a maximum of eight VSAM record management trace entries in an
IDAVDTxx parmlib member. Each trace entry consists of the target data set name, the target
job name, and the usual trace parameters such as Hook, PARM1, PARM2, and so on. After
the trace entries are defined, you can invoke the new started task, IDAVDT, with the START
console command to enable VSAM record management trace. Once you start IDAVDT, you
can interact with it with the MODIFY command to invoke different functions.

The parameters for the IDAVDTxx parmlib member are:

VTRACE Specifies that the current entry is to define a VSAM record management
trace entry.

DSNAME (data_set_name) - Specifies which data set the user would like to enable
VSAM record management trace.

JOBNAME (job_name) - Specifies the job where the targeted data set was opened or
will be opened.

HOOK (hook_id [,hook_id]) - Specifies the list of VSAM predefined hook points

where the trace should execute during VSAM record management
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processing. This statement consists of 1 to 3 other statements (SLIP,
DUMP, or ABEND).

PARM1 (trace_parm_1) - Specifies which control blocks VSAM record

management trace should capture.

PARM2 (trace_parm_2) - Specifies which control blocks VSAM record

management trace should capture when tracing the AlX.

ECODE (ANY | rsncode) - Specifies that tracing should occur only if an error code

is being returned to the caller.
ANY - Tracing is performed for any nonzero return code.

rsncode - Tracing is preformed only if the RPLFDBK code matches the
rsncode.

Note: The default member is IDAVDTOO.

Operator command for trace

Each trace entry consists of the target data set name, the target job name, and the usual
trace parameters. After you start IDAVDT, you can interact with IDAVDT with the MODIFY
command to perform the following functions for VSAM dynamic trace parameters:

READIN Parse the trace entries in the specified IDAVDTxx parmlib member and
insert it into the dynamic trace save area located in common storage.
ENABLE Enable a specific trace entry that is stored in the dynamic trace area.
DISABLE Disable a specific trace entry that is stored in the dynamic trace area.
DISPLAY Display a specific trace entry that is stored in the dynamic trace area.
VALIDATE Validate a specific trace entry, or all trace entries, that are stored in the

dynamic trace area.

INVALIDATE Invalidate a specific trace entry, or all trace entries, that are stored in the

dynamic trace area.

Note: You can predefine up to the maximum of 8 trace entries with different trace
parameters. Each trace entry consists of the target data set name, the target job name,
and the usual trace parameters. When the trace entries are defined, you can use the
START console command to call IDAVDT to enable VSAM record management trace.

Installation considerations
Take the following steps to use this new interface:

>

Before using the new VSAM dynamic trace started task, ensure that the shipped IDAVDT
proclib member and the IDAVDTOO parmlib member are updated in your parmlib and
proclib concatenations.

Read about the new parameters and values for the new IDAVDT proclib member and the
IDAVDTxx parmlib member in zZ0S DFSMSdfp Diagnosis, GY27-7618 and z/OS MVS
Initialization and Tuning Reference, SA22-7592.

Initialize the new proclib and parmlib members with appropriate entries for the desired
trace or traces.

Include these new proclib and parmlib members in your working library.

Copy the IDAVDTxx parmlib member from the data set pointed to by your parmlib DD
definition to the system’s working parmlib data set.
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» Copy the IDAVDT PROCLIB member from the data set pointed to by your PROCLIB DD
definition to the system’s working PROCLIB data set.

» Invoke the new started task IDAVDT using the START console command.

7.7 Copy storage group volumes

To simplify the creation of new SMS classes, storage groups, aggregate groups, and SCDSs,
you can copy existing ones and modify them.

However, the volumes defined in the storage groups cannot be copied. The storage
administrator will have to manually add volumes to the storage groups. This process can be

difficult at times.

With z/OS V1R12, using ISMF, a new option under the Copy function for pool type storage
group function is provided to allow you to indicate whether the volume list of the from storage
group should also be copied/added to the target storage group. The default is NO. To access

this new option, do the following:

1. From the ISMF Primary panel (panelid DGTSMMD2), select Option 6.

2. (Panelid DGTSCSG1) - Enter your CDS Name and select Option 1. Generate a list of
storage groups (names shown are in our system).

3. (Panelid DGTLGP23) - Select a STORGRP NAME (EAV) and type copy, as shown in

Figure 7-4.

CDS Name : SYS1.STPPLEX.SCDS

Enter Line Operators below:

LINE STORGRP  SG
OPERATOR  NAME TYPE
-==(1)-=-- -=(2)--- -------
DUMPS POOL
copy EAV POOL
LOGR POOL

NULLGRP  POOL
OPENMVS  POOL
SEQ POOL
SEQNEW  POOL

DGTLGP23 STORAGE GROUP LIST

VIO
MAXSIZE

(3)------ - (4)--

VIO
UNIT
(5)-

AUTO
MIGRATE
--(6) ---
NO

NO

NO

NO

NO

NO

NO

Figure 7-4 Storage group list

4. Panel DGTDCCA?2 is displayed. Enter a “/ “ to do the copy and specify a new Construct

Name, EAV1, as shown in Figure 7-
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Panel Utilities Help

DGTDCCA2 COPY ENTRY PANEL
Command ===>

Construct will be Copied from:

Data Set Name . . : SYS1.STPPLEX.SCDS
Construct Name . : EAV
Construct Type . : STORAGE GROUP

Specify "Copy To" Construct:

Data Set Name . . . 'SYS1.STPPLEX.SCDS'
(1 to 46 Characters)

Construct Name . . EAV1
(If Copy Pool - 1 to 23 characters, fully specified)
(Others - 1 to 8 characters, fully specified)
Enter "/" to select option - Replace Tike-named Construct
- Perform Alter
/ Copy Storage Group Volumes (Pool SG only)

Figure 7-5 Copy storage group panel with new option

If duplicate volume names are found, SMS returns reason code CSRDUPV(6707) and lists
the volume name in the ISMF log data, without adding it to the target storage group; see
Figure 7-6 on page 146 and Figure 7-7 on page 146.
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Panel Utilities Help

COPY ENTRY PANEL SMS RETCODE: 4

Command ===>
Construct will be Copied from:

Data Set Name . . : SYS1.STPPLEX.SCDS

Construct Name . : SEQ

Construct Type . : STORAGE GROUP
Specify "Copy To" Construct:

Data Set Name . . . 'SYS1.STPPLEX.SCDS'

(1 to 46 Characters)

Construct Name . . SEQNEW

(If Copy Pool - 1 to 23 characters, fully specified)

(Others - 1 to 8 characters, fully specified)
Enter "/" to select option Replace like-named Construct

Perform Alter
/ Copy Storage Group Volumes (Pool SG only)

Use ENTER to Perform COPY;
Use HELP Command for Help; Use END Command to Exit.

- RSNCODE: 6707 CSECT:IGDCSC50 SUBRETCODE: 0 SUBRSNCODE: -
-0 e

Figure 7-6 Message indicating error 6707 in Copy storage group

SEQ

RETURN CODE(0004); REASON CODE(6707)
MODULE (IGDCSC50) ; PROCEDURE()

MESSAGE ID( - ); LAST PANEL(DGTDCCA2)

SERVICE(SMS/CS); FEEDBACK(SUBRET: 0 SUBRSN: 0)
APPLICATION(DGT6 - SG); FUNCTION(SG COPY)
SEQ

RETURN CODE(0004); REASON CODE(1327)

MODULE (DGTFCFCV); PROCEDURE (DGTFCFCV)

MESSAGE ID(DGTUCO51 - DGTUCO51); LAST PANEL(DGTDCCA2)
SERVICE(CSI); FEEDBACK(SG COPY VOLUME , VOLUME SBOX3W)
APPLICATION(DGT6 - SG); FUNCTION(SG COPY)

Figure 7-7 List log ISMF with duplicate volume Dump Stacking Volume Limit Expansion

The DFSMShsm dump function copies source disk volumes, in their entirety, to a target tape
volume. The dump function allows stacking multiple source volumes on a single target tape

volume. Previously, the dump function allowed up to 99 source disk volumes to be dumped to
a single target tape volume. With increasing tape capacity, this limit has been increased, and
in zZ/OS V1R12, the maximum number of disk volumes allowed to be stacked on a single tape
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volume is increased from 99 to 255 volumes.This provides better utilization of the capacity of
the current tape technology.

To use this enhancement, specify the STACK parameters with the value of up to 255 on the
DFSMShsm BACKVOL DUMP OR DEFINE DUMPCLASS commands, as shown in
Figure 7-8.

DEFINE DUMPCLASS(MONTHLY DAY(1) RETPD(180) AUTOREUSE NORESET STACK(255)-
DATASETRESTORE VTOCCOPIES(4) )

F DFHSM,BACKVOL VOLUMES(DATAO1,DATA02,DATA03) DUMP(DUMPCLASS (MONTHLY))
STACK(255)

Figure 7-8 Show the new value on the commands

Note: A coexistence PTF is required for z/OS V1R10 and later DFSMShsm hosts within an
HSMplex to tolerate the increased dump stacking volume limit.

Systems prior to z/OS V1R12 with the coexistence PTF can process a dump volume with
more than 99 volumes (for example, when using RECOVER, AUDIT, or list).

Defining a dump class with a dump stacking value greater than 99 and specifying a dump
stacking value greater than 99 using the BACKVOL command can be done on z/OS
V1R12 only. Releases prior to z/OS V1R12, with the applicable PTF, will support a value
greater than 99, but will fail and issue a message if an attempt is made to define a value
grater than 99 on the pre-V1R12.

7.8 VOLSELMSG and TRACE parameters

To understand how to use the VOLSELMSG and related parameters for Volume Selection
Messages and Traces, see the IGDSMSxx parmlib member in zZ0S MVS Initialization and
Tuning Reference, SA22-7592.

IGDSMSxx parmlib member

In the IGDSMSxx parmlib member, using the VOLSELMSG keyword allows you to control
volume selection analysis messages issued when you create or extend an SMS-managed
data set to a new volume. These analysis messages are written to the hardcopy log and the
job log.

Currently, SMS TRACE and VOLSELMSG facilities share three parameters:
TYPE, ASID and JOBNAME

Specification of these shared parameters applies to both facilities simultaneously. There are
situations where the operator may need to use TRACE and VOLSELMSG on different events,
ASID and JOBNAME without affecting each other.

The new support in zZ/OS V1R12 allows different values to be specified on the shared
parameters for TRACE and VOLSELMSG facilities. This allows the operator to have better
control over SMS TRACE and VOLSELMSG diagnostic tools.

The keyword, VOLSELMSG, is defined as shown in Figure 7-9 on page 148 before z/OS
ViR12.
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VOLSELMSG({ON | OFF | 0 | nnnnn | ALL})

ON | OFF Controls whether SMS volume selection analysis messages are to be
issued.

Default: OFF

OlnnnnnlALL Controls whether SMS volume selection analysis messages are to be
issued.

Default: 0
0 - Indicates only summarized analysis messages are to be issued.

nnnnn - The number of volumes to be included in the message with a
range of 0 to 65535.

ALL - Indicates that all volumes used for volume selection will be included
in detailed analysis messages.

If you specify VOLSELMSG(nnnnn), where nnnnn has a value greater than 0, with
TYPE(ALL), you must also specify one of the following parameters to limit the number of
detailed analysis messages:

» JOBNAME
ASID
STEPNAME
DSNAME

vYvyy

When all volumes are to be included, volumes are listed by storage group. If only a subset
of volumes is to be included, volumes are listed in volume selection preference order
without an association to storage group. The system can issue an excessive number of
analysis messages to the spool for the following conditions:

» The job or address space creates or extends many SMS-managed data sets

» Many volumes are to be included in the analysis messages.

Figure 7-9 VOLSELMSG keyword before z/0OS V1R12

7.8.1 z/OS ViR12 enhancements

148

The changes in z/OS V1R12 are for the SMS TRACE and VOLSELMSG facilities because
they are enhanced to support different specifications on the shared parameters TYPE, ASID,
and JOBNAME.

The SMS command SETSMS VOLSELMSG(ON) can be used to request summarized and
detailed analysis messages on volume selection, if volume selection is not prematurely
terminated by an error. These analysis messages can assist you to perform problem
diagnosis on volume selection. See z/0S MVS System Commands, SA22-7627 for
information about using the SETSMS VOLSELMSG(ON) command.

The keywords TYPE, ASID, and JOBNAME are used to specify the scope for SMS TRACE
and VOLSELMSG facilities.

SETSMS command

Use the SETSMS command when the Storage Management Subsystem (SMS) is active
(running) to change a subset of SMS parameters from the console without changing the
active IGDSMSxx member of SYS1.PARMLIB.
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To display the setting of the parameters that are related to SMS volume selection analysis
messages, enter:

D SMS,VOLSELMSG

The response to this command is as follows:
I1GD002I 13:58:46 DISPLAY SMS 789

VOLSELMSG = (OFF,0) TYPE = ERROR JOBNAME = *
ASID = * STEPNAME = *

DSNAME = *

TRACE = ON SIZE = 128K TYPE = ERROR

JOBNAME = * ASID = *

New parameter syntax specifications

The values of TYPE, ASID, or JOBNAME parameters are set in an IGDSMSxx parmlib
member or also using the SETSMS command. With z/OS V1R12, there is new syntax for the
following parameters, as shown in Figure 7-10 and Figure 7-11 on page 150.

TYPE (ERROR | ALL[ (TRACE | T|VOLSELMSG|V) [,ALL|ERROR(TRACE | T|VOLSELMSG|V)1])

» Specifies how you want to trace events (TRACE) and issue volume selection analysis
messages (VOLSELMSG).

ERROR
Specify ERROR to trace error events and issue volume selection analysis
messages (VOLSELMSG(ON)) for allocations that have failed.

ALL
Specify ALL to trace all events and issue volume selection analysis
messages (VOLSELMSG(ON)) for all allocations.

[(TRACE|T|VOLSELMSG|V) [,ALL|ERROR(TRACE | T|VOLSELMSG|V)]]
These are optional sub-parameters. TRACE|T or VOLSELMSG|V associated with
the first sub-parameter specifies whether the required value, ALL or
ERROR, specified in the first sub-parameter applies to the TRACE or
VOLSELMSG facility. The second sub-parameter is optional and can be used
to specify another value and facility after the first sub-parameter is
specified. When none of these optional sub-parameters are specified, the
value specified in the first sub-parameter applies to both TRACE and
VOLSELMSG. For example, if you want to set a TYPE value of ERROR for the
SMS TRACE facility, and a TYPE value of ALL for the VOLSELMSG facility,
you could code:

TYPE (ERROR(TRACE) ,ALL (VOLSELMSG)) .

Figure 7-10 New syntax with z/OS V1R12 for the TYPE keyword
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ASID(asid|*[(TRACE|T|VOLSELMSG|V) [,asid|*(TRACE|T|VOLSELMSG|V)1])

Specifies whether SMS is to limit tracing (TRACE(ON)) or issue volume

selection messages (VOLSELMSG(ON)) to a specific address space (asid) or all

address spaces *.

asid|*
Limit tracing and volume selection analysis messages for a certain
address space, or all address spaces (*). You can enter up to 4 digits
for the ASID keyword. If you leave off the leading zeros, they are
inserted.

[(TRACE|T|VOLSELMSG|V) [,asid|*(TRACE|T|VOLSELMSG|V)]]
These are optional sub-parameters. TRACE|T or VOLSELMSG|V associated with
the first sub-parameter specifies whether the required value, asid or *,
specified in the first sub-parameter applies to TRACE or VOLSELMSG
facility. The second sub-parameter is optional and can be used to specify
another value and facility after the first sub-parameter is specified.
When none of these optional sub-parameters are specified, the value
specified in the first sub-parameter applies to both TRACE and VOLSELMSG.
For example, if you want to have ASID 0010 for the SMS TRACE facility,
and ASID 0020 for the VOLSELMSG facility, you could code:
ASID(10(TRACE),20(VOLSELMSG)).
Default: *

JOBNAME (jobname | * [ (TRACE | T|VOLSELMSG | V) [, jobname | * (TRACE | T|VOLSELMSG|V)]11)
Specify whether SMS is to 1imit tracing (TRACE) and volume selection
analysis messages (VOLSELMSG(ON)) for a certain job (jobname), or permit
tracing and volume selection analysis messages on all jobs.
This keyword supports objects or tape libraries.

jobname | *
Limit tracing and volume selection analysis messages for a certain job,
or all jobs (*). Specify "*" to issue for all jobs.

[ (TRACE|T|VOLSELMSG |V) [, jobname |* (TRACE|T|VOLSELMSG |V)]]
These are optional sub-parameters. TRACE|T or VOLSELMSG|V associated with
the first sub-parameter specifies whether the required value, jobname or
*, specified in the first sub-parameter applies to TRACE or VOLSELMSG
facility. The second sub-parameter is optional and can be used to specify
another value and facility after the first sub-parameter is specified.
When none of these optional sub-parameters are specified, the value
specified in the first sub-parameter applies to both TRACE and VOLSELMSG.
For example, if you want to have all jobs for the SMS TRACE facility, and
a particular job, JOB111l, for the VOLSELMSG facility, you could code:
JOBNAME (* (TRACE) ,JOB111 (VOLSELMSG)) .
Default: *

Figure 7-11 New syntax with z/0OS V1R12 for the ASID and JOBNAME keywords

Parameter syntax rules
The parameters can be used as follows:

TYPE (ALL|ERROR[(T|V), [ALL|ERROR(T|V)]1]
ASID(asid|*[(T|V),[asid|*(T|V)]]
JOBNAME (jobname |*[(T|V), [jobname|*(T|V)]1]

Each parameter is allowed to have up to 2 sets of subparameters, as follows:
T|TRACE or V|VOLSELMSG are valid facility name
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When none of the optional subparameters is specified, the value specified in the first
subparameter applies to both TRACE and VOLSELMSG as in previous releases, as follows:

TYPE (ERROR)

- Both TRACE and VOLSELMSG are Timited to the ERROR event
ASID(20)

- Both TRACE and VOLSELMSG are limited to ASID 20
JOBNAME (JOB111)

- Both TRACE and VOLSELMSG are limited to job name JOB111.

TRACE and VOLSELMSG parameter examples

The values for the TYPE, ASID, and JOBNAME parameters are set in an IGDSMSxx parmlib
member or on a SETSMS command. The first optional subparameter, T | V, specifies whether
the first set of subparameters applies to TRACE or VOLSELMSG, for example:

TYPE (ERROR(T))

- TRACE facility is limited to trace ERROR event
ASID(20(V))

- VOLSELMSG facility is limited to ASID 20.
JOBNAME (JOB111(TRACE))

- TRACE facility is Timited to job name JOB111

The second set of subparameters is optional and can be used to specify another value and
facility after the first set of subparameters is specified, for example:

TYPE (ERROR(T) ,ALL(V))

- TRACE facility is Timited to trace ERROR event

- VOLSELMSG facility is allowed on ALL event
ASID(20(VOLSELMSG) ,* (TRACE))

- VOLSELMSG facility is limited to ASID 20

- TRACE facility is allowed on all address spaces
JOBNAME (JOB111 (TRACE) ,J0B222(V))

- TRACE facility is Timited to job name JOB11l

- VOLSELMSG facility is limited to job name JOB222

Using the SETSMS command

You can use the SETSMS command to control how to issue the volume selection analysis
messages (Figure 7-12). If you want to issue detailed analysis messages for all volumes on
failure allocations, enter:

SETSMS VOLSELMSG(ON,ALL) TYPE(ERROR)

SETSMS VOLSELMSG(ON,ALL) TYPE(ERROR)
IEE7121 SETSMS  PROCESSING COMPLETE

DISPLAY SMS,VOLSELMSG
IGD002I 13:50:25 DISPLAY SMS 841
VOLSELMSG = (ON,ALL) TYPE = ERROR JOBNAME = *
ASID = * STEPNAME = *
DSNAME = *
TRACE = ON SIZE = 128K TYPE = ERROR
JOBNAME = * ASID = *

Figure 7-12 Using the SETSMS command with VOLSELMSG
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7.9 Multitasking volume recovery from dump

With increased tape capacities and the cost of DASD, many installations are looking to tape
for backup, archival, and disaster recovery solutions. DFSMShsm allows you to better utilize
the high capacity tapes with functions such as backup, migration, and dump. The DUMP
function allows multiple volumes to be “stacked” onto a single dump tape.

DFSMShsm functions that write to these tapes are multitasked. This allows for a smaller
window when backing up or migrating data to tape. Functions such as data set recovery,
volume recovery from backup, and recall are also multitasked. Volume recovery from dump,
however, is not and with the increasing popularity of the fast replication function, the absence
of this support is becoming apparent.

Fast replication copy pool

A fast replication copy pool may contain hundreds of volumes and there is no support to
recover a whole copy pool from tape with a single command. A FRRECOV command must be
issued for each volume. When an installation wants to recover multiple volumes from a dump
tape and has multiple tape drives to utilize, multiple DFSMSdss jobs can be invoked so that
the jobs are multitasked. Although for a small amount of volumes this may be feasible,
recovering many volumes can be a tedious task.

Prior to z/OS V1R12, a recovery operation from tape using the RECOVER command could
only recover one volume from a dump backup copy at a time. In addition, a fast replication
copy pool can contain hundreds of volumes, and previously there was no way to recover an
entire copy pool version from tape with a single command. An FRRECOV command had to be
issued for each volume. A copy pool version can be recovered from dump with a single
command.

7.9.1 z/OS V1R12 support enhancements

With z/OS V1R12, DFSMShsm now allows a user to define how many volume recovery from
dump tasks may run concurrently. The actual number of effective tasks can be up to 64 and
may be limited if restore and system resources are not available. To provide for better control
of DFSMSdss cross memory support, the following enhancements are:

» The existing SETSYS DSSXMMODE parameter is now expanded.
» An additional mutually exclusive alternative to the existing Y and N will be to specify:
BACKUP(Y|N), CDSBACKUP(Y|N), DUMP(Y|N), MIGRATION(Y|N), and RECOVERY(Y|N)
to specify whether DFSMSdss cross-memory will be invoked for:
Backup, CDS backup, dump, migration, and recovery functions, respectively.

» If the DSSXMMODE parameter is not specified on the SETSYS command during startup,
then the DFSMShsm default for all functions is not to start DFSMSdss in its own address
space. Any functions not specified will default to N.

» If the DSSXMMODE parameter is specified without Y or N during startup, specify all of the
functions for which DFSMSdss should be started in its own address space. Any functions
not specified will default to N.

7.9.2 Using multitasking recovery

Using the multitasking recovery you can do the following:
» Concurrently recover up to 64 volumes from dump
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» Recover a copy pool version from dump with a single command
» Recover partially dumped versions
» Dump and recover processing now using up to 256 KB blocks

As a result of these enhancements, the improvements are as follows:
» Recovery windows when recovering volumes from a dump copy are substantially reduced.

Volume recovery from dump can be of two flavors: recoveries of volumes that were
dumped via the BACKVOL command and from fast replication versions that were dumped.
For volumes that were dumped via the BACKVOL command, a RECOVER command must
be issued for each volume recovery. These commands will be queued up and processed
concurrently based on the number of tasks that are specified in the new
MAXDUMPRECOVERYTASKS(1-64) SETSYS keyword. For fast replication copy pools, a
single FRR command specifying which version is to be recovered can multitask volume
recovery from dump.

» Installations do not have to query their copy pools to get a list of volumes for individual
FRR commands when recovering a copy pool from dump or separately utilize DFSMSdss.
Installations can recover from an incomplete dump version if the PARTIALOK keyword is
specified on the FRR command. This should be used only under certain circumstances.

When you request a copy pool version recover from a partial dump version, the FRRECOV
command will be failed with message ARC1806E RCB68. If you wish to override and
recover the partial dump version, the PARTIALOK keyword must be specified on the
FRRECQV command. When the PARTIALOK keyword is used, the recovers will be
attempted and DFSMShsm will append PARTIALOK SPECIFIED to the end of the ARC1802I
message. If any of the recovers fail, the function return code displayed in the ARC1802I
message will be 8 or greater. If the PARTIALOK keyword is used unnecessarily on a full
dump version, the keyword will be ignored and PARTIALOK SPECIFIED will not be included
in the ARC1802I message text.

» A larger block size increases throughput.

Note: A copy pool version is a point-in-time backup, and recovering a partial copy pool
version could result in incomplete or out-of-sync data. For example, user catalogs for the
data sets in a copy pool are kept on source volumes. If a user catalog is recovered as part
of a partial dump volume recovery, it could reflect a state of that catalog which does not
reflect the current data set environment.

7.9.3 Copy pool enhancements

Since recovering an entire copy pool version from dump can take a long time, a failure during
the recovery process can be costly. To reduce the recovery window after a failure,
multitasking recovery from dump processing will keep track of which volumes were
successfully recovered, and on subsequent recovery requests, will not recover volumes that
have already been successfully recovered. A new keyword, RESUME (YES |NO), will be added to
the FRR command so that you can prevent recover processing from resuming a previously
failed recovery. The default will be to resume a partially recovered version.

A recovery of a copy pool that has already been partially recovered will only recover volumes
that have not been recovered yet (default). This eliminates redundant recoveries. You can
specify RESUME (NO) on the FRR command to recover all volumes.
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DFSMShsm will avoid unnecessary demounts and remounts of dump tapes after a volume
has been recovered by scanning the dump volume recovery queue for other volumes that are
on the same tape before requesting that the volume be demounted.

When a volume recovery request is found on the queue that needs the same dump volume
that is currently mounted, DFSMShsm will process that request before demounting the tape.
This optimization reduces tape mounts and demounts.

More granularity with the DFSMSdss cross memory feature gives an installation more control
over how their resources are used by DFSMShsm.

Recovering all volumes in a copy pool

This enhancement provides the ability for multiple RECOVER commands to be processed
concurrently and provides the ability to use a single FRRECOV command to recover all
volumes within a copy pool from DASD or tape. You can use the following command to
recover all of the volumes from a copy pool:

FRRECOV COPYPQOL (cpname)

The COPYPOOL (cpname) keyword indicates that all volumes associated with the named copy
pool are to be recovered.

You can specify the VERIFY keyword to verify that none of the volumes are in an unexpected
FlashCopy relationship before starting the recovery. When the copy pool is defined allowing
fast reverse restore, VERIFY(Y) indicates DFSMShsm is to verify that the state of the
FlashCopy relationships meet the fast reverse restore requirements. Otherwise, regular
FlashCopy can be used for the copy pool or the FRRECOV command will be failed.

VERIFY(N) indicates that the user has verified that the recovery can proceed successfully.
VERIFY(N) cannot be specified when the copy pool is defined allowing fast reverse restore
unless a previous FRRECOV COPYPOOL operation has determined that the copy pool
backup version is no longer eligible to use fast reverse restore. Regular fast replication
recovery can be used instead. If one or more volumes fail, the FRRECOV command ends
with a nonzero return code. If the copy pool was recovered without using fast reverse restore,
volumes that fail recovery can be tried again using the TOVOLUME keyword.

If the copy pool was recovered using fast reverse restore and the recovery was incomplete,
volumes that were not recovered can be tried again by issuing the FRRECOV COPYPOOL
command again. The RESUME(YES) keyword can also be used to retry recovery of volumes
that previously failed to recover.

7.9.4 SETSYS command enhancements

154

To enable concurrent RECOVER, the FRRECOV command processing from dump tapes, use
the new MAXDUMPRECQVERTASKS parameters on the SETSYS command. However, the
actual number of effective tasks will be limited by the number of tape drives available. The
new dump and recover processing is using up to 256 KB blocks.

MAXDUMPRECOVERTASKS(nn) parameter

MAXDUMPRECOVERTASKS (nn) is an optional parameter specifying the maximum number of
volume recovery from dump tasks DFSMShsm can concurrently process. This parameter
allows you to set the appropriate tasking level to recover individual volumes, based on the
number of tape drives available.

» For nn, specify a decimal number from 1 to 64 to represent the number of volume recovery
from dump tasks to be processed concurrently.

z/OS Version 1 Release 12 Implementation



» To enable up to 64 dump tasks, specify:
SETSYS MAXDUMPRECOVERTASKS (64)

Note: Special care must be taken when considering dump classes and their dump stacking
values. A higher dump stacking value requires fewer tapes; however, the higher the
number of volumes dumped onto a single tape, the greater the likelihood that a single tape
will be needed for multiple recovery tasks. If the specified number of concurrent tasks is
greater than the number of tape drives in use, the maximum number of concurrent tasks
will be limited.

To maximize throughput for fast replication volume recovery, use the SETSYS DSSXMMODE
command to start DFSMSdss in a separate address space to process these requests. For
more information about this address space and controlling it, see Chapter 60, “SETSYS
command: Establishing or changing the values of DFSMShsm control parameters,” in z0S
DFSMShsm Implementation and Customization Guide, SC35-0418.

7.9.5 Fast replication recovery

For fast replication recovery of an entire copy pool, you can specify the FRRECOV command
with the COPYPOOL parameter and copy pool name. By default, a fast replication recovery of a
pool is attempted from DASD. When only a tape backup copy is available, recovery is
attempted from tape. When both a DASD and tape backup copy are available, you can now
use the FROMDUMP parameter to recover all volumes within a copy pool from the tape backup

copy.

Because a copy pool version is a point-in-time backup, recovery from a partial dump could
result in an incomplete recovery. To allow recovery of a copy pool from a dump, you can use
the new PARTIALOK parameter on the FRRECOV COPYPOOL FROMDUMP command.

If a copy pool recovery request fails, by default, the request will automatically be resumed
when a subsequent FRRECOV COPYVOL FROMDUMP command request is issued for the
copy pool. The new RESUME parameter on the FRRECOV COPYPOOL FROMDUMP
command allows you to control this function. Specify RESUME (NO) to prevent resuming a failed
recovery. A full recovery will be attempted instead.

Furthermore, the QUERY ACTIVE, QUERY SETSYS, and CANCEL commands have been
enhanced to support multitask volume recovery from dump, with no changes to the command
syntax or input values.

For more information about recovering data sets or volumes using multitask volume recovery
from dump, see “Specifying the maximum number of volume recovery from a dump tasks” in
z/0S DFSMShsm Storage Administration, SC35-0421.

Note: Installations in a mixed release environment are restricted from issuing the
FRRECOV command from a lower release on a copy pool that has a partial recovery. See
APAR OA30350.

7.10 DFSMS SMS health check enhancement

Currently, SMS does not have any health check to help SMS users perform routine check-up
for installation configurations, report potential problems, and recommend solutions related to
SMS.

Chapter 7. DFSMS enhancements 155



With this enhancement in z/OS V1R12, SMS has a health check to monitor and alert the
status of the COMMDS and ACDS data sets as follows:

» SMS CDS separate volumes health check

With the SMS CDS separate volumes health check, a system programmer can be warned
when COMMDS and ACDS reside on the same volume to ease recovery in case of failure.

» SMS CDS REUSE option check

With the SMS CDS REUSE option health check, a system programmer can be warned
when an ACDS or COMMDS is activated without the REUSE option to avoid running into
space problems as a result of subsequent ACDS or COMMDS updates, or with
IMPORT/EXPORT functions.

Health check importance
This enhancement allows an installation to do the following:

» Verify that the ACDS and COMMDS are not allocated on the same volume.

If the ACDS and COMMDS are on the same volume, the health check will warn the system
programmer about the discovery and recommend a reallocation of the data sets on
different volumes.

Note: This prevents a possible single point of failure and eases the complexity of
recovery in case of a failure.

» Verify that both the ACDS and COMMDS have the REUSE option

If the ACDS or COMMDS do not have the REUSE attribute, the health check warns the
system programmer about the discovery and recommends changing the data set.

Note: This prevents running into space problems (SMS reason code 6068) as a result
of subsequent ACDS updates or IMPORT/EXPORT functions.

7.10.1 New health checks in z/0OS ViR12
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The two new SMS checks in z/OS V1R12 are as follows:
» CHECK(IBMSMS, SMS_CDS_REUSE_OPTION)

This check verifies that the active control data set (ACDS) and communications data set
(COMMDS) are defined with the REUSE option.

» CHECK(IBMSMS, SMS_CDS_SEPARATE_VOLUMES)

This check verifies that the active control data set (ACDS) and communications data set
(COMMDS) are not residing on the same volume.

Example usage of CDS

Figure 7-13 on page 157 shows a listing of IDCAMS of the ACDS and COMMDS not being
defined with the REUSE option and being defined on the same volume.
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CLUSTER

SYS1.STPPLEX.ACDS

IN-CAT --- MCAT.BH5CAT
ASSOCIATIONS
CLUSTER--SYS1.STPPLEX.ACDS
ATTRIBUTES
KEYLEN---=--n-mmmmmm 0 AVGLRECL--=--===-==-===- 0 BUFSPACE-------
SHROPTNS(3,3)  RECOVERY UNIQUE NOERASE LINEAR N
UNORDERED NOREUSE NONSPANNED
VOLUME
VOLSER--==--==-===--- STPSY2 PHYREC-SIZE--------- 4096 HI-A-RBA-------
CLUSTER =--=----- SYS1.STPPLEX.COMMDS
IN-CAT --- MCAT.BH5CAT
ASSOCIATIONS
CLUSTER--SYS1.STPPLEX.COMMDS
ATTRIBUTES
KEYLEN--=-==--=mmmmmmmmm 0 AVGLRECL----======-==-= 0 BUFSPACE-------
SHROPTNS(3,3)  RECOVERY UNIQUE NOERASE LINEAR N
UNORDERED NOREUSE NONSPANNED
VOLUME
VOLSER-==-===-=m=--- STPSY2 PHYREC-SIZE--------- 4096 HI-A-RBA-------

Figure 7-13 Listing of IDCAMS ACDS and COMMDS

REUSE option

When the ACDS and COMMDS not are defined with the option REUSE, health checker
issues the message shown in Figure 7-14.

HZS0002E CHECK(IBMSMS,SMS_CDS_REUSE_OPTION): 873
IGDH1011E CHECK(IBMSMS,SMS_CDS_REUSE_OPTION) DETECTED
ACDS (SYS1.STPPLEX.ACDS) AND COMMDS (SYS1.STPPLEX.COMMDS)
NOT DEFINED WITH THE REUSE OPTION.

Explanation: As a best practice, defining ACDS/COMMDS with the REUSE option
helps to avoid running into space problems (SMS reason code 6068) as result of
subsequent ACDS updates, or IMPORT/EXPORT functions.

System Programmer Response: Use ALTER command in IDCAMS to specify
the REUSE option for the control dataset. See DFSMS Access Method
Services for Catalogs for further details.

Figure 7-14 Health checker message for CDSs defined without the REUSE option

Using the same volume

When the ACDS and COMMDS reside on the same volume, health checker issues the
message shown in Figure 7-15 on page 158.
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HZS0002E CHECK(IBMSMS,SMS CDS_SEPARATE VOLUMES): 872
IGDH1001E CHECK(IBMSMS,SMS CDS_SEPARATE_VOLUMES) DETECTED THE
ACDS (SYS1.STPPLEX.ACDS)

AND COMMDS (SYS1.STPPLEX.COMMDS)

ALLOCATED ON THE SAME VOLUME.

Explanation: As a best practice, an ACDS/COMMDS must reside on a volume,
accessible from all systems in the SMS complex. To ease recovery in case of
failure, the ACDS should reside on a different volume than the COMMDS. Also,
you should allocate a spare ACDS on a different volume. The control data set
(ACDS or COMMDS) must reside on a volume that is not reserved by other systems
for a long period of time because the control data set (ACDS or COMMDS) must be
available to access for SMS processing to continue.

System Programmer Response: Reallocate ACDS and COMMDS on different

volumes.

Figure 7-15 Health checker message with CDSs on the same volume

7.11 IDCAMS DELETE PDS and PDSE

158

Before z/OS V1R12, with the IDCAMS DELETE command, only one data set member could be
deleted from a partitioned data set (PDS or PDSE) at a time. Wildcards were not allowed for
the member names. With z/OS V1R12, DFSMSdfp access method services (IDCAMS) has
added a new wildcard to the DELETE command, which lets you delete all members of a PDS
or PDSE. The DELETE command is enhanced to allow you to specify a single asterisk (*) as
the member name of a PDS or PDSE, as shown in Figure 7-16. This will delete all the
members in that PDS or PDSE.

This new feature allows you to empty a partitioned data set with a single IDCAMS DELETE
command, thus deleting all members. This removes the restriction of deleting only one
member at a time. This should save administrative work in managing data sets.

//STEP1 EXEC PGM=IDCAMS,REGION=4096K
//SYSPRINT DD SYSOUT=*
//SYSIN DD *
DELETE CESAR.PDS.DELETE.TEST(*)
DELETE CESAR.PDSE.DELETE.TEST(*)

Figure 7-16 JCL showing DELETE commands for a PDS and PDSE

The following new message, IDC0553I, is added with this support and is shown in
Figure 7-17 on page 159:

IDC0553T ALL MEMBERS IN DATA SET dsname DELETED
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DELETE CESAR.PDS.DELETE.TEST(*)
IDCO5531 ALL MEMBERS IN DATA SET CESAR.PDS.DELETE.TEST DELETED
IDCOO01I FUNCTION COMPLETED, HIGHEST CONDITION CODE WAS 0O

DELETE CESAR.PDSE.DELETE.TEST(*)
IDCO5531 ALL MEMBERS IN DATA SET CESAR.PDSE.DELETE.TEST DELETED
IDCOO01I FUNCTION COMPLETED, HIGHEST CONDITION CODE WAS 0O

Figure 7-17 Messages that all the members in a PDS and PDSE have been successfully deleted

7.12 DFSMSrmm enhancements for z/OS ViR12

The functional enhancements in z/OS V1R12 DFSMSrmm provide you with these benefits:

>

>

| 2

»

>

DFSMSrmm operational enhancements

DFSMSrmm inventory management and reporting enhancements
DFSMSrmm scalability, performance

DFSMSrmm reliability, availability, and serviceability (RAS)
DFSMSrmm hardware support

7.13 DFSMSrmm operational enhancements

With z/OS V1R12, the operator can obtain DFSMSrmm status information by using any of the
following methods:

>

»

The F DFRMM,QUERY ACTIVE operator command when issued from an operator
console at any time to display the status of DFSMSrmm, its local tasks, and request
queues. The operator can also use the abbreviations of QUERY and ACTIVE, for example:

F DFRMM,Q ACT or F DFRMM,Q A.

A TSO subcommand, RMM LISTCONTROL STATUS, from TSO or with any of the
DFSMSrmm APIs when DFSMSrmm is active and able to process subsystem requests.

With the LISTCONTROL STATUS subcommand. there was no way to retrieve information
about the DFSMS subsystem requests and task status except the MODIFY operator
command. The new DFSMSrmm TSO LISTCONTROL STATUS subcommand can be
used to request information about DFSMSrmm subsystem address space status, tasks,
and queued requests. The information returned is very similar to the results of the
operator QUERY ACTIVE command. The output of command RMM LISTCONTROL
STATUS is shown in Figure 7-18 on page 160.

You can use the CONTROL STATUS ISPF dialog (fast path command, selection 5.7.12
from the DFSMSrmm Command Menu - z/OS V1R12). You use the DFSMSrmm
Command Menu to provide access to all DFSMSrmm function menus. From these menus
you can use any DFSMSrmm function, provided you are authorized. You can then
interactively display status and manage active tasks when DFSMSrmm is active and able
to process subsystem requests.
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Menu List Mode Functions Utilities Help

ISPF Command Shell
Enter TSO or Workstation commands below:

===> prmm listcontrol status

Place cursor on choice and press enter to Retrieve command

=>

DFSMSrmm status = ACTIVE Journal = ENABLED Server Tlistener =

Local tasks = 10 Server tasks =10
Active =1 Active = 0
Held =0 Held =10
Queued requests = 0 New requests = NOTHELD
Nowait =0
Catalog =0

Last RESERVE 10:04:04 - DEQ
Debug Setting = DISABLED

Trace Levels
Active requests:
Function System Task Name Started Token S IP Status

LC TSU=CESAR 10:21:14 00500003

Figure 7-18 TSO subcommand RMM LISTCONTROL STATUS

7.13.1 CONTROL STATUS dialog option

160

From the DFSMSrmm ISPF dialog, the new CONTROL STATUS dialog option provides the
operator and systems programmer a means to display and control task status interactively.
You can use the CONTROL STATUS ISPF dialog (fast path command, selection 5.7.12 from
the DFSMSrmm Command Menu - z/OS V1R12). Figure 7-19 on page 161 is displayed.

You use the DFSMSrmm Command Menu to provide access to all DFSMSrmm function
menus. From these menus you can use any DFSMSrmm function, provided you are
authorized. You can then interactively display status and manage active tasks when
DFSMSrmm is active and able to process subsystem requests.
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Panel Help

EDGPC000 DFSMSrmm Control Information Menu
Option ===>

0 OPTIONS - Specify dialog options and defaults

1 CONTROL - Display cds control record details

2 SYSTEM - Display system options and defaults

3 SECURITY - Display security classification rules
4 VLPOOLS - Display volume pool definitions

5 MNTMSG - Display mount message definitions

6 REJECT - Display volumes to be rejected

7 ACTIONS - Display volume moves and actions

8 LOCDEF - Display Tlocation definitions

9 MEDINF - Display media information definitions
10 PARTITION - Display partition definitions

11 OPENRULE - Display open rule definitions

12 STATUS - Display status

Figure 7-19 DFSMS control information panel with the new option

When selecting Option 12 in Figure 7-19, the new panel in Figure 7-20 is shown with the

information about DFSMSrmm status. Option 12 is new with z/OS V1R12.

Panel Help Scroll

DFSMSrmm status . : ACTIVE Journal : ENABLED Server listener :

The following commands are valid: C,H and R or 'ENTER' to refresh

S Function System Task Name Started Token S IP Status

LC TSU ROGERS  12:56:34 00700002

EDGPCCO0 DFSMSrmm Status Row 1 to 1 of 1
Command ===> Scroll ===> PAGE

Local tasks . . . : 10 Active : 1 Held : 0 Active . .
Server Tasks . . : 0 Active : 0 Held : 0 HSKP . . .
Queued requests . : 0 Nowait : O Catalog : O New

Debug . . . . . . : DISABLED PDA trace level

Last reserve . . : 12:56:34 OQutstanding : N New held :

Task Commands

kkhkkkhhkhkhkkhhkhkhkkhkhkhkhhkhkhkkhkhkhkhkkhkkk Bottom Of data kkhkkkkhhkhkhkkhhkhkhkkhhkhkhkkhhkkhkkhkhkkhkkk

Figure 7-20 New panel with output of STATUS command

DFSMSrmm dialog CLIST processing

The DFSMSrmm CLIST processing dialog now enables you to specify that a search results
list is not to be created when generating a CLIST from the search panels. This might enable

you to process all the resources in a shorter time and bypass any system memory size
limitations when you select the CLIST Option to be YES in Figure 7-21 on page 162.
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Panel Help Scroll

EDGPTO10
Command ===>

Volume . . . . ITSO*
Owner . . . . . HAIMO
Job name

Limit . . . . .

Media name

Vendor .

Pool prefix . .
Status

Dates Start

Assigned

Create

Reference . .

Read .

Write . . . .
Changed . . .

Moved . . . .

Actions . . . .

Release
Actions . . .

DFSMSrmm Volume Search

More:
May be generic. Leave blank for all volumes
Owned by a specific user. Default is your userid
May be generic
Limit search to first nnnn volumes
Limit to a single media name
Supplier of media
or to a particular pool
Select volume status. Default is ALL
End Date, date range or relative value

Specify one or more pending actions

Specify oneormore releaseactions Options. ..

System use

Since . . . . .
Retention . . .
Original EXPDT
Hold . . . ..

Home . . . . .
Location
In container

Volume type . .

MedInf

Media type

Label . . . . .
Current version
Required version

VOL1 volser . .

Density . . . .

Specify one or more release options

Select system use. Default is ALL

Volumes assigned since YYYY/DDD

Volumes retained up to YYYY/DDD

YES, NO, or a specific date YYYY/DDD

YES or NO

YES to create a data set, or NO, or blank

Limit to volumes with this home Tocation name
Limit to volumes by location. May be generic
Stacked volser

( LOGICAL , PHYSICAL or STACKED )

Media information name ( IBM or MEDINF defined)
Tape media type ( for example HPCT )

Tape label standard ( for example SL )

Label version number( for example 3 )

Label version number( for example 4 )

Volser in the VOL1 Tabel ( NONE or volser )
Tape recording density

+

z/OS Version 1 Release 12 Implementation

Figure 7-21 Panel volume SEARCH request




When CLIST YES is provided, as shown in Figure 7-21 on page 162, the DFSMSrmm CLIST
Processing panel is displayed, as shown in Figure 7-22.

Panel Help

DFSMSrmm CLIST Processing
Command ===>

Enter optional prefix and suffix values

Prefix . . . . . ..

Returned text depending on resource being searched
Suffix . . . . ...

Enter optional fully qualified or partial data set information for CLIST

Data set name .
Expected data set size records

Extend existing CLIST YES, NO or blank
View search results NO YES, NO or blank

Press ENTER to CONTINUE, or END to RETURN.

Figure 7-22 Panel CLIST processing with the option view search results

Note: If you choose VIEW search results, in Figure 7-22, as NO (which is the default), the
search results list is not displayed. If you choose YES, the search results list is displayed.

7.13.2 Auto-reply policy and DFSMSrmm

The z/OS auto-reply (AUTOR) facility provides replies to write-to-operator with reply (WTOR)
messages in cases where there is no automation or when the operator is unaware of the
outstanding request or is taking too long trying to determine what the response should be.
When AUTOR is active, z/OS uses the auto-reply policies provided for the subset of the
DFSMSrmm WTORSs that are included in the default AUTOROO parmlib member provided by
z/OS. AUTORO0O0 also contains comments that provide the message text for each WTOR and
the rule used to select the WTOR.

You can define your own AUTORxx parmlib member to customize the auto-reply policies for
DFSMSrmm. You can override or supplement the policies in AUTORO0O to add more WTORs
to be handled automatically and to change the replies for these WTORSs already included in
AUTORO00. DFSMSrmm provides these AUTORxx parmlib members, which you can use as-is
or use as the base for your customization, as follows:

AUTORRM Includes, for all DFSMSrmm WTORs, an automated response suitable for
production running.

AUTORRP Includes, for all DFSMSrmm WTORs, an automated response suitable for
use when running DFSMSrmm in a mode other than OPMODE(PROTECT).

Chapter 7. DFSMS enhancements 163



Figure 7-23 shows three examples of AUTOR messages related to DFSMSrmm.

/* __________________________________________________________________ */
/* EDGO103D DFSMSrmm SUBSYSTEM INTERFACE IS INACTIVE - ENTER */
/* "IGNORE", "CANCEL" OR "RETRY" */
/* */
/* Notes: */
/* This message is normal for starting RMM after IPL when running */
/* parallel if you have not included INITRTN(EDGSSSI) in the IEFSSN */
/* parmlib entry for the rmm subsystem */
/* Reply RETRY to establish subsystem */
/* */
/* Rule: 5 */
/* */
MSGID(EDGO103D) DELAY(1m) REPLY(RETRY)
/* __________________________________________________________________ */
/* EDGO107A ENTER SUFFIX OF INITIALIZATION MEMBER OR "CANCEL" */
/* */
/* Notes: */
/* enter suffix of RMM initialization member appropriate to */
/* operating mode. *kKk */
/* */
/* Rule: 5 */
/* */
MSGID(EDGO107A) DELAY(1m) REPLY(PO)
/* __________________________________________________________________ */
/* EDGO117D DFSMSrmm DYNAMIC INSTALLATION EXITS INITIALIZATION */
/* FAILED - REPLY "IGNORE", "CANCEL" OR "RETRY" */
/* */
/* Rule: 5 */
/* */
MSGID(EDGO117D) DELAY(1m) REPLY(IGNORE)

Figure 7-23 Example of messages for AUTOR support with DFSMSrmm

Note: See z/OS DFSMSrmm Implementation and Customization Guide, SC26-7405 for a
complete list of all the messages and a complete description of the auto-reply support for
DFSMSrmm.

7.14 DFSMSrmm inventory management and reporting

DFSMSrmm provides utilities to manage your inventory, create reports, maintain the
DFSMSrmm control data set, and erase and initialize volumes. DFSMSrmm uses IKITSOEYV,
if necessary, to establish a TSO environment for each of its batch utilities.

With z/OS V1R12, DFSMSrmm has enhanced the following inventory functions:

» Retention Limit Reporting for EXPDTDROP and VRSRETAIN

» Enhanced HOLD support

You can now set the volume HOLD attribute to prevent automatic expiration and to prevent
use of the RMM DELETEVOLUME subcommand with RELEASE.
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» Copy Export Reporting

DFSMSrmm now provides a new EDGJCEXP sample job to report on copies of logical
volumes that have been exported from TS7700 Virtualization Engine. The report
consolidates point-in-time information from the copy export status file, the library, and
DFSMSrmm to enable you to more easily identify tape data that has been copy exported.

» Volume HOLD Reporting

DFSMSrmm now provides a new sample report, EDGGAHLD, to list all volumes where the
Hold attribute is set.

7.14.1 Retention Limit Reporting for EXPDTDROP and VRSRETAIN

DFSMSrmm provides the VERIFY function to perform a trial run of vital record processing
and synchronize catalog processing so you can see the results of processing on a production
run. The ACTIVITY file is optional except during VERIFY processing, when it is required so
that you can analyze processing results before they are actually performed. The ACTIVITY
file is a pre-allocated DASD data set, like the REPORT file. The ACTIVITY file is a variable
blocked file with the record length set to the largest record created by DFSMSrmm. The block
size is determined by the system.

z/0S V1R12 enhancements

The ACTIVITY file now contains information about the volume-related changes DFSMSrmm
makes to the control data set during inventory management.

The OPTION command operands have been updated to reflect enhanced retention limit
reporting for EXPDTDROP and VRSRETAIN and VRSDROP limit checking.

With z/OS V1R12, to aid in the analysis of the results of the EXPDTDROP limit checking
(when the action is not OFF) you can use the contents of the ACTIVITY file and extended
records from the extract file. The EDGJACTP sample generates a detailed report and a
summary report of expiration date retained volumes showing why they are set to pending
release. See the contents of the EXPDROP and EXPDROPS files.

Activity file

In z/OS V1R12, the ACTIVITY file is not intended to be a report, but to contain detailed
information about changes made to data sets and volumes during DFSMSrmm inventory
management processing. All data set record changes, but only a subset of volume changes,
are reported in the ACTIVITY file:

» Newly assigned volumes that are retained only by a volume VRS or that are retained only
because they are in a volume set and another volume in the set is VRS retained. This
information is needed to aid analysis of the VRSRETAIN retention limit processing and the
records are produced only when the VRSRETAIN action is not OFF.

» EXPDT retained volumes set to pending release because of the expiration date. This
information is needed to aid analysis of the EXPDTDROP retention limit processing and
the records are produced only when the EXPDTDROP action is not OFF, as shown in
Figure 7-24 on page 166.

The ACTIVITY file contains detailed information about data set and volume related changes
to the control data set made by DFSMSrmm during inventory management. The EDGJACTP
sample JCL provides reports from a combination of the ACTIVITY file and the report extract
file data set and volume records to help you analyze the results of processing. For the best
retention limit reporting you need the ACTIVITY file and the extended records from the report
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extract file (XREPTEXT or REPTEXT DD) from the same EDGHSKP run. This could be one
of the following:

» VRSEL, VERIFY, RPTEXT
VRSEL, RPTEXT

VRSEL, EXPROC, RPTEXT
EXPROC, RPTEXT

vYvyy

Other supported EDGHSKP parameters may also have been requested.

You can use the ACTRC_DSN_CHANGE field of the data set ACTIVITY record to identify the
reason for the change. You can use the ACTRC_VOL_CHANGE field of the volume
ACTIVITY record to identify the reason for the change. During processing, if an ACTIVITY file
is allocated, DFSMSrmm writes information about changes in the data set and volume
information, such as expiration, matching vital record specification, vital record status,
retention date, and catalog status to the ACTIVITY file. If VERIFY processing is being run, or
the retention limit checking action is FAIL and the limit is triggered, the changes are not
actually made.

Note: During expiration processing, DFESMSrmm identifies volumes not required for vital
records and not held by the HOLD attribute that are ready to expire by checking the
expiration date.

EXPDTDROP reports

To aid in the analysis of the results of the EXPDTDROP limit checking (when the action is not
OFF) you can use the contents of the ACTIVITY file and extended records from the extract file.
The EDGJACTP sample generates a detailed report and a summary report of expiration date
retained volumes showing why they are set to pending release. See the contents of the
EXPDROP and EXPDROPS files.

Note: If you want to quickly and easily identify which volumes have triggered the
EXPDTDROP or VRSRETAIN threshold, you can use the sample ICETOOL job
EDGJACTP that will produce detail and summary reports, as follows:

» EXPDROP and EXPDROPS
» VRSRETN and VRSRETNS

Figure 7-24 shows the updated sample report created by the EDGJACTP JCL. There is a
new column, HOLD, that has been added to the EXPDTDROP report.

1EXPDT retained volumes subject to EXPDTDROP 10/14-09 13:35:42 Sih e

Status: RELEASED —
VOLSER  VSEQD  DSHRME JOBNAME ~ EXPRSN  ASSIGNED EXPDT SR RETDATE ACTIONS  LOCATION  HOME DEST RLS ACT | HOLD
AD6920 1 I 2009-10014  2009/10-15 N SHELF SHELF 5 ¥
A0692L 1 RMMOSER. TEST. D521 I 2009/10/14  2009/10/15 N SHELF SHELF 5 i
ADE93D 1 I 2009710714 2009710715 N SHELF SHELF 5 i
AD693T 1 I 200910014 2009710715 N SHELF SHELF 5] 4
Volunes in this status 4

1EXPDT retained wolunes subject to EXPDTDROP 10/14-09 13:35:42 S

Status: NOCHANGE

VOLSER ~ V5SEQ  DSHAME JOBNAME ~ EXPRSN  ASSIGNED EXPDT SR RETDATE ACTIONS  IOCATION  HOME DEST RIS ACT |HOLD
A00OOL 1 2009710714 201041226 N SHELF SHELF 5 i
AD6S1D 1 200910014 2009/10/15 N SHELF SHELF 5 7
ADASTL 1 2009-10014 20091015 N SHELF SHELF 5 7
k06933 1 2009/10/14 2009401701 N SHELF SHELF 5 ¥
Volunes in this status 4

Figure 7-24 Sample report of volumes subject to EXPDDRORP limit checking

Figure 7-25 on page 167 shows a summary of EXPDT volumes for EXPDTDROP.
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Status VOLUME COUNT
NOCHANGE 2
RELEASED 2

Summary of EXPDT retained volumes for EXPDTDROP

01/20/09

05:55:21 !

Figure 7-25 EXPDTDOP summary report

VRSRETAIN report

To aid in the analysis of the results of the VRSRETAIN limit checking (when the action is not
OFF) you can use the contents of the ACTIVITY file and extended records from the extract file.
The EDGJACTP sample generates a detailed report and a summary report of newly assigned
volumes showing how they are processed. See the contents of the VRSRETN and VRSRETNS

files.

Figure 7-26 shows an example of the VRSRETAIN report (part 1). All volumes in the picture
are newly assigned. The following volumes and data sets are VRS retained:

» On VOL1, data sets DSN11 and DSN13
» On VOL2, all data sets
» On VOL7, data set DSN72

Note: The widths of the DSNAME and PRIMARY VRS fields are adjusted so the REPORT

can fit the figure.
DSN11 DSN21 DSN31 [Dsnat] [osns1] DSN61 DSN71
DSN12 DSN22 DSN42 DSN52 DSN72
DSN13 DSN53
Volume set Volume set
Favly voTmET Subyect o VRSRETHEN =gaigiy i1 s =
Status: RETAINED
DATA SET DATA SET VES VOLUHE
?  REASOH FETAIN  FILE_ IN
VOLSER FSEQ  DSHAME JOBMAME RETAIWED PRIN  Znd. ERIKARY VRS JOB MASK TYPE VES FEASON  COUNT SET
¥OL1 ___I RMNUSER . ISH11 ¥ EMMUSER . » D_ _________ E‘HE% ______ ; E__
woLl 2 FRHNUSEE.IGH12 1 ¥ EMMUSER » D INPLICIT I
FOLL 3 EMHUSER.DSH13 ¥ FMHUSER . # p] DATASET 3K
WLz 1 DO46053.DGH21 ¥ ¥ 946053 % I Vglz  VOLUHE 2K
VOL2 2 DOL0155.IGHZ2 VoLz  VOLUHE z K
VOLs 1 DO46059.DEHGT ¥ D 046059 .» D 1
¥aL? 1 DO7?077 .DSHT1 IMPLICIT 2 Y
woL? 2 DO77077 .IGH72 ¥ Da?7077 .DSH72 D DATASET £ X
data sets in this status: [
Beuly sssigued valuwes subject to VRSRETAIN 01420409 05:55:21 -2-
Status: NOTRETAIRED
DaTh SET DATA SET VRS VOLUNE
DROE  REASOH FETAIN  FIIE IN
VOLSER FSEQ  DSWAME JOBMAME ~ RETAINED PRIN  Znd. ERIKARY VRS JOB MASK TYPE VRS FEASON  COUNT SET
woL3 1 RHNUSEE.IGH31 STEINEA K ¥ EMMUSER D ¥
VL& 1 DOL015S . TSH41 z Y
TL4 2 RHHUSER.IGHAZ ¥ ] FMHUSER . # ] 2 ¥
VLS i DOi0155.DEHS1 3N
vaLs 1 D010155.DEHS2 I
1 I

WILS

dota sots in

DO10155 . GRS T

thiz status

&

Figure 7-26 Report VRSRETAIN part 1

Figure 7-27 on page 168 shows the example of VRSRETAIN (part 2). The widths of the
DSNAME and PRIMARY VRS fields are adjusted so the REPORT can fit the figure.
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vy assigned wolunes Subies TETH Tt 20705 TE 55 2T ==

Status: RETAINED
DATA SET D&Th SET VES VOLUHE

DROP  REASON VRS RETAIN FILE 1IN
VOLSER  FSEQ  DSHAME JOBNAME ~ RETAINED FPRIM 2nd PRIMARY VRS JOB HASK TYPE VRS REASON COUNT SET
VoLl 1 FEMMUSER.DSH11 ¥ RMMUSER. # D DATASET 3 N0
WOL1 2 EMMUSER.DSN12 i) v RMMUSER . * D IMPLICIT 3B
WOLLl 3 ERMMUSER.DSN13 ¥ RMMUSER . * D DATASET 3 R
¥OLZ 1 D046059.DSH21 " W DO46059 . = D VoLz VOLUKE 2 N
YoL2 2 DO010155.DSH22 voLz VOLUKE 2 N
VOL& 1 D046059 DSH&1 i I D046059 . * I 1 ¥
vaL? 1 D077077 DSH71 IMPLICIT 2 ¥
waL? 2 D077077 DSH72 ¥ D077077 DSH72 I DATASET 2 ¥
data sets in this status 8
Newly assigned volumes subject to VESRETAIN 01-20-09 05:55:21 ==
Status: NOTRETAINED
DATA SET DATAE SET VRS VOLUHE

DROF  REASON VRS RETAIN FIIE 1IN
WOLSER  FSEQ  DSHAME JOENAME  RETAINED FPRIM 2nd FRIMARY VRS JOB HASK TYFE VRS REASON COUNT SET
YOL3 1 EMMUSER.DSH31 STEINHA N W RHMUSER. * D 1 ¥
VOL4 1 D010155 DSH41 2 ¥
VOL4 2 EMMUSER.DSH42 i W RMMUSER. * I 2 ¥
VaLs 1 D010155.DSH51 3 N
VaLs 1 D010155 DSH52 3 N
VOLS 1 D010155 DSHG3 3N
data sets in this status 3
Summary of newly =ssigned wolumes for VRSRETAIN 01/20/0%9 05:55:21 — 1 -
Statua VOLUME COUNT
RETAINED 4
IMCTRETAINED 3

Figure 7-27 Report VRSRETAIN part 2

Coexistence: With APAR OA30881, this function is provided by rolling it down to z/OS
V1R11 and z/OS V1r10.

7.15 DFSMSrmm scalability and performance

In z/OS V1R12, DFSMSrmm has new support for the following items:
» EAV support

z/OS V1R10 introduced extended address volume (EAV), which allowed DASD storage
volumes to be larger than 65,520 cylinders. The space above the first 65,520 cylinders is
referred to as cylinder-managed space. Tracks in cylinder-managed space use extended
addressing space (EAS) techniques to access these tracks. Data sets that are able to use
cylinder-managed space are referred to as being EAS-eligible. EAV support has been
enhanced for both z/OS V1R11 and V1R12.

» Dynamic allocation support

In z/0OS V1R12, BSAM, BPAM, QSAM, and OCE are enhanced to support the existing
extended task input/output table (XTIOT), UCB nocapture, and DSAB-above-the-line
options of dynamic allocation. Previously, VSAM and EXCP were the only access methods
to support these dynamic allocation options. In V1R12 the EXCP support is enhanced and
BSAM, BPAM, and QSAM support is provided.

» |Pv6 support

DFSMSrmm supports the use of IP addresses that are compliant with either IPv4 or IPv6.
To use IPv6, you must first configure z/ OS Communications Server TCP/IP.

7.15.1 EAV support

All data sets used by DFSMSrmm can be eligible for allocation in the extended addressing
space of an EAV. This includes the DFSMSrmm journal, which in previous releases was not
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EAS eligible, and any dynamically allocated temporary files. For this support to work for the
DFSMSrmm journal, it must not be shared with a z/OS release below z/OS V1R12. With z/OS
V1R12 the DFSMSrmm journal is now EAS eligible. Any of the data sets used by or created
by DFSMSrmm processing can be directed to EAS.

One exception for EAV support is the RMM CLIST data set when it is created automatically by
SEARCH subcommand processing. You direct data sets to EAS by exploiting DC attributes,
SMS ACS routines, and JCL keywords.

EATTR=OPT support

For those data sets created dynamically by DFSMSrmm, the EATTR=0PT is specified so that
you can use the system to decide where the data set is to be allocated. DFSMSrmm specifies
EATTR=OPT on the dynamic allocation that creates the temporary data set.

DFSORT temporary sort files

Temporary sort files created by DFSMSrmm for use by DFSORT are always large format
EAS-eligible data sets when inventory management or EDGUTIL are used. This includes sort
input/output files created by EDGHSKP and EDGUTIL processing (DFSORT V1R12 is
required for this).

7.15.2 Dynamic allocation support

This new support applies to dynamic allocation of DASD, tape, and dummy data sets, and
cases where PATH= is coded. EXCP support, including the EXCPVR and XDAP macros, is
also affected. These enhancements provide virtual storage constraint relief especially in the
areas of DASD and tape support, and enable you to have more than about 3200
dynamically-allocated data sets. To exploit these enhancements, you need to set a new
DEVSUPxx parmlib member option, and change the following programs:

1. Those that call dynamic allocation and want to exploit extended task input/output table
(XTIOT), UCB nocapture, and DSAB-above-the-line options of dynamic allocation. They
must check that DFAXTBAM is set ON before they exploit any of these dynamic allocation
options. This bit signifies that the installation enables this function by setting the option in
the DEVSUPxx parmlib member.

2. Those that open files that might have been dynamically allocated with XTIOT, UCB
nocapture, or DSAB-above-the-line options of dynamic allocation. These programs need
to either:

a. Have no dependency on the changes at all, and so need to specify a new DCBE macro
LOC=ANY option.

b. Have other changes made in order to support XTIOT, uncaptured UCBs, and DSAB
above the line. These changes must be made prior to using the new DCBE macro
LOC=ANY option.

7.15.3 IPv6 support

Coexistence of prior releases of DFSMSrmm using client and server systems is possible with
z/0OS V1R12 and later releases using client and server systems. DFSMSrmm prior to V1R12
release is an IPv4-enabled application. DFSMSrmm on V1R12 and later releases is an
IPv6-enabled application that supports both IPv4 and IPv6 sockets. You can continue to use
IPv4 on all systems or you can run a mixed environment with one or more V1R12 systems
using IPv6 and other systems using IPv4. Once all systems are V1R12, you have the option
of moving all systems to IPv6. In a mixed environment, dual-mode IP stacks are required.
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Refer to zZ0S Communications Server: IPv6 Network and Application Design Guide,
SC31-8885 for more information.

Note: See z/OS DFSMS Using the New Functions, SC26-7473 for more information about
EAS and EAV. All DFSMSrmm utilities and programs support NON_VSAM_XTIOT=YES
options in the DEVSUPxx parmlib member.

7.15.4 DFSMSrmm reliability, availability, and serviceability (RAS)
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DFSMSrmm now creates additional PDA trace records for processing outside the subsystem
address space to enable improved diagnostics. Processing of PDA trace records created by
DFSMSrmm on z/OS V1R12 or later releases using ARCPRPDO requires ARCPRPDO from
z/OS V1R12 or later releases. Any attempt to process on a lower-level release results in an
error message.

Figure 7-28 has an example of the new trace record for a job.

Where the possible fields are:
» D1 - Indicates a trace record for a job.

» EB3 - Indicates a trace record for a TSU address space.
» E2 - Indicates a trace record for a STC.
» Xx00’ - indicates a trace record for the DFSMSrmm subsystem address space.
» 0240C4C6D9D4D4F1C1 - Indicates the 2-byte ASID and the 8-character jobname.
TIME USECS ID AS/TCB MOD LOGIC CALLER ARCPRPDO LEVEL= -owl
963 9mm—mmm o
121050.389472 01 D18E15 OCEOV ENTR OCEXT
+R13ADDR= +0 06447000 N |
ASID/JOB= +0 0240C4Co6 D9D4D4F1 C1 | ..DFRMM1........ |
DATA= +0 D3D6C3D2 60 JLOCK=. .o iiiins |

Figure 7-28 Sample formatted trace record

Improved shutdown processing

DFRMM shutdown now issues an additional message to list the job names of the address
spaces preventing shutdown. DFSMSrmm subsystem interface processing now correctly
detects that DFRMM is or has been stopped and fails incomplete and unprocessed requests
for the reason DFSMSrmm is not active. The operator now can immediately see the users that
caused the delay of a shutdown. Figure 7-29 on page 171 shows the new message issued by
DFSMSrmm.
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EDGO155I ADDRESS SPACE LIST BY JOBNAME:

jobname jobname jobname jobname jobname

NUMBER OF JOBNAMES DELAYING SHUTDOWN = Jjobname_count
Explanation: The DFSMSrmm subsystem is attempting to stop, but the shutdown
processing is delayed because there are tasks, on the current system, still
using DFSMSrmm resources. This message is preceded by EDGO1541.
In the message:
jobname Is the name of an address space delaying the DFSMSrmm shutdown. Up to 5
jobnames are listed in each of up to 6 Tines of this multi-line message. A
maximum of 30 jobnames is listed. If more than 30 address spaces are delaying
DFSMSrmm shutdown the 30th jobname is displayed as ¢ ¢
Jjobname_count
Is the count of all the address spaces delaying the DFSMSrmm shutdown not just
those Tisted.
System Action: The DFSMSrmm subsystem waits for the subsystem requests to be
completed.
Operator Response: If the reason for the delay is an outstanding WTOR, reply to
the outstanding WTOR for the address space holding the resource so the DFSMSrmm
function in that address space can complete. If you need to view the complete
list of address spaces at any time you can issue issue the “D
GRS ,RES=(SYSZRMM, SHUTDOWN) ,DET,SCOPE=SYSTEM” command to determine which address
space is holding the resource SYSZRMM/SHUTDOWN.
Systems Programmer Response: None.
Source: DFSMSrmm
Detecting Module: EDGRCVR
Routing Codes: 1
Descriptor Codes: 11

Figure 7-29 Message EDGO0155]

7.16 DFSMSrmm hardware support

DFSMSrmm now provides a new EDGJCEXP sample job to report on copies of logical
volumes that have been exported from the TS7700 Virtualization Engine. The report
consolidates point-in-time information from the copy export status file, the library, and
DFSMSrmm to enable you to more easily identify tape data that has been copy exported and
taken offsite for disaster recovery purposes. In prior releases there is no information
regarding the exported data sets. The benefits of volume stacking, which places many logical
volumes on a physical volume, are retained with this function. In addition, since the data
being exported is a copy of the logical volume, the logical volume data remains accessible by
the production host systems. Information about library and volume status can be obtained by
using reports that the library provides.

7.16.1 Creating reports about data sets and volumes that are copy exported

EDGJCEXP provides a report on copies of logical volumes that have been exported from
TS7700 Virtualization Engine. The report consolidates point-in-time information from the copy
export status file, the library, and DFSMSrmm to help you identify tape data that has been
copy exported
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EDGJCEXP input and output

You can create the reports either from the export list file of up to three copy exports, or from
the VOLUME MAP and PHYSICAL VOLUME STATUS POOL information created from the
IBM Virtualization Engine TS7700 Series Bulk Volume Information Retrieval Function (BVIR).
The information about stacked volumes and logical volume copies is retrieved from this input
and merged with the information that the DFSMSrmm extract file X records has for the
stacked and logical volumes. A current report extract containing extended records (type X) is
required. You can use any date format and time zone when you create the extract file.

For information about creating the BVIR volume map or physical volume status pool map, see
IBM Virtualization Engine TS7700 Series Bulk Volume Information Retrieval Function User's
Guide Version 1.5 at:

http://www-03.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP101094

7.16.2 Disaster recovery options
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Copy export provides a new function that allows a copy of selected logical volumes written to
the TS7700 to be removed and taken offsite for disaster recovery purposes. The benefits of
volume stacking, which places many logical volumes on a physical volume, are retained with
this function. In addition, since the data being exported is a copy of the logical volume, the
logical volume data remains accessible by the production host systems. Information about
library and volume status can be obtained by using reports that the library provides. This is
shown in Figure 7-30.

Export status file

During the execution of the copy export operation, the TS7700 appends records to the Export
status file. On completion of the copy export operation, the Export Status file then provides a
record with the details of the copy export operation.

Logical Volumes Stacked Volume Library Reports
VOILT VOU
> Export Status File
or
Bulk Volume
VoL 4= |nformation Retrieval
YL
(BVIR)

Figure 7-30 Merge information TS7700 and DFSMSrmm
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Bulk volume information retrieval (BVIR)

This facility uses an IBM standard labeled tape volume to both initiate a request for
information and return the results. Several types of data can be requested, for example:

» VOLUME STATUS for a specific volume
» CACHE CONTENTS

» VOLUME MAP

» POINT IN TIME STATISTICS

» PHYSICAL VOLUME STATUS POOL xx

Extract step JCL sample

Figure 7-31 shows sample JCL that contains an RMM Report Extract step at its beginning.
Customize the EDGJCEXP sample JCL SET symbols to name the data sets to be used for
input and output, and to select whether a copy export status file or BVIR output is used as

input.

/1*

// SET CEXP=1 ** Choose alternatively which
// SET BVIR=0 ** jinput shall be processed
/1*

// SET EXTRACT=RMM.EXTRACT.FILE ** customize pre-allocated

// SET MESSAGE=RMM.EXTRACT.MESSAGE ** files for RMM inventory m.
/1*

// SET BVOLMAP=RMM.BVIR.VOLMAP ** INPUT:

// SET BVOLSTA=RMM.BVIR.VOLSTAT * customize with your input
// SET COPEXP1=RMM.COPYEXP.FILE * data set names

// SET COPEXP2=NULLFILE * (optional)

// SET COPEXP3=NULLFILE ** (optional)

/1*

// SET REPDSN=RMM.REPORT.EXPDSN ** QUTPUT:

// SET REPLVOL=RMM.REPORT.EXPLVOL * customize with your output
// SET REPSVOL=RMM.REPORT.EXPSVOL ** report data set names

/1*

Figure 7-31 JCL to be tailored

Note: The input SET symbols are described in zZOS DFSMSrmm Reporting, SC26-7406.

Copy export reports

Figure 7-32 on page 174 shows examples of the three types of copy export reports. The data
columns in the copy export reports are presented in groups, which are presented in a
sequence depending on the sort order, as follows:

» DATA SET INFO

» LOGICAL VOLUME INFO
» STACKED VOLUME INFO
» COPY EXPORT INFO
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EDGJCEXP reports

The sort order is different for each of the three reports created, as follows:
» For the data set report

The information is sorted by data set name, listing the most recent copies of a data set
first.

» For the logical volume report

The information is sorted by ascending logical volume serial number, then by physical file
sequence number, and the report starts a new page for each logical volume.

» For the stacked volume report

The information is sorted by stacked volume volser, by logical volume volser, and by
physical file sequence number.

A new report page is used for each stacked volume.

1Copy Exported Data Sats -1 12468 a0 ©3:30:21
basad on Bulk ¥olure [nforration Fetrieesl data
DATA SET INFORMATLON LOGICAL ¥OLUKE INFD STACKED ¥OLUKE  INFD COFY EXPORT INFD

CREATE CREATE REC BLK  RETENTION EXPIRATION PHYSICAL ¥ FEQUIRED EXPIRATION CURRENT  DESTI IN  RETENTION ¥ EXFORT EXFORT
DATA SET NAME DATE TIME FM  SIZE DATE DATE FILE SEQ R WOLSER WOLSEQ LOCATION DATE WOLSER LOCATION RATION  TRAN DATE R DATE TI=E
BERNDS. EXPIRELL HYDAGS 60/33 ool P B0 DA0/53  meerML L THVIBAB L MAZZ 20y ML AGE00 ATLIABF WAZL 7 Zanvodl ¥ D030 BE0EE
BERNDS. EXFIRET, W46 06033 LSO F B DANISE 2GS/ L YHVER L M7 ool ABOID ATLAGGAF WZL ¥ POEVOGL ¥ 26000 BEAUSE
BERNDS. MULTL. WOLIE. [51 2000/33 4R B B0 2000/353  pE0gr 341 1 Y HY[2452 1 mzz 2000/ 31 ABZOI0 ATLI4BLF MATL T 20XVDEL Y 20807330 GEI0EE
BERNDS. MULTL. WOLIE. [51 200/33  9ER28 B B0 2000/353  pE00r 341 1 ¥ HY[241 1 mzz 2000/ 31 ABZDID ATLISBLF MATL T 202V0EL ¥ 20800330 BEI0EE
LCepy Exportad Dats Ssts By Legicn ¥alims a1 L2/68/ 200 3.2
based on Bulk ¥olure [nformation Retriewal data
Logicat ¥otws Tnfo: WWISL  1WAZ2 2060381
TATA SET IAFORBATIN STACKED ¥OLUE  THFD COFY EXPORT THFO
CREATE CREATE REC BLK  RETENTION EXPIRATION PHYSICAL ¥ CURRENT  DESTI W RETENTIZN ¥ EXPORT EXPORT
DATA SET NAME DATE TIME FM  SIZE DATE DATE FILE SEQ R WOLSER LOCATION RATION  TRAN DATE R DATE TIMNE
BERNDS MLLTL ¥OLURE. 151 2060/33  G2i2d FB B0 100,353 ZeOrML 1 TADZOD ATLMGEF MAZL T Z0EvORL ¥ 200,330 DA
BERNDS. SECLA. Y851 TGy sm GG B0 oondss MMl ¢ VADMOD ATLMBEF ML Y ZDnveel ¢ o/ d@ e
BERNDS. SECLA. HTDSEL o3 DGR P B DNSE ZM/AL 3 VADHGD ATLMBYFMGL Y DVRAL ¥ A0/ BE
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LCopy Exportad Data Ssts By Stacksd Woluwss a1 L2y 900 R
based en Bulk ¥olure Information Retrieval data
Stacksd Woluss Info: ABZOO0 ATL3434F MATL Y 202w 0GL Y 23000333 BE3I0EE
LOGICAL ¥OLUME TRFD TATA SET TRFORATION
ECUTRED EXPIRATION CREMTE  CREXTE REC BLK  RETENTION ECPIRMTION PWISIAL ¥
WOLSER WOLSEQ LOCATION DATE DATA SET RAME DATE TIME FM  SIZE [ATE DATE FILE SEQ R
WEgE] L W2 2000341 BERNDSWULTIVOLLRE. 51 @ caziad B o0 mends3 zeoial 1Y
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Figure 7-32 Sample report EDGJCEXP

7.17 DFSMShsm space management performance
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The target client environment for the DFSMShsm space management performance
improvements will be installations that currently are experiencing or are expected to
experience performance issues due to vertical growth (increasing the number of data sets on
individual disk volumes such as EAVs) and horizontal growth (increasing the number of data
sets across more disk volumes). Some indications that an installation may be experiencing
these performance problems can be primary space management and/or interval migration not
finishing within their respective windows.

Space management phases

Space management, which includes primary space management, interval migration, and
command volume migration, will be performed in multitasking mode. A migration queue will
be created and when in multitask mode, the implementation is as follows:

» One task performs VTOC scan, eligibility checking of extracted DSCBs, expiration, partial
release, and reconnect of eligible data sets (phase 1). Additionally, this task places all data
sets eligible in the extract list for extent reduction and/or migration on the Migration Queue
(MQ).
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» Another task (phase 2) processes MQ while the previously mentioned scanning VTOC
task (phase 1) continues onto the next volume for SMS and next set of entries for
non-SMS volumes.

In the top portion of Figure 7-33, the pre-V1R12 processing of phase 1 and phase 2 being a
serial process is being presented. First phase 1 processing is performed and then phase 2
processing is performed. In the bottom portion of Figure 7-33, the V1R12 multitasking of
phase 1 and phase 2 overlap is being shown. Notice that in the V1R12 graphic the phase 1
processing is a separate task from the actual data movement task (phase 2).
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Figure 7-33 Space management phase 1 and 2

As the ratio of volumes-to-tasks increases, performance savings increase because
DFSMShsm is preprocessing for the next volume while performing data movement for the
current volume, which reduces the overall processing time. Installations running
DFSMShsm’s space management functions (primary space management, interval migration)
should notice a reduction in the overall time windows used for these functions. This reduction
in existing time windows allows for future data growth (vertically and horizontally).

7.18 DFSMS AMS DCOLLECT enhancements

DCOLLECT is an IDCAMS command to gather system information and write machine-readable
records. As DFSMS grew from release to release, DCOLLECT did not keep up with all the line
items supported in DFSMS. As a result, clients cannot query the setting of some DFSMS
features. In z/OS V1R12, DFSMS access method services adds a number of attributes to the
output produced by the DCOLLECT command. The new attributes include the following list.
For details about the added attributes and how they appear in the DCOLLECT output record
structure, see "Appendix F" in ZZOS DFSMS Access Method Services for Catalogs,
SC26-7394.

The following new attributes are added to the data class type records:
» VSAM SPEED and REUSE
» Tailored Compression
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>

>

CICSVR Forward Log

RLS Greater Than 4 K Cache

Block Size Limit

Dynamic Volume Count

RLS 64 Bits Virtual (RLS Above The Bar)
Tape Performance Scaling

Tape performance Segmentation
System-managed Buffering

Tape Encryption (Key-label, Key-code)
CA Reclaim

EATTR value

The following new attributes are added to the data set type records:

»

»

>

>

Job-Name used to create the data set described by its format 8 DSCB
Step-Name used to create the data set described by its format 8 DSCB

Number of microseconds since midnight local time that the data set was created
Larger fields for space amount

The following new attributes are added to the storage group type record:

»

»

OAM Retention Protection
OAM Deletion Protection
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DFSORT improvements

DFSORT is distributed on a tape that you can install using IBM SMP/E for z/OS. This tape
contains functional modification identifiers (FMIDs) that identify DFSORT to SMP/E.

DFSORT provides a set of sample jobs that demonstrate techniques of interest to storage
administrators and others who analyze data collected from products such as DFSMShsm),
DFSMSrmm, DCOLLECT, and SMF. These sample jobs can be found in the ICESTGEX
member of the SICESAMP library after DFSORT is installed. You can also download these
sample jobs from the DFSORT FTP site listed to show some of the many ways that DFSORT
features such as ICETOOL and OUTFIL can be used to analyze data and generate reports.

In this chapter we introduce the DFSORT improvements in z/OS V1R12, especially with
regard to availability, RAS, scalability, and performance:

» There is a new method for work space calculation when input data resides on VSAM data
sets that were not properly closed. This improvement reduces user abends due to lack of
work space for sorting.

» Now DFSORT issues diagnostic messages in more situations, avoiding frequent reruns for
problem documentation.

» There are additional diagnostics for message ICE083A.

» Dynamic Allocation is improved.

» DFSORT now supports EVA cylinder-managed space eligible data sets.
» Memory object work space is now supported.
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8.1 File size for improperly closed VSAM data sets

DFSORT needs a good file size estimate to properly allocate work space and successfully
sort input records. DFSORT can automatically estimate the file size for disk input data sets
and tape data sets managed by DFSMSrmm or a tape management system that uses the

ICETPEX routine; see zZ0S DFSORT Installation and Customization, SC26-7524.

When a VSAM data set is opened for output, by a program or utility, but not closed properly,
the statistics associated with the data set are not updated. This may result in inaccurate file
size information for the VSAM data set. When possible, DFSORT will attempt to calculate a
more accurate file size for such an improperly closed VSAM fixed-length record data set.
Former versions of DFSORT would fail with error messages ICE046A or ICEO83A when the
input VSAM data sets were not properly closed. DFSORT now uses an alternate file size
determination method, using High Used Relative Byte Address (HURBA) to correctly
calculate the needed work space.

In the case of detection of improperly closed input VSAM data sets, DFSORT now issues the
new informative message ICE264I, instead of ICE255, as shown in Figure 8-1.

ICE2641 ddname STATISTICS MAY be INCORRECT

Explanation: DFSORT could not be certain that the data set information provided
by Catalog was correct for this copy application. The catalog entry for this
data set indicated that the component was not closed properly and the
statistics for the data set are invalid.

System action: None.

Programmer response: None required. For more information regarding the cause of
the invalid statistics, or the steps necessary to correct the statistics, see
the Statistics Group" section of z/OS DFSMS Access Method Services for Catalogs,
SC26-7394.

Figure 8-1 New message ICE264]

Note: Message ICE255] was changed to be issued only for a SORT application. Any
automated actions based on the ICE255] message should be evaluated; you may now
want to base these actions on the ICE2641 message for Copy applications.

8.2 Improved first failure data capture
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In prior releases of DFSORT, diagnostic messages were not issued unless a SORTDIAG JCL
statement was present, or installation option DIAGSIM was turned to YES. The default value
for this installation parameter is NO. In z/OS V1R12, when an error message (ICExxxA) is
issued and the message data set is available, DFSORT will always display ICE75xI, ICE8xxI,
and ICE9xxI diagnostic messages, unless MSGPRT=NONE is in effect. This can improve first
failure data capture and remove the need to rerun the application to display diagnostic
messages.

You no longer need to code the SORTDIAG DD or DIAGSIM=YES to cause DFSORT to issue
diagnostic messages when a critical error occurs (ICExxxA).
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Note: Any automated actions based on the presence of diagnostic messages should be
evaluated; these messages may now be present if an error message is issued.

8.3 Improved diagnostics

In prior DFSORT releases, not enough information was provided to diagnose why error
message ICE083A (Resources Unavailable for Dynamic Allocation) was issued. In z/OS
V1R12, DFSORT provides additional information in new messages ICE248| and ICE249],
when message ICE083A, ICE254I, or ICE258I is issued; see Figure 8-2. These new
messages assist in determining the reason why DFSORT was unable to dynamically allocate
all of the requested disk work space and what corrective actions may be taken:

ICE2481 DFSORT ATTEMPTED TO ALLOCATE xMB OF DISK WORK SPACE ON y WORK DATA SETS
Explanation: Provides information on the total disk work space DFSORT attempted
to allocate dynamically when it was unable to allocate all of the work space it
requested. x indicates the total megabytes of disk work space DFSORT attempted
to allocate. y indicates the total number of work data sets used for the
allocations. x/y is the amount of free space that must be available on at least
y volumes for DFSORT to allocate all of the work space it requested.

System action: None.

Programmer response: Verify that there are enough candidate volumes with the
required free space to satisfy the work data set space requests. If necessary,
increase the number of work data sets used for dynamic allocation to reduce the
required disk space for each.

ICE2491 DFSORT SUCCESSFULLY ALLOCATED xMB OF DISK WORK SPACE ON y WORK DATA
SETS

Explanation: Provides information on the total disk work space DFSORT
successfully allocated dynamically when it was unable to allocate all of the
work space it requested. x indicates the total megabytes of disk work space
DFSORT successfully allocated. y indicates the total number of work data sets
used for the allocations.

System action: None.

Programmer response: Verify that there are enough candidate volumes with the
required free space to satisfy the work data set space requests. If necessary,
increase the number of work data sets used for dynamic allocation to reduce the
required disk space for each.

Figure 8-2 New messages ICE248] and ICE249I

8.4 Dynamic allocation improvements

DFSORT’s dynamic allocation of work data sets provided limited capability to react to
unexpected increases in disk work space requirements, file sizes larger than expected, or
central storage resources becoming constrained. In z/OS V1R12, DFSORT's dynamic
allocation of work data sets has been enhanced to improve reliability in situations where the
disk work space requirements are larger than expected. A new DYNAPCT installation and
run-time option allows you to specify additional work data sets to be allocated with zero
space. DFSORT only extends these data sets when necessary to complete a sort application.
New message ICE278lI is issued if these additional work data sets are used.
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DFSORT's new shipped installation default of DYNAPCT=10 increases the number of
dynamically allocated work data sets by 10%. These additional work data sets are allocated
with zero space and only extended if required to complete a sort application. The availability
of these additional work data sets can improve reliability in situations where the disk work
space requirements are larger than expected. The DYNAPCT=n percentage can be changed
at installation or run-time, if appropriate. If you want DFSORT to behave as it did in prior
releases, you can set DYNAPCT=OLD.

8.5 XTIOT uncaptured UCBs and DSAB above 16 megabytes

In z/OS V1R12, a program that invokes DFSORT, ICETOOL, or ICEGENER can dynamically
allocate input, output and work data sets using the options for XTIOT, uncaptured UCBs, and
DSAB above 16-megabyte virtual. These data sets are supported to the extent that z/OS
supports them. However, DFSORT cannot use the more efficient sort technique, Blockset,
when this option is in use. Error message ICE189A was updated to inform that DFSORT's
primary technique, Blockset, could not be used due to the reason indicated by reason code
rsn, the meaning of which is documented in message ICE800I. Blockset was required to
handle one of the situations that cannot be handled by DFSORT's secondary techniques,
including this one.

A program dynamically allocated DFSORT input, output or work data sets using the options
for XTIOT, uncaptured UCBs, or DSAB above 16-megabyte virtual.

Note: A program that invokes DFSORT, ICETOOL or ICEGENER should not allocate other
data sets such as message, control, list, count, or symbol data sets using the options for
XTIOT, uncaptured UCBs, and DSAB above 16-megabyte virtual. These data set options
are not supported and the data set will not be recognized.

8.6 Extended address volumes

DFSORT supports EAS-eligible data set types on Extended Address Volumes to the extent
that z/OS supports these data sets. With full track blocking, the maximum number of
1,048,576 tracks can be used for a single work data set allocated in the cylinder-managed
space on an Extended Address Volume. The cylinder-managed space is space on the volume
that is managed only in multicylinder units. Cylinder-managed space begins at cylinder
address 65,520. Each data set occupies an integral multiple of multicylinder units. Space
requests targeted for the cylinder-managed space are rounded up to the next multicylinder
unit. The cylinder-managed space only exists on EAV volumes. Without full track blocking,
less than 1,048,576 tracks may be used.

For more information about EAV, see z/OS DFSMS Using Data Sets, SC26-7410.

8.7 Memory object intermediate work space
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DFSORT can now use memory object storage as intermediate work space or as an extension
of main storage. A memory object is a data area in virtual storage that is allocated above the
bar and backed by central storage. Using memory object storage as intermediate work space
is the recommended and preferred choice, but can be disabled, if appropriate. A new
MOWRK installation and run-time option allows you to specify whether memory object
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storage can be used for intermediate work space or as an extension of main storage, as
appropriate, or only as an extension of main storage. The MOSIZE installation default will still
limit the total amount of memory object storage that can be used by a sort application.

MOWRK=YES, which is the default option, specifies that the memory object storage available
to DFSORT for memory object sorting can be used as intermediate work space. NO specifies
that memory object storage can only be used as an extension of main storage, as in the
previous release of DFSORT.

Note: DFSORT's new shipped installation default of MOWRK=YES allows memory object
storage to be used as intermediate work space or as an extension of main storage, as
appropriate. MOWRK=YES can improve performance. If you want DFSORT to only use
memory object storage as an extension of main storage, as in previous releases, you can
set MOWRK=NO. The MOSIZE installation default will still limit the total amount of memory
object storage that can be used by a sort application.

For a detailed description of the MOWRK parameter, see zZ0OS DFSORT Installation and
Customization, SC26-7524.
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Service aids enhancements

MVS service aids are a group of tools to aid in detecting problems, gathering documentation
needed to solve the causes, and communicate with support locations remote from where
materials may have originally been collected.

This chapter describes the following service aids enhancements:

» SADMP support for EAV2

» SuperZap support for EAV3

» |IPCS PDS enhancement

» IPCS SYSTRACE formatting enhancements

» SADMP ASID prioritization

» Console dump support

» Service Aids support for BAM XTIOT
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9.1 SADMP support for EAV volumes

The first stage of EAV support was shipped in z/OS V1R10. EAV1 support allowed most
VSAM objects to reside in cylinder-managed space on extended access volumes.

The second stage of EAV support in z/OS V1R11 adds the ability to place extended format
sequential data sets in cylinder-managed space. EAV1 and EAV2 support were largely
implemented by the DFSMS of z/OS.

SADMP provides a new function to fully support placement of dump data sets in
cylinder-managed space on extended access volumes. This was introduced in z/OS V1R11
but the supporting IPCS functions were not enhanced. In z/OS V1R12 the REXX exec
AMDSADDD and IPCS utility Option 6, SADMP DASD Dump Data Set Utility, are changed to
provide support for SADMP data sets in cylinder-managed space.

SADMP data sets defined as extended format sequential data sets can now be allocated in
cylinder-managed space and are fully supported by IPCS.

9.1.1 IPCS SADMP dump data set utility

The SADMP dump data set utility is accessed via IPCS Option 3.6, as shown in Figure 9-1
(Panelid BLSPPRIM), Figure 9-2 (Panelid BLSPUTIL), and Figure 9-3 on page 185, has been
enhanced to support SADMP data sets in cylinder-managed space.

BLSPPRIM----------- z/0S 01.12.00 IPCS PRIMARY OPTION MENU =----------ccmmmm
OPTION ===>
kkkkkkkhkkhkhkkhkkkhkkhkk*k
0 DEFAULTS - Specify default dump and options * USERID - ROGERS
1 BROWSE - Browse dump data set * DATE - 10/08/17
2 ANALYSIS - Analyze dump contents * JULIAN - 10.229
3 UTILITY - Perform utility functions * TIME - 13:14
4 INVENTORY - Inventory of problem data * PREFIX - ROGERS
5 SUBMIT - Submit problem analysis job to batch * TERMINAL- 3278
6 COMMAND - Enter subcommand, CLIST or REXX exec * PF KEYS - 24
T TUTORIAL - Learn how to use the IPCS dialog FkkFk ko kdkkkkkkkokkok
X EXIT - Terminate using log and Tist defaults
Enter END command to terminate IPCS dialog
Figure 9-1 IPCS PRIMARY OPTION MENU panel
BLSPUTIL----------mmmmmmmmem oo IPCS UTILITY MENU --------mmmmmmmm e -
OPTION ===> *kkkkhkhkkkkhhhhkkx
1 COPYDDIR - Copy dump directory data * USERID - IPCSU1
2 COPYDUMP - Copy a dump data set * DATE - 95/10/27
3 COPYTRC - Copy trace data sets * JULIAN - 95.300
4 DSLIST - Process Tist of data set names * TIME - 18:17
5 DAE - Process DAE data * PREFIX - IPCSUl
6 SADMP - SADMP dump data set utility * TERMINAL- 3278T
* PF KEYS - 24
Enter END command to terminate it

Figure 9-2 IPCS UTILITY MENU panel
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AMDSAPUT ----------- SADMP DASD Dump Data Set Utility ------------------
Command ==>

Enter/verify parameters. Use ENTER to perform function, END to terminate

Function ==> R ( C - Clear, D - Define, R - Reallocate)

DSNAME ==>
Volume serial numbers: (1-32)

1- 8 VoL0o01

9-16

17-24

25-32
Unit ==> 3390 (3380, 3390, or 9345)
Cylinders ==> 500 (cylinders per volume)

DSNTYPE ==> B ( B - Basic, L - Large, E - ExtReq)
CATALOG ==> Y (Y or N)
EATTR ==> N ( N - No, O - Optional)

Optional SMS classes: (May be required by installation ACS routines)
StorClas ==> DataClas ==> MgmtClas ==>

Figure 9-3 SADMP dump data set utility

DSNTYPE=EXTREQ

The panel now supports DSNTYPE=EXTREQ DASD dump data sets (extended-format data
set (E)) with no operational changes required. The placement of the dump data set on an EAV
relies upon the DSNTYPE and EATTR options and the BreakPointValue (BPV). EATTR
indicates the extended attributes of the dump data set. EATTR=0OPT indicates that extended
attributes are optional for the dump data set. EATTR=NO indicates that extended attributes
are not requested for the dump data set.

These are the expected results for the different combinations of EATTR and the size of the
data set when DSNTYPE=EXTREQ is requested:
» DSNTYPE=EXTREQ,EATTR=0OPT - Cylinders requested is more than BPV
Result: Data set in cylinder-managed space (format 8 DSCB)
» DSNTYPE=EXTREQ,EATTR=0PT - Cylinder requested is less than BPV
Result: Data set in track-managed space (Format 8 DSCB)
» DSNTYPE=EXTREQ,EATTR=NO
Result: Data set in track-managed space (Format 1 DSCB)

Note: Use the EATTR parameter to indicate whether the data set can support extended
attributes (format 8 and 9 DSCBs) or not. To create such data sets, you can include
extended address volumes (EAVSs) in specific storage groups or specify an EAV on the
request or direct the allocation to an esoteric containing EAV devices.

EATTR = OPT - Extended attributes are optional. The data set can have extended
attributes and reside in EAS. This is the default value for VSAM data sets.

EATTR = NO - No extended attributes. The data set cannot have extended attributes
(format 8 and 9 DSCBs) or reside in EAS. This is the default value for non-VSAM data sets.
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9.1.2 Using the AMDSADDD utility
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The REXX utility AMDSADDD can be used to allocate and initialize the data set. Additional
positional keywords were added to the AMDSADDD syntax to allow allocation of SADMP
data sets in cylinder-managed space.

Note: The dump data set must be both allocated and initialized using the AMDSADDD
REXX or IPCS SADMP dump data set utilities.

The DSNTYPE= option was extended to:
[EXTREQ|LARGE | BASIC]

Note: When DSNTYPE=EXTREQ is specified, EATTR=[OPTINO] should be specified.
The default is EATTR=NO.

New syntax for AMDSADDD
The new syntax is as follows:

AMDSADDD {DEFINE|CLEAR|REALLOC}

volser{(data set name)}
(type[,[STORCLAS] [, [DATACLAS] [, [MGMTCLAS]11]) [space]
[YES|NO] [EXTREQ|LARGE|BASIC] {EATTR(OPT|NO)}

Or

AMDSADDD {DEFINE|CLEAR|REALLOC}

(volumelist){(data set name)}

(typel, [STORCLAS] [, [DATACLAS] [, [MGMTCLAS]]1]) [space]
[YES|NO] [EXTREQ|LARGE|BASIC] {EATTR(OPT|NO)}

Note: When specifying the REALLOC option for an existing multivolume data set, the
same list of volumes must be specified as when the data set was originally allocated.

The example in Figure 9-4 on page 187 is taken from z/OS MVS Diagnosis: Tools and
Service Aids, GA22-7589. It shows how the AMDSADDD utility can be used to allocate and
initialize an extended format dump data set.
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------------------------- TSO COMMAND PROCESSOR ==-==-=cmcmmmmmeeee
ENTER TSO COMMAND, CLIST, OR REXX EXEC BELOW:

===> exec ’sysl.sblscli0(amdsaddd)’

What function do you want?

Please enter DEFINE if you want to allocate a new dump data set
Please enter CLEAR if you want to clear an existing dump data set
Please enter REALLOC if you want to reallocate, clear an existing dump data set
Please enter QUIT if you want to leave this procedure

define

Please enter VOLSER or VOLSER(dump data set _name) or (VOLLIST)

or (VOLLIST) (dump_data set_name)

(SADPK1,SADPK2) (SADMP . SAMPLE)

Please enter the device type for the dump data set

Device type choices are 3380 or 3390 or 9345

(An SMS STORAGE CLASS, DATA CLASS, AND MANAGEMENT CLASS

MAY ALSO BE SPECIFIED WITH THE DEVICE TYPE)

(3390,STORCLAS ,DATACLAS ,MGMTCLAS)

Please enter the number of cylinders (per volume)

400

Do you want the dump data set to be cataloged?

Please respond Y or N

y

Specify the DSNTYPE. Reply BASIC or LARGE or EXTREQ

EXTREQ

Specify the extended attributes for the dump data set. Reply OPT or NO
oPT

TIME-11:54:59 PM. CPU-00:00:00 SERVICE-58954 SESSION-00:07:25 AUGUST 1,2009
Note: Allocated space does not match requested amount

Amount allocated: 420

Amount requested: 400

Initializing output dump data set with a null record:

Dump data set has been successfully initialized

Results of the DEFINE request:

Dump data set Name : SADMP.SAMPLE

Volume : SADPK1 SADPK2

Device Type : 3390

Allocated Amount : 420 (per volume)

Figure 9-4 Using AMDSADDD to allocate and initialize an extended SADMP data set

9.1.3 Examples of running AMDSADDD in batch mode

The following examples show how to use JCL to allocate and initialize dump data sets.
Because users cannot be prompted to enter values when invoking the AMDSADDD REXX
utility in batch mode, you must specify all parameters in the order listed.

Example 1

This example shows how to use JCL to allocate and initialize the dump data set
SADMP.DDS2 on VOL=SER=USRDS53 with a size of 2653 cylinders. The BASIC type of data
set is allocated because the dsntype parameter is not specified.

//SAMPLE JOB °S3031,B7100003,S=C*,°BATCH EXAMPLE’,RD=R,
// MSGLEVEL=(1,1),CLASS=E,NOTIFY=&SYSUID,MSGCLASS=H
//STEP1 EXEC PGM=IKJEFTO1,REGION=64M
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//SYSTSPRT DD SYSOUT=*

//SYSTSIN DD *

EXEC *SYS1.SBLSCLIO.EXEC® *DEFINE USRD53(SADMP.DDS2) 3390 2653 N’
/*

Example 2

This example shows how to use JCL to allocate and initialize a dump data set named
SADMP.DS on VOL=SER=USRDS1 with 2953 cylinders in the cylinder-managed space:

//SAMPLE JOB 'S3031,B707000,S=C*, 'BATCH EXAMPLE’, RD=R,
// MSGLEVEL=(1,1),CLASS=E,NOTIFY=&SYSUID,MSGCLASS=H
//STEP1 EXEC PGM=IKJEFTO1,REGION=64M

//SYSTSPRT DD SYSOUT=*

//SYSTSIN DD *

EXEC 'SYS1.SBLSCLIO.EXEC’

'DEFINE USRDS1(SADMP.DS)(3390,storclas) 2953 Y EXTREQ OPT’
/%

9.2 Superzap support for EAV3

The AMASPZAP service aid, also called SPZAP or Superzap, dynamically updates or dumps
programs and data sets. You can use AMASPZAP to inspect and modify instructions or data
in any load module or program object in a program library, to dump a load module or program
object in a program library, or to update the system status index in the directory entry for any
load module or program object. Load modules can be updated in place; when a program
object is updated using AMASPZAP, a new copy of the program object is created.

The first stage of EAV support (EAV1) was shipped in z/OS V1R10. EAV1 support allowed
most VSAM objects to reside in cylinder-managed space on extended access volumes. The
second stage of EAV support (EAV2) in z/OS V1R11 added the ability to place extended
format sequential data sets in cylinder-managed space. Superzap has fully supported
placement of SYSIN and SYSPRINT data sets in cylinder-managed space.

SYSLIB refere