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Preface
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years ago, Paul worked in the IBM Installation Support Center (ISC) in Greenford, England
providing OS/390 and JES support for IBM EMEA and the Washington Systems Center in
Gaithersburg, Maryland.

Patrick Bruinsma is an Advisory IT Specialist working for IBM Global Services in the
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z/OS Version 1 Release 5
overview

In this chapter we describe the functional enhancements available in z/OS Version 1
Release 5. The changes we introduce include the following:

» In the base control program (BCP):

WLM dynamic application environment API
AutoPDAS (HyperSwap™)

Outage avoidance logger service tasks hang relief
Logstream data set deletion management

» In UNIX System Services:

BPXPRMxx creates mountpoints within the file system
BPXCOPY extensions for UNIX file to file copy
Sysplex verification shutdown versus hard wait
Sysplex remount

New symlink symbolics

» In Security server with RACF:

— Dynamic templates
— Multilevel security (MLS)

» In DFSMS:

RMM backup at any time

RMM duplicate VOLSER support
Re-index of online volumes
DFSMS enhancements
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1.1 z/OS Version 1 Release 5

z/OS V1RG5 offers a number of enhancements that provide improvements in availability,
scalability and performance, application flexibility, and ease-of-use. z/OS V1R5 and all the
features and Web deliverables available for this release run on the following IBM servers:

>

»

»

»

v

zSeries z990 or equivalent
zSeries z900 or equivalent
zSeries z800 or equivalent

S/390® Parallel Enterprise Servers — Generation 5 (G5) and Generation 6 (G6) models
or equivalent

Note: Driver 26, licensed internal code V1.6.2, or later, is required on a G5 or G6 server
to support architectural enhancements required by z/OS.

Multiprise® 3000 Enterprise Server or equivalent

Attention: zSeries file system (zFS) is the strategic UNIX Systems Services file system for
z/OS. The Hierarchical File System (HFS) functionality has been stabilized. HFS is
expected to continue shipping as part of the operating system and will be supported in
accordance with the terms of a customer's applicable support agreement. IBM intends to
continue enhancing zFS functionality, including RAS and performance capabilities, in
future z/OS releases. All requirements for UNIX file services are expected to be addressed
in the context of zFS only.

1.1.1 Functional enhancements with z/OS V1R5

The functional changes in z/OS V1R5 that may be of particular interest to system

2

p

»

z/OS Version

rogrammers are the following:
BCP enhancements

— WLM dynamic application environment API

— AutoPDAS (HyperSwap)

— Outage avoidance - logger service tasks hang relief

— Logstream data set deletion management

— System-managed Coupling Facility (CF) structure duplexing
— Consoles enhancements feature

— 64-bit shared virtual storage

UNIX System Services enhancements

— BPXPRMxx creates mountpoints within the file system
— BPXCOPY extensions for z/OS UNIX file-to-file copy
— Sysplex verification shutdown versus hard wait

— Sysplex remount

— New symlink symbolics

z/OS Security server with RACF enhancements

— Dynamic template
— Multi-level security

DFSMS enhancements

— RMM backup at any time
— RMM duplicate VOLSER support
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— Re-index of online volumes
— SMS availability and usability enhancements

1.2 z/OS V1iR5 BCP enhancements

The Base Control Program (BCP) provides essential operating system services. The BCP
includes the 1/0 configuration program (IOCP), the workload manager (WLM), system
management facilities (SMF), the z/OS UNIX System Services (z/OS UNIX) kernel, and
support for Unicode. As of z/OS V1R3 and z/OS.e V1R3, the BCP also includes the program
management binder, which was formerly in the DFSMSdfp™ base element.

The BCP for z/OS V1R5 changes are briefly described in this section; complete details on the
function and implementation are presented in later chapters.

1.2.1 WLM dynamic application environment API

Prior to z/OS V1R5 it was necessary to define one or multiple application environments
through WLM's administrative application when using WLM's Queue and Server
management capabilities. This application environment definition tells WLM how it can start
server address spaces in order to manage the number of servers for the environment. This
configuration step had to be done manually for various applications like DB2, scalable
webserver, MQSeries Workflow, and Websphere Enterprise Edition.

In z/0OS V1RS5, this support addresses the customization and replication problems of
application environments. There is a new service which allows an application to define and
remove application environments as well as enhancements to allow multiple application
environments dynamically. This eliminates the manual customization steps and reduces the
chance of introducing configuration errors. This new support does the following:

» Enables dynamic definition of WLM application environments dynamically

» Eliminates traditional manual customization steps using the WLM administrative
application

» Reduces the chance of configuration errors
» Simplifies installation, especially in WebSphere® applications

1.2.2 AutoPDAS (HyperSwap)

PPRC Dynamic Address Switching (P/DAS) provides the ability to redirect all application I/O
from one PPRC volume to another PPRC volume with minimal application impact. P/DAS
operations are based on the Peer-to-Peer Remote Copy (PPRC) functions of the 3990 Model
6 Storage Control, and can be used in shared-DASD environments. P/DAS allows
application-transparent switching of I/O to support the following tasks:

» Planned outages (device or subsystem)
» Device migration
» Workload movement

HyperSwap is a combination of z/OS 10S code, DFSMS device support code, ESS u-code,
and Geographically Dispersed Parallel Sysplex™ (GDPS®) code that will allow PPRC
devices to be swapped (from the primary device to the secondary device) in parallel and
non-disruptively to the applications. Contrary to today's Peer-to-Peer Dynamic Address
Switching (P/DAS) continuous availability solution, HyperSwap was designed to minimize the
time it takes to swap a single device pair.
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HyperSwap Stage | support provided the functionality that allowed GDPS to swap, in parallel,
many PPRC pair devices at a time, thus minimizing the overall time it takes to swap an
installation's DASD devices. Initially, GDPS provided support for “planned outages” to occur,
for example, to provide maintenance or migration of an installation's devices. The ultimate
goal, however, is to allow GDPS to be used to provide “unplanned” swaps so that a complete
installation site can be swapped to a secondary site during a disaster recovery scenario
non-disruptively.

HyperSwap Stage Il support will provide the system triggers necessary for GDPS to initiate a
HyperSwap operation for “unplanned outages.” For these cases, HyperSwap may be able to

provide continuous availability in the event of a logical subsystem control unit error or in a true
disaster recovery scenario.

1.2.3 System Logger service tasks hang relief

This support in z/OS V1R5 is a follow-on from the Logger Monitor support introduced in z/OS
V1R4, as well as through the PTFs for Logger APAR OW51854. Logger now monitors its
allocation and HSM recall service tasks for delays and provides a mechanism using WTORs
to interrupt these delayed requests. Logger handles the interruption as an error condition for
the current request. However, by removing the delayed request, other log stream resource
requests can then be processed. New monitoring messages, IXG2711 and IXG272E (similar
to IXG3111 and IXG312E), can be issued if Logger detects that a delay of a service request is
inhibiting other log stream resource requests.

Also being introduced in this support is new Logger message 1XG314l, which indicates when
Offload monitoring has been terminated on a system via an EXIT response to an IXG312E
action message. Existing message IXG066| now only indicates when there is no Logger
event monitoring in effect on the system. IXG066I is no longer issued following the EXIT
response to an IXG312E message.

1.2.4 Logger data set deletion management

If the physical deletion housekeeping for offload data sets exceeds 60 seconds and other log
stream requests are being delayed, Logger issues a new message IXG266I and quiesces the
data set deletion activity to allow other log stream requests to be processed. There is no
expected system management response to this action other than to check if any remaining
data sets that might still need to be deleted are eventually deleted on subsequent log stream
offloads.

In addition to managing the amount of data sets that are deleted, the initial log stream offload
data set will be deleted at the end of the DEFINE LOGSTREAM operation. This support
definitely minimizes bottlenecks in a sysplex to avoid system contentions.

1.2.5 System-Managed Coupling Facility (CF) Structure Duplexing

4

System-Managed CF Structure Duplexing was available exclusively through a readiness
review program since April 8, 2003. System-Managed CF Structure Duplexing is now
generally available and the readiness review program has ended. Customers who are already
participating in the readiness review program continue to receive support for their
System-Managed CF Structure Duplexing implementation. Customers who want to begin
using System-Managed CF Structure Duplexing may do so at any time and are encouraged
to take advantage of a self-assessment questionnaire available on Resource Link™.
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1.2.6 Consoles Enhancements feature

The z/OS V1R4 Consoles Enhancements feature was the first deliverable in the new zSeries
console strategy, which is intended to enhance the operator messaging architecture of z/OS.
The feature focuses on minimizing the possibility of outages due to exhaustion of system
resources used for messaging. This capability was an optional feature in z/OS V1R4; as of
z/OS V1Rb5, the function is rolled into the base product. Several tasks that were formerly best
practices are now required, and some functions are no longer relevant.

The overall objective of the z/OS Consoles Enhancements feature is to improve system
availability by enhancing the capacity and reliability of message delivery. To accomplish this,
major changes to the message production and consumption flow help reduce the possibility
of bottlenecks which can cause a backlog of undelivered messages.

In a future release of z/OS, IBM plans to eliminate the one-byte console ID interface. With the
advent of four-byte console IDs (in MVS SP V4.1.0), customers and vendors have been
encouraged to migrate away from the use of one-byte interfaces. Details of the one-byte
console ID interface elimination are planned to be communicated in a future z/OS
announcement. To help prepare for the removal of this interface, tools have been provided in
the z/OS Consoles Enhancements feature that will identify uses of the one-byte console ID
interface in the environment.

More information about the Consoles Enhancements and the one-byte console ID interface
can be found in zZZOS MVS Planning: Operations, SA22-7601.

1.2.7 64-bit shared virtual storage

z/OS V1RG5 delivers the 64-bit shared memory support to enable middleware for sharing a
large amount of 64-bit virtual storage among multiple address spaces. This is a significant
capacity enhancement for relieving shared virtual storage constraints.

1.3 z/OS V1R5 UNIX System Services enhancements

Changes to UNIX System Services for z/OS V1RG5 are briefly described here; more details on
the function and implementation are presented in later chapters in this redbook.

1.3.1 Create mountpoints within the file system

BPXPRMxx USS parmlib member BPXPRMxx supports a new keyword on the existing
ROOT and MOUNT statements named the MKDIR keyword. This allows one or more
directories to be created in the mounted file system as part of mount processing during USS
initialization. The MKDIR keyword is an optional keyword, and there is no default regardless
of whether it is specified or not.

In addition, the SETOMVS SYNTAXCHECK= parmlib member is enhanced to check the MVS
catalog for the existence of the HFS or zFS data set names listed on each ROOT and
MOUNT statement in the specified parmlib member. This helps to ensure that the MOUNTs
will succeed.

1.3.2 BPXCOPY extensions for z/OS UNIX

The BPXCOPY program provides the ability to copy a sequential data set or a partitioned
data set or a PDSE member into a hierarchical file system (HFS) for use in the UNIX System
Services environment. The functionality of BPXCOPY is extended in z/OS V1R5 to support
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the copying of an HFS file to an HFS file. Currently, BPXCOPY supports copying data from a
data set to a file in a directory. After copying the file, it also sets any specified attributes and
path mode, and creates links and symlinks for the file. There is a need for a method to copy a
file from one directory into another directory, and also set its associated attributes and path
mode, and create links and symlinks.

OPUT provides the ability to copy a file to another file, but lacks the other tasks that can be
done as part of the copy. The syntax for specifying an HFS file on a DD statement already
exists since it is already used for the output file. There is no need for new syntax on the input
DD statement. Instead, the description of the input DD statement for BPXCOPY will need to
include information about specifying HFS files. A DD statement allocates a data set or file and
sets up a ddname. The input ddname can specify an MVS data set (either a sequential data
set or a member of a partitioned data set or PDSE) or the input ddname can be the full
pathname of the HFS file. When you invoke BPXCOPY from JCL, you must use SYSUT1 as
the input ddname. If BPXCOPY is invoked from LINK, XCTL, or ATTACH, a TSO/E CALL
command with the asis option, or by a call after a LOAD, you can specify an alternative
ddname.

1.3.3 Sysplex shutdown verification

The current OMVS kernel and file system initialization sequence remains unchanged up to
the point where the LFS version is verified. The OMVS mainline initialization/termination
routine, BPXINIT, invokes the file system subcomponent to initialize once sufficient OMVS
kernel resources are built, but prior to actually building the INIT process. The file system
initialization builds its required infrastructure and initializes all physical file systems as
specified in the associated BPXPRMxx parmlib members. Prior to actually mounting the
ROQT file system, the check for LFS Version compatibility is made.

1.3.4 Sysplex remount

Currently, in a shared HFS environment, in order to change the mount mode (read-only or
read-write) of a mounted file system, it must be unmounted, and then mounted again in the
desired mode. But in order to unmount a file system, all file systems mounted under it must
be unmounted first. Remount allows changing the mount mode of a mounted file system
without the requirement to explicitly unmount and mount it again. Remount is currently
supported in non-sysplex mode only. Remount is now e supported in a sysplex as long as all
sysplex members are at the z/OS V1Rb5 level. If one or more sysplex members are downlevel,
the following message appears:

errno EINVAL and errnojr JrNotSupInSysplex

Remount is an option on unmount. The syntax for remount in a sysplex is the same as it
currently is for non-sysplex. The externals for remount are the same for sysplex except that
the remount will no longer be rejected as long as all sysplex members are at least at the z/OS
V1R5 level. The remount can be requested from the server or from any of the client systems.
When remount successfully completes, the mode of the file system will be changed on all
systems in the sysplex.

1.3.5 New symlink symbolics

This new support provides the capability to mount different file systems at a logical mount
point that resolves to a different path name on different systems.

On a pathname lookup, when a component of the pathname is a symlink that begins with one
of two new identifiers, the MVS static symbols in the template are replaced with the resolved
substitution text using the ASASYMBM system service. For pathname lookup, $SYSSYMR/
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results in a relative pathname, that is, the lookup proceeds from its current position in the
pathname. $SYSSYMA/ results in an absolute pathname, that is, the lookup starts over at the
root.

1.4 z/OS Security Server RACF enhancements

Changes to the Security Server RACF for z/OS V1RG5 are briefly described here; more details
on the function and implementation are presented in later chapters in this redbook.

1.4.1 Dynamic templates

This function supports the ability to refresh RACF templates without IPLing. In previous
releases, when changes are made to the templates (via service or product upgrade) and the
customers do not update them before an IPL, they have to do an additional IPL to fix the
problem because the RACF database and the templates are out of sync.

In z/OS V1R5, this line item allows template changes to be done dynamically, eliminates the
need for customer intervention, and avoids system errors and outages.

1.4.2 Multilevel security

z/0OS is the first and only IBM operating system to provide multilevel security (MLS) support.
z/OS on zSeries is a great platform for organizations and agencies that want to take
advantage of the benefits of MLS.

Multilevel security addresses government requirements for highly secure data which can be
shared between agencies on demand. New security features in DB2 V8 and z/OS V1R5
enable customers to have a single repository of data which can be accessed by different
agencies, by people with different need-to-know authority. This access is managed at the
row/column level in DB2 to provide the granularity that is required.

A multilevel security system has two primary goals. First, the controls are intended to prevent
unauthorized individuals from accessing information at a higher classification than their
authorization. Second, the controls are intended to prevent individuals from declassifying
information. Multilevel security function will allow customers more stringent access control to
resources than is provided by user permissions.

Earlier in OS/390, labeling was provided and OS/390 received B1 security certification. In
z/OS V1R5, multilevel security will extend the labeled security protection of z/OS to include
TCP/IP and UNIX System Services, and provide enhancements to Security Server, JES2,
SDSF, and others. This will enable z/OS to meet the stringent requirements for multilevel
security.

DB2 V8 UDB for z/0S

DB2 UDB for z/OS V8 provides the support for multilevel security. Each row of a DB2
database can now contain a DB2 security label. This label is checked against the security
label of the requester. Only rows containing matching security labels can be accessed by the
requester. The security of a row or column is maintained at a Database Administration or
Security Administration level. An application developer need not worry about adding security
sensitive code to a Query or Insert.
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1.5 z/OS V1R5 DFSMS enhancements

Changes to the DFSMS for z/OS V1R5 are briefly described here; more details on the
function and implementation are presented in later chapters in this redbook.

1.5.1 DFSORT™

Memory object sorting is a new DFSORT capability that uses a memory object on 64-bit real
architecture to reduce /O processing, elapsed time, execute channel programs (EXCPs), and
channel usage for selected sort applications. A memory object is a data area in virtual
storage that is allocated above the bar and backed by central storage. With memory object
sorting, a memory object can be used exclusively, or along with disk space, for temporary
storage of records. DFSORT uses memory object sorting automatically when it offers better
performance than hipersorting or dataspace sorting.

1.5.2 DFSMSrmm™ backup at any time

Prior to this support, if inventory management was already running, you could not start a
backup, or vice versa.

In z/OS V1R5, backup can now run at the same time as inventory management or vice versa.
When backup runs at the same time, the inventory management processing tolerates the
backup and waits until updates can be made to the control data set (CDS). Only CDS updates
may have to wait since processing can continue for volumes and data sets that need no
updates until the point an update is required.

If non-intrusive backup (concurrent) is used, CDS updates do not have to wait, and journal
threshold can start backup even if inventory management is running. There is the option to
Backup and Clear Journal without CDS backup; you will need to adjust RESTORE jobs to use
additional journal backups.

Message EDG0123D can be issued twice at startup time, once for backup in progress and
once for inventory management.

1.5.3 DFSMSrmm duplicate VOLSER support

Prior to this support, duplicate volumes were processed outside of DFSMSrmm management
by using ignore processing via EDGUX100.

In z/OS V1RS5, for private physical volumes you can define the VOL1 label parameter in
addition to the unique volser. DFSMSrmm open processing has been updated to detect
duplicate volumes and use the correct CDS volume information to manage the volume. It is
possible to continue to ignore duplicate volumes but it is recommended to add them to the
DFSMSrmm CDS and manage them. Conversion extract records are updated to include the
VOL1 label volser and EDGCNVT converts this new field into the volume record.

This new support does not have to be enabled: you can use ADDVOLUME or
CHANGEVOLUME command with VOL1(volser) to define duplicate volser.

Note: An NL tape cannot be a duplicate volume. Such a volume can be defined using any
unique value for the volser and no special processing is required by DFSMSrmm to
distinguish the volume from another identical volume.
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1.5.4 Re-index online volumes

In z/OS V1R5, DFSMS provides the support which allows the re-indexing of a volume which
is online to more than one system in a shared volume environment. This change eliminates
the need to vary a volume offline to all shared systems prior to rebuild a VTOC index.

1.5.5 SMS availability and usability enhancements

There are five separate DFSMS enhancements made available in z/OS V1R5, as follows:

GDS reclaim processing

In prior releases, GDS reclaim processing caused generation data set (GDS) data overlay or
corruption due to system failure. With this new enhancement, it allows an installation to turn
off automatic GDS reclaim processing by specifying in the IGDSMSxx parmlib member a new
keyword, as follows:

GDS_RECLAIM {YES| NO}

If NO is specified, manual means must be used to either delete the generation, rename it, or
roll it in.

Use the SET SMS=xx command to change the IGDSMSxx member being used or use the
SETSMS GDS_RECLAIM {YES|NO} command to change the value.

Note: When using the command, the changed value is not retained across an IPL.
Installations that have different levels of DEFSMS or different settings should not share
GDSes across all of the systems.

Save ACDS as the SCDS

This enhancement enables users to save ACDS as the SCDS, which eliminates the extra
work of recreating the SCDS when the source SCDS and its backup are lost. The following
new command is added in this support:

SETSMS SAVESCDS (scds_dsname)

DFSMS will verify the 'scds_dsname' is not the active ACDS or COMMDS.

High threshold messages

In prior releases, no alert is issued to users when available space in a pool storage group is
above its high allocation threshold. With this enhancement, you now receive a
high-allocation-threshold-exceeded message in the printed log when a pool storage group
has exceeded its high allocation threshold after a data set is successfully allocated to it. This
message can be the signal, for you as the storage administrator or for an automated program,
to perform space management. The cumulative space in a storage group includes all the
volumes that are online and enabled or quiesced to DFSMS. Messages are not issued until
utilized space falls below 80% of the high threshold or if it exceeds the high threshold again.

Multi-tiered storage groups

The best volume from any of the supplied storage group will currently be selected for
allocation. With the multi-tiered groups function enabled, users are now able to specify a
storage group order for pool storage groups. A new field is added to the storage class
definition panel, as follows:

'Multi-Tiered SG' {YES | NO}
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1.6 z/OS

The process honors storage group sequence order specified in ACS storage group selection
routines. The volumes that are defined in the first storage group are eligible to be primary
volume candidates.

End of volume (EOV) failure messages
This enhancement ensures that DFSMS EQV generates messages to the JOBLOG and
hardcopy log regardless of whether the caller requested the messages or not.

Communications Server - Network management

Most z/OS application workloads depend on reliable network communications to meet
business and end-user performance objectives. As a result, many users rely on network
management and monitoring applications to track utilization of critical z/OS network
resources and to detect disruptions in z/OS network communications.

In z/OS V1R5, the ability to perform these network management and monitoring functions is
significantly enhanced by the introduction of several new programming interfaces provided by
z/OS Communications Server. These new interfaces allow applications to efficiently obtain
detailed statistics and information related to native TCP/IP workloads and SNA workloads
using Enterprise Extender (EE) and High Performance Routing (HPR).

1.7 IBM Infoprint Server

Infoprint Server is an optional feature of z/OS that uses z/OS UNIX System Services. This
feature is the basis for a total print serving solution for the z/OS environment. It lets you
consolidate your print workload from many servers onto a central z/OS print server. Infoprint
Server delivers improved efficiency and lower overall printing cost with the flexibility for
high-volume, high-speed printing from anywhere in the network. With Infoprint Server, you
can reduce the overall cost of printing while improving manageability, data retrievability, and
usability.

z/OS V1R5 provides the following new functions:

Infoprint Central

IP PrintWay™ extended mode

E-mail JCL parameters

NetSpool™ enhancements

Security enhancements for Infoprint Central
Common message log

IBM Infoprint XT Extender

YyVyVYyVYVYYVYY

1.7.1 Infoprint Central

Continuing the IBM commitment to help lower customers' overall cost of distributed print
operations, Infoprint Server includes a new component called Infoprint Central. Infoprint
Central is a Web-based GUI for managing print jobs and printers throughout the enterprise
from anywhere in the enterprise using a Web browser. Intended primarily for help desk
operators, it lets users query the status of jobs and printers, see job and printer messages,
stop and start printers, move jobs from one printer to another, cancel or hold jobs, and many
other functions. Infoprint Central can use integrated z/OS security services so that users can
be authorized to perform only certain tasks, or to perform tasks only on designated devices.

10 z/OS Version 1 Release 5 and Version 1 Release 6 Implementation



1.7.2 IP PrintWay extended mode

Infoprint Central is backed by a new architecture in the component that delivers print or e-mail
output to printers, servers or users over TCP/IP or Internet Printing Protocol (IPP). IP
PrintWay extended mode uses the Sysout Application Programming Interface (SAPI) to
access print jobs and job information from the JES spool. The advantage of this change can
be higher availability and throughput, more flexibility for handling print-related tasks, and
scalability of Infoprint Server for very large distributed print environments.

1.7.3 Common message log

A new common message log helps to improve productivity of help desk operators for print
problem diagnosis and resolution, thus helping to increase system availability and user
satisfaction. Messages can easily be accessed from Infoprint Central for a particular job or
printer. A utility is also provided that enables an administrator to see all messages for a
particular time period, for example. Messages can be retained for a user-specified period of
time, including messages for “historical” jobs which have already been processed by the
system.

1.8 Migrating applications, compilers, and libraries

Changes that affect applications, compilers, and libraries with z/OS V1R5 are briefly
described here; more details on the function and implementation are presented in later
chapters in this redbook.

1.8.1 C/C++ enhancements

The C/C++ compiler feature introduces several new enhancements including the following:
» Support for 64-bit compiles

The compiler has been enhanced to generate z/Architecture™ instructions which include
utilizing the 64-bit general purpose registers. This new 64-bit support will enable C and
C++ developers to recompile existing 32-bit C/C++ applications into 64-bit code and to
compile new 64-bit C/C++ code. The WARNG64 compiler option will help developers detect
possible portability errors when moving code from 32-bit to 64-bit. The LP64 compiler
option can be used to identify compile-time problems when moving code to the 64-bit
virtual environment. Object code is not generated in this release.

» Performance enhancements

A new higher optimization level, OPTIMIZE(3), provides the compiler's highest and most
aggressive level of optimization. OPTIMIZE(3) is recommended when the desire for
run-time improvement outweighs the concern for minimizing compilation resources.
Profile-directed feedback, invoked by the IPA (PDF) suboption, can be used to collect
execution profile information on an application and this information is then used to further
tune compiler optimizations near conditional branches and in frequently executed code
sections. Additional options and pragmas are introduced to help the developer to improve
their application performance including Loop Unrolling option and pragmas, additional
ARCH/TUNE options, and new built-in functions.

» DB2 preprocessor integration

The C/C++ compiler has been enhanced to integrate the functionality of the DB2
precompiler. A new SQL compiler option enables the compiler to process embedded SQL
statements.
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» DEBUG option

The DEBUG option is introduced to generate debug information based on the Debug with
Arbitrary Record Format (DWARF) Version 3 debugging information format, which was
developed by the UNIX International Programming Languages Special Interest Group
(SIG) and is an industry standard format. The compiler is now capable of generating two
different formats of debug information including the existing In-Store-Debug (ISD) format
information.

1.8.2 C/C++ IBM Open Class® Library

The base element C/C++ IBM Open Class Library is removed from z/OS V1V5. It includes
development support for the Application Support Class and Collection Class libraries, which
is withdrawn in z/OS V1R5. For information about migrating, see IBM Open Class Library
Transition Guide.

Note: IBM will standardize on the Standard C++ Library, including the Standard Template
Library (STL) and other features of the ISO C++ 1998 Standard.

Run-time support for these libraries is available in the new base element Run-Time Library
Extensions. This new base element is an extension of the run-time support provided by the
Language Environment® element. Specifically, it includes:

» UNIX System Laboratories (USL) I/O Stream Library and USL Complex Mathematics
Library, previously included in the C/C++ IBM Open Class Library element.

» IBM Open Class DLLs, previously included in the C/C++ IBM Open Class Library element.
» Common Debug Architecture (CDA) libraries and utilities, which are new in z/OS V1V5.

Support withdrawn: The application development support (that is, the headers, source,
sidedecks, objects, and samples from the Application Support Class and Collection Class
libraries) is withdrawn from the C/C++ IBM Open Class Library (I0C) in z/OS V1V5.
Applications that use these 10C libraries cannot be compiled nor linked using z/OS V1V5.
Run-time support for the execution of existing applications which use 10C libraries is
provided with z/OS V1R5, but is planned to be removed in a future release.

1.8.3 C/C++ with Debug Tool

As of z/OS V1Vr, optional feature C/C++ with Debug Tool is no longer in z/OS. For debugging
tools, see the following Web site:

http://www-3.ibm.com/software/awdtools/debugtool/

1.9 Migration, coexistence, and planning

z/0OS and z/OS.e use the same operating system software (their code is identical). Upon IPL,
custom parameters invoke an operating environment that is comparable to z/OS in all aspects
of operation, service, management, reporting, and zSeries hardware functionality. No new
skills are required for z/OS.e.

Install coexistence and fallback PTFs on your z/OS V1R2, z/OS VR.3 or z/0OS V1R4 systems
to allow those systems to coexist with z/OS V1R5 systems during your migration, and allow
backout from z/OS V1R5 to your current z/OS releases if necessary.
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1.9.1 Changes in base elements and priced features

Following are the changes in base elements and pricing for zOS V1R5 and z/OS.e V1R5, as
shown in Figure 1-1 on page 14.

Cryptographic Services

Cryptography is the transformation of data to conceal its meaning. In z/OS V1R5 and z/OS.e
V1R5, the base element Cryptographic Services, introduced in OS/390 V2R7, provides the
following base cryptographic functions:

» Data secrecy

» Data integrity

» Personal identification

» Digital signatures

» Management of cryptographic keys

Keys as long as 56 bits are supported by this base element. Keys longer than 56 bits are
supported by the related optional feature z/OS Security Level 3 (see Figure 1-2 on
page 15).

Cryptographic Services consists of the components shown in Figure 1-1 on page 14; the
following are changed in z/OS V1R5 and z/OS.e V1R5:

» Integrated Cryptographic Service Facility (ICSF)
» Public Key Infrastructure (PKI) Services

Note: Prior to z/OS V1R5, this component was in the optional feature Security Server,
although it was licensed with the base operating system and could be used without
ordering or enabling Security Server. This component uses RACF, the OCSF component of
base element Cryptographic Services, and the ICSF component of base element
Cryptographic Services for encryption.

Integrated Security Services

Prior to z/OS V1R5, the five moved components (DCE Security Server, Firewall Technologies,
LDAP Server, Network Authentication Service, and OCEP), although packaged with the
priced feature Security Server, were unpriced (that is, were licensed with the base operating
system and could be used without ordering or enabling Security Server). Now that these five
components are in the base element, Integrated Security Services, the packaging lines up
with the pricing.
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14

Cryptographic Base element - includes the component PKI
Services Services, which used to be in optional feature
Security Server. The complete list of
Cryptographic Services components is now ICSF,
OCSF, PKI Services, and System SSL.

DFSMStvs Priced feature - to enable batch jobs and CICS
online transactions to update shared VSAM data
sets concurrently. Introduced in June 2003 on

z/OS V1.4.
Distributed File Base element - new sub-component, zSeries File
Services System (zFS) introduced in R5.
Integrated Security New base element - it's comprised of the new
Services component Enterprise Identity Mapping (EIM) and

all the former components of optional feature
Security Server, except for the RACF component.
Those components are DCE Security Server,
Firewall Technologies,LDAP Server, Network
Authentication Service, and OCEP.

Figure 1-1 New base elements and priced features in z/0S V1R5

Be aware of the following changes as well:

Security Server

This optional feature had seven components but now has only one: RACF. The PKI Services
component moved to the Cryptographic Services base element. The other five components
moved to new base element Integrated Security Services. They are DCE Security Server,
Firewall Technologies, LDAP Server, Network Authentication Service, and OCEP.

z/OS Security Level 3

This former optional feature is now a component of the new optional feature z/OS Security
Level 3. Also, it has a new name: Network Authentication Service Level 3 (“Security Server”
was removed from the name).
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Library Server Base element - formerly known as BookManager
BookServer.

Run-Time Library Extensions | Base element which is an extension of the
run-time support provided by the Language
Environment element

Security Server Optional priced feature - most sub-components
moved to new base element Integrated Security
Services.

RACF, the only component remains in the
feature

z/OS Security Level 3 New optional unpriced feature -repackaging (no
new functions), comprised of the formerly
separate optional features Network
Authentication Service Level 3, OCSF Security
Level 3, and System SSL Security Level 3.

Figure 1-2 Base elements and pricing changes

1.9.2 Functions withdrawn with z/0OS V1R5

The elements identified in Figure 1-3 have been removed from the system in z/OS V1R5.

C/C++ with Debug Tool Optional Priced feature - Debug Tool for z/OS
and OS/390 V3 continues to be available as
standalone product

C/C++ IBM Open Class Library Base element - UNIX System Laboratories (USL)
1/0 Stream Library and USL Complex
Mathematics Library, and IBM C++ DLLs support
are now in Run-Time Library Extensions
element.

License Manager Base Element - sub-capacity software pricing
benefits continue to be available, using the
Sub-Capacity Reporting Tool (SCRT).

Application Support Class and Base Element - see the C/C++ IBM Open Class
Collection Class libraries (in Library Transition Guide. New application
C/C++ IBM Open Class Library) development involving C++ classes should use

the C++ Standard Library shipped in Language
Environment.

Figure 1-3 Elements that have been withdrawn in z/OS V1R5
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ServerPac enhancements for
z/OS V1R5

Your ServerPac order includes the CustomPac installation dialog, an Interactive System
Productivity Facility (ISPF) dialog that you use to install the order.

This chapter presents some important new concepts that you should understand before using
the dialog to install your order.

This chapter also describes the enhancements and changes that have been incorporated into
ServerPac. The following topics are discussed:

» Automatic block sizes

» zFS support

» Large volume support

» Pre-RECEIVEd service tapes

» Various panel changes to improve usability

» Reference information

© Copyright IBM Corp. 2004. All rights reserved. 17



2.1 z/0OS V1R5 ServerPac

There are a number of significant changes to ServerPac in this release. This chapter
describes many of these changes. If you install zZOS V1R5 with a ServerPac, an installation
dialog job is provided to perform this action. If you install zZOS V1R5 with a CBPDO,
instructions to perform this action are provided in the z/OS Program Directory.

For additional information on the changes to the ServerPac, see the following documentation:

» ServerPac: Using The Installation Dialog, SA22-7815
» ServerPac: Installing Your Order (shipped with your order)
» z/OS and z/OS.e Planning for Installation, GA22-7504

2.1.1 Tivoli® NetView® and System Automation ordering considerations

Parts of two stand-alone products are included in the z/OS V1R5 msys for Operations base
element:

» Tivoli NetView for 0S/390 V1R4 (5697-B82)
» System Automation for 0S/390 V2R2 (5645-006)

If you already have these stand-alone products installed (at the V1R4 and V2R2 levels
respectively), you can install z/OS V1R5 (including msys for Operations) in the same SMP/E
zone as the stand-alone products.

Note: In this case, it is recommended that you order these stand-alone products in your
z/OS V1R5 ServerPac. They will be installed in the same zones as z/OS V1R5, and will not
require separate maintenance and duplication of service work.

2.1.2 ServerPac enhancements

This chapter describes the following enhancements in this ServerPac release:
» Automatic block sizes

» CustomPac dialog panel changes

» zFS support

» Large volume support

» Service tapes

» Usability enhancements

2.2 Automatic block sizes

In previous ServerPac releases, there were default block sizes set in each ServerPac order.
Although you could make changes and save them, and they would be carried forward if you
merged configurations, this work had to be repeated for each new data set.

In the z/OS V1R5 ServerPac, the best block size for every data set is set automatically. For
some data sets, the block sizes are set to specific values. For others, a block size must be
determined based on the device characteristics, the record format, and the record length.
DFSMSdfp system-determined block sizes (SDB) is used to do this. As a result, you will not
know what the block size for many data sets will be in advance. Therefore, except for data
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sets you define yourself, the block sizes are no longer displayed in the dialog, and you also
cannot change them.

2.2.1 Block size enhancements

The following enhancements were made:

>

The ALLOCDS job uses DCB BLKSIZE=0 for most data sets (system-determined block
size) and 32760 for RECFM=U data sets.

Data set space is still allocated using block allocation units, but they are only used for
space allocation. An exception has been made for unreblockable data sets.

The dialog space displays are changed to show tracks or percentage of the volume size,
depending on the displayed panel. Figure 2-1 on page 20 shows data set space in tracks.
Figure 2-3 on page 21 shows displayed space as a percentage of the volume size.

Data set bytes, block sizes are not shown in the dialogs. An exception has been made for
user-defined data sets.

The CHange OPTIBLOCK command is also removed because block sizes are automatically
set.

Block size allocations
The data set block sizes are set according to the following rules:

BLKSIZE 0 BLKSIZE is always zero for:

» RECFM=F (Fixed)
» RECFM=FB (Fixed Blocked)
» RECFM=V (Variable, including VB, VS and VBS)

BLKSIZE 32760 Always 32760 for undefined load libraries

RECFM=U

Font data sets Always 12288 for font data sets

Products They will be set as specified by product owner, as follows:

» RECFM=D (Direct, including DB and DBS)
» Data sets that are marked as “unreblockable”

UADS For UADS, the right block size differs by installation, so it will model this

from your existing data set. The UADS block size is optimized when the
average user ID entry is not split into multiple members.

2.3 CustomPac dialog panel changes

The three big changes to panels are:

»

»

>

BLKSIZE is not displayed except for user-defined data sets.
Space is shown in tracks or as a percentage of the volume size.

Panel displays now show “Data Set Type” instead of the previously displayed “DSNTYPE”
or “DSORG.” Figure 2-4 on page 22 shows the data set type field.

2.3.1 Global change - Candidate List panel

Figure 2-1 on page 20 is the panel you get when you issue the change command CH on a
data set list panel. In this case, the change space command CH S was issued. The space
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display fields used to display the block size and number of blocks. Now, they show primary
tracks, secondary tracks, and directory blocks.

CustomPac - - -—————————-—-— Modifg System Layout { RO150008 Row 61 to 67 of 1,917
COMMAND ==> _ SCROLL ==> PAGE
GLOBAL Change - Candidate List Change: Space

Primary Commands: (? SET Locate Find Next Prewvious SORT CANcel)
LINE Commands: {eXclude)

Primary Secondary Directory

S Data Set Name {old New) Tracks Tracks Blocks
ASM. AASMMOD2 138 18 91
ASM. AASMMOD2 165 27 91
ASM. AASMPUT2 164 21 10
ASM. AASMPUT2 196 32 10
ASM. AASMSAML 16 3 10
ASM. AASMSAML 19 4 10
ASM. AASMSAMZ2 15 2 10
ASM. AASMSAM2 18 3 10

Figure 2-1 Data set space shown in tracks

2.3.2 SUMMARY of Physical Volumes panel

20

On the SUMMARY of Physical Volumes panel, shown in Figure 2-2 on page 21, volume
space in cylinders is now shown. The new fields on this panel display the following
information:

Existing This column used to say “Y” or “N” and now it shows the number of
cylinders used by existing data on the volume.

Assignd The total number of cylinders used by the data sets you assigned to the
volume in the dialog.

Used The sum of existing data, reserved space, and assigned space.
Device Number The “CCUU” heading is changed to “Device Number” for consistent use of
terms.

On the action character line for each volume, shown in Figure 2-2 on page 21, you can now
use Select (s), which displays the panel Display and Change Volume Attributes, where you
change the attributes of the physical volume that you selected.

z/OS Version 1 Release 5 and Version 1 Release 6 Implementation



SUMMARY Of Physical Volumes

Primary Commands: {(? DEVT)
Line Commands: {(Select Dslist)

CustomPac - —-————--——-——---— Modify System Layout ( RO150008 ) —-- Row 1 to 12 of 12
COMMAND == SCROLL ==> PAGE

PV¥olume/ Seq Device Device Warn— Init -——-——————-——-— Cylinders
5 STORCLAS No. Number Type ings Volume Existng RSVD Assignd
ZOSCAT 8030 3390-3 N 342 o] 407
ZO05DL1 DoO1 8032 3390-3 A Q 200 3122
ZO5DLZ2 Doz 8132 3390-3 A Q 200 3104
ZOSDL3 Do3 8232 3390-9 Y Q 200 3145
ZOSDL4 Do4 8033 3390-3 e Q 200 2022
ZOSHF1 TO4 8133 3390-9 h Q o] 3679
ZOSHF2 8233 3390-3 A Q o] 2558
ZOSJINK 8130 3390-3 A Q Q 2792
ZOSRS1 TO1 8230 3390-3 A Q 200 3124
ZOSRS2 TOZ2 8031 3390-3 Y Q 200 3063
ZOSRS3 TO3 8131 3390-3 e Q 200 2098
ZOSSM1 8034 3390-3 h Q o] 1556

KK KK K K K KK K KK KOK KKK KKK KK KKK KKK KKX Bottom of data  %k3 KKK KKK K KKK KK KKK KK K KK K K K KK K KKK

Figure 2-2 Volume space shown in cylinders

2.3.3 Current Volume Configuration panel

In Figure 2-3, the Existing Data and Reserved Space fields are changed so that they show
the percentage of the volume used by data sets assigned to the volume, existing data on the

volume, and space reserved on the volume. The fields are changed as follows:

Existing Data If the field Init Volume is set to “Y” for a volume, as shown in Figure 2-2,
then the value of Existing Data displayed for that volume is 0%.

Used + Reserved  This field shows the sum of assigned space, reserved space, and the

space taken up by existing data sets on the volume

Because these two columns are changed to display percentages rather than alphabetic

characters, the columns are rearranged for better readability.

COMMAND ==

Primary Commands: (? Reset CReate)
Line Commands: {(Select Insert List Move After Before eXclude

CustomPac - - —————- Autcomatic Data Set Assignment ( RO150008 Row 1 to 10 of 10

SCROLL ==> PAGE

Current Volume Configuration Scope ==> ALL

¥

Phys. Volume Sequence Device Used + Volume Existing
S Volume Type Number Type Reserved Threshold Data
Z0O5RS1  TARGET TO1 3390-3 117 % 85 % 0%
Z0BRS2  TARGET TOZ2 3390-3 113 % 85 % 0 %
ZO5RS3 TARGET TO3 3390-3 80 % 85 % 0%
ZOSHF1  TARGET TO4 3390-9 44 % 85 % 0 %
ZO5HF2 TARGET TO5 3390-3 91 % 85 % 0%
Z0535M1  TARGET Toe 3390-3 56 % 85 % 0 %
Z050L1 DLIB Do1 3390-3 118 % 85 % 0%
Z050L2 DLIB Doz 3390-3 117 % 85 % 0 %
Z05D0L3 DLIB DO3 3390-9 39 % 85 % 0%
Z050L4 DLIB Do4 3390-3 75 % 85 % 0 %

Reserved
Space

=~ Mo oodad
S &P 30 T 30 T I AT AT T

Figure 2-3 Space shown as a percentage of volume size
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2.3.4 Data Set Modification - Space panel

When you select a data set from a data set list to modify its space, the panel displayed by the
dialog is shown in Figure 2-4. The changes make the space displays consistent and more
readable. For example, sequential data sets formerly shown as “PS” are now shown as “SEQ”
and VSAM data sets are shown as “VSAM."

On the bottom of the panel, you can see that space is displayed and specified in tracks, and is
also shown by calculating and displaying the space in cylinders.

In the middle, the dialog shows the data set type rather than the DSORG. So you see “PDS”
rather than “PO,” “PDSE” instead of “PO-E,” and so on.

CustomPac - ——————————— Modify System Layout ( RO150008 ) - —————————-—————-
COMMAND ==> _

Data Set Modification - Space

Data Set Information:

Data Set Name : SYS1.LINKLIB
—P Data Set Type :  PDS
RECFM :u
LRECL HEN o]

Data Set SPACE:

> Primary Tracks ==> 5919 Shipped : 4116
Secondary Tracks ==> 943 Shipped : 419
Directory Blocks ==> 756 Shipped : TS6

Calculated Space Value in Cylinders is 395

Figure 2-4 The Data Set Type field

2.4 zFS support overview

zSeries File System (zFS) was introduced in z/OS V1R2, support was also rolled back to
0S/390 R10 and z/OS R1. All file system data sets are currently shipped as HFS data sets.
However, zFS can be used instead of HFS for all file systems except the root file system.
Installations may convert their HFS root to a zFS root, it is just not supported by service.

2.4.1 Data Set Modification - Attributes panel

zFS has been added as a data set type in the dialog along with PDS, PDSE, SEQ, and
VSAM, making displays of data set types consistent with commonly-used terms.

The dialog previously displayed DSNTYPE and DSORG. The installation dialog panels now
allow you to specify either HFS or ZFS for a file system data set type as follows:

» The data set attributes panel, as shown in Figure 2-5 on page 23.

» Using the CHange DSNTYPE command, as shown in Figure 2-6 on page 23.

In both cases, the switchable attribute (displayed in the View and Change option of the Modify
System Layout) governs the ability to change from HFS to zFS.
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CPPPBOSD -——-—-—————- Modify System Layout ( RO150026 ) --------———-—————-
COMMAND ==> _

Data Set Modification - Attributes

Data set Mame ==> OMVYSZ15.RLODOD0OOG.0OMVS.ETC

Shipped . OMYS.ETC
Placement . C (DLIB, Target, Catalog, or User-Defined)
—®» Data Set Type ==> HFS (HFS, PDS, PDSE, SEQ, VSAM, or Z2FS)
Shipped : HFS
SMS-Managed ==> NO (Yes or No)
SMS-Eligible : YES
SMS-Required : NO
Logical Volume ==> HLBOO2 Shipped : CATOO01

Physical VYolume : T6Z5H1
Storage Class

Figure 2-5 Set the data set type panel

CH TYPE command

The change type command CH TYPE now allows you to change between HFS and zFS. All
UNIX System Services file system data sets are shipped in ServerPac as HFS data sets.
Those eligible to be zFS data sets can be changed to zFSs on the panels, and by using the
new operands of the CH command.

>--wt oo CHANGE 4=t o=z DSNTYPE ---t---#--- PDS PDSE =--t--<

| [ (| |
Y o] ¥ p— + #=- TYPE ==t +--- PDSE PDS ---+

I [ 1 I
Yo J—— + +-- HFS ZFS -t

[ I
+--- ZFS HFS -t

Figure 2-6 CH command to set the data set type

The command syntax is as follows:

CH TYPE source target

source The current data set type (DSNTYPE)
target The new data set type

You can change PDS data sets to PDSEs (or change PDSEs to PDSs):

» CH TYPE PDS PDSE

» CH TYPE PDSE PDS

You can also change HFS data sets to zFS data sets, or change zFS data sets to HFS data
sets:

» CH TYPE HFS ZFS

» CH TYPE ZFS HFS

Note: zFS can be used for all file systems except the root file system, which must be HFS.
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2.4.2 Using zFS in the installation jobs

24

Using zFS file systems in place of HFS is transparent to applications. The same utilities (like
pax) work for both, but there are some differences in the installation jobs:

>

An HFS data set is a non-VSAM data set, while a zFS lives in a VSAM Linear Data Set
(LDS). Using zFS in place of an HFS is transparent to applications. The same utilities work
for both.

zFS data sets must be preformatted with the IOEAGFMT program. A format step will be
added to the ALLOCDS job when zFS is used in the configuration.

The RESTFS job is not added unconditionally because there is a significant amount of
free ECSA required to start the ZFS address space. When ZFS is selected the RESTFS
job will:

— Put the appropriate TYPE on MOUNT parameters in the BPXPRMFS parmlib member.

— Add a FILESYSTYPE for zFS to BPXPRMFS. See “New started task procedure and
parmlib changes” on page 24.

The RACF setup for zFS will be done unconditionally, based on the assumption that zFS
will eventually be used. The RACFDRYV and the RACFTGT jobs are updated to:

— Add a group (DFSGRP) for the DFS™ setup
— Add a user ID (ZFS) for the zFS address space

Because different programs are used by the system to process HFS and zFS files, a
different FILESYSTYPE statement is required in BPXPRMxx.

Additional security system setup is needed to use zFS.
zFS has a VSAM catalog entry, which cannot be indirect.

Note: CICS, DB2, and IMS™ ServerPacs assume that any necessary zFS setup has been
done. Also, additional ECSA is required to use zFS data sets. Before using a zFS, you
should review your virtual storage map and ensure there is at least 70MB of ECSA
available in addition to the ECSA normally required to run your system.

New started task procedure and parmlib changes
The ZFS procedure is copied from IOE.SIOEPROC to the CPAC.PROCLIB data set in z/0OS

(0]

rders. You can then add this procedure to your JES procedure library concatenation.

The following statement is added to BPXPRMEFS to enable zFS file system support:

FILESYSTEM TYPE(ZFS) ENTRYPOINT(IOEFSCM) ASNAME (ZFS)

Where:

ZFS Identifies an entry for the ZFS type of file system.

IOEFSCM Identifies the program that knows how to process the file system type.
ZFS Specifies the address space name and the procedure name to start. This

name must correspond to the user ID created in RACFDRV and RACFTGT
and the name of the procedure created in CPAC.PROCLIB.

RACF job definitions

Figure 2-7 on page 25 is a RACF profile example to start the z/OS address space. Note that
there is no STARTED profile for ZFS. This is because ServerPac uses a STARTED profile that
assigns the started task a user ID that is the same as the started task name. If you do not use
such a profile, you need to create a STARTED profile for the started task, or specify the user
ID for the task in the started procedures table (ICHRINO3).
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In RACFDRV and RACFTGT jobs:

ADDGROUP +
DFSGRP +
SUPGROUP(SYS1) +
OMVS(GID(2))
ADDUSER +
ZFS +

DFLTGRP(STC) +
OMVS (HOME (/opt/dfslocal/home/dfscnt1) UID(0))

CONNECT +
ZFS +
GROUP(DFSGRP)  +
AUTH(CREATE)

Figure 2-7 RACF profile example

Note: The ADDUSER user ID (ZFS) must match the ASNAME in the FILESYSTYPE
statement in BPXPRMxx.

2.5 Large volume support

The Enterprise Storage Server® (ESS) 2105 DASD and DFSMS introduced large volume
support. You can configure IBM 3390 Model 9 devices on the ESS to have up to 32,760
cylinders per device. The system now allows volume sizes as large as 24 GB and 32,760
cylinders, allowing you to access a larger amount of data. All functions currently supported for
3390 Model 9 continue to be supported. A large volume is a volume that is larger than a “real”
3390-9 volume. The volume capacity would be almost 28 GB. The DFSMS components
enhanced for this function are DFSMSdfp, DFSMSdss™, and DFSMShsm™,

With the large volume support feature of DFSMS you can define any 3390 volume size
ranging from 1024 cylinders to 32760 cylinders on 2105 DASD.

Note: When you use large volume storage, it is important to use parallel access volumes
(PAV) to achieve the highest level of 1/0O performance from Enterprise Storage Server
(ESS). If you define large volume sizes on storage that does not use PAV, it takes longer for
the system to access these volumes. You should define an adequate number of alias
addresses on ESS to get better throughput.

2.5.1 Dynamic DASD information

When you INIT a DASD volume to be a large volume, and if you do it in advance and the
volume is online, the system can be asked by ServerPac all about the device. But ServerPac
needs to know whether to ask. So the new DYNAMIC DASD INFO variable is used for this
purpose.

The new variable called DYNAMIC DASD INFO is shown under the INSTALL OPTIONS
heading in the Installation Variables List panel in Figure 2-8 on page 26.
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CPPP6111 --—--------- Installation VYariables ( R0150026 ) -- Row 1 to 20 of 68
COMMAND ==> _ SCROLL ==> PAGE

Variable Selection List SHOW( -C )]

Primary Commands: [(? SET Locate Find Next Previous CANcel SAVE SHow VYARname)
Line Commands: (Browse Delete Edit Insert Repeat Ship)

S Synonym STA Contents
- e - -t —p--—+-—P--——+——-P-——+——-P———-
==> INSTALL OPTIONS
DYNAMIC DASD INFO P YES %4

==> GEN SYSTEMPAC

WORK WOLUME D SYSDAa
TARGET VOLSER M D T675R1
SMPTLIB PREFIX M D SHMP
SMPTLIB UNIT M D 3390
SMPTLIB VOLSER M D T62551

Il
Il
'

HFS/ZFS INFO
INSTALL DIRECTORY ™M D /servilsl_zl15

Figure 2-8 Installation variables showing new DYNAMIC DASD INFO

Note: The DYNAMIC DASD INFO default is YES

Setting DYNAMIC DASD INFO
» If DYNAMIC DASD INFO is set to YES:

For online volumes, the dialog will get the device information needed to define the device
by itself in most instances.

— If it succeeds, the Device Type field is updated automatically.

— Ifit can't get the device information, you can tell the dialog to ignore the problem on a
volume-by-volume basis, but then you have to define the device manually.

» If you change the setting to NO, the dialog acts like it did before.

Setting the device type, model and unit
One of the objectives of this function was to make it possible to use any DASD with the dialog,
as follows:

» If the device type matches an existing one, then the same device type is used. (Example:
a 3390 is always a “33907)

» If the device model matches an existing one, then the same device model is used.
(Example: a 3390-9 is always a “3390-9”)

» Otherwise, the dialog generates a device type (Dnnn), model (Dnn) or both, as shown in
Figure 2-9 on page 27. (Example: 3390-D001 or DO01-D01 for dynamically defined or
nonstandard devices.)

» When a device type is generated by a dialog, you will need to specify the UNIT to be used
for allocation.

» When a device model is generated by the dialog, you do not need to do anything else.

Device type table

Figure 2-9 shows the direct access storage devices (DASDs) that are defined to the dialog,
including user-defined devices if any. You cannot edit or delete the IBM-supplied devices in
this list. You can, however, add entries for real or emulated devices, and edit or delete those

26  z/OS Version 1 Release 5 and Version 1 Release 6 Implementation



entries. Use the insert action character (i) to add a user-defined device; Figure 2-11 on
page 28 shows the result when you have added in the field information.

CPPFEOEE ---------------"--—---- Device Type Table ---------- Row 1 to 15 af 15
COMMAND ==> SCROLL ==> HALF

Primary Commands: (7 SET Locate Find Next Previous SORTI
Line Commands: [Select Delete Insert]

DEVice UNIT BYTEs/ TRacKs/ CYLinders/ ¥TOC Index How
Type <€—P> Type Track Cylinder Volume TRKS TRKS Definec
DEo1-001 Doo1 55536 19 17206 389 80 DY¥NAMIC
3380-1 3380 47478 15 885 30 3] LEM
3380-2 3380 47476 15 1770 45 9 L[EM
3380-3 3380 47476 15 2665 50O 12 LEM
3390-D001 3390 55664 15 7206 164 33 DY¥NAMIC
33980-1 & 3390 58664 15 1113 30 6 L[EM
3880-2 3390 56664 15 2226 60 12 LEM
3390-3 3390 56664 15 3339 75 15 LEM
3390-6 3390 56664 15 G678 150 30 USER
9890-9 3390 56664 15 10017 225 45 L[EM
93845-1 9345 46456 15 1440 45 9 L[EM
935345-2 9345 46456 15 2156 60O 12 IEM

Figure 2-9 Device Type Table

Dynamically defined device

Figure 2-10 shows the panel you see when you select a volume to change its attributes.
Because the dialog found out about the device's characteristics, you cannot change them
here (and if you could, the dialog would correct them anyway the next time it looked at the
device).

Nonstandard device

If the device type is nonstandard, all you need to enter here is the UNIT name to be used
within JCL for this device type. For IBM devices, UNIT defaults to the generic unit name, so
you should only need to do this for non-IBM, dynamically-defined device types, not
dynamically-defined device models for which the device type is an IBM device type (like 3380
or 3390).

For any device, UNIT defaults to the first one found for a matching device type in the table.

_CPPPBOGI ---——--—---—---— = Device Type Tahle -------------—-"-—--—-"--—---—----

COMMAND ==>

Device Type : 3390-D03
Unit Type ==>» 3390 (UNIT to be used for allocation)
Cylinders/Device : 7206
Tracks/Cylinder 156
Bytes/Track : 56664

How Defined @ DYMAMIC -————

Figure 2-10 Dynamically defined device
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User-defined device

Figure 2-11 shows the Device Type Table panel that has been defined by a user. When a
device is user-defined, all data entry fields can be modified as shown. This panel now
contains some changed fields for consistency with other displays as follows:

— Device Name changed to Device Type
— Device Type changed to Unit Type

This panel is never displayed for IBM-defined devices.

_CPPPEOEI  -------------------—- Device Type Table -----------------"-—"-—"—-——----
COMMAND ==>

Device Type ==> 3390-7 (Must be unigque)

Unit Tupe ==3> 3390 (UNIT to be used for allocatian)
Cylinders/Device ==> 7206 (1 to 32767 Cylinders)
Tracks/Cylinder ==> 15 (1 to 999 Tracks)

Bytes/Track ==)> 56664 (32767 to 65595 Bytes)

How Defined : USER ——

Figure 2-11 User-defined device

2.5.2 More reserved space

The Reserved Space field in the Display and Change Volume Attributes panel allowed only
999 cylinders to be reserved on a volume. But that is only 3% of a large 32760 cylinder
volume. This was addressed by making all reserved space input fields 5 digits long. You can
reserve all but 1 allocable cylinder.

Displays of reserved space will show it as a percentage of the volume size or as a number of
reserved cylinders. Figure 2-12 on page 29 shows the five digit reserved space field.
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CustomPac - - ————-—-———--- Modify System Layout { RO150008 ) - ——--———"—"—"—"-—--—-——-—-—
COMMAND ==> _

Display and Change Volume Attributes

VYolume Serial ==>» ZOSCAT (Always required)
Dewice Number ==>» 8030
Dewvice Type ==) 3390-3 (Enter ? For List of Available Dewvice)

(See Device Type Table for UNIT Type)

Reserved Space ==} 99999 (Cylinders)

Initialize Volume ==> y \ (¥ or N. Default is Y)

Press Enter to continue or End to Cancel

Note: Only the volume serial is required for online wolumes when the
DYNAMIC DASD INFO variable is set to Yes.

Figure 2-12 Five digit reserved space field

2.5.3 Automatic VTOC and index sizing

Given the proliferation of possible volume sizes, this feature was added to avoid making you
define the VTOC and index sizes. The VTOC and VTOC index sizes are now calculated by
the dialog.

VTOC size The VTOC size will be set to about 1 track for every 45 cylinders on the volume,
which has proven to be enough for system software volumes.

Index size The index size will be set to about 1/5 of the VTOC size.

Note: The new sizes are consistent with the values that have been set for fixed volume
sizes in the past, and therefore these calculations work with volumes of varying size.

2.5.4 Automatic data set assignment

The first panel in the Recommended System Layout option is Automatic Data Set
Assignment, as shown in Figure 2-13. Since there are a lot of potential device types now, the
dialog is changed so you can specify either of the following:

Model volume When you specify a model volume, the dialog retrieves the
characteristics of the volume's device and uses them if any new
volumes need to be created. This lets you avoid defining devices if you
are using non-IBM DASD or user-defined volume sizes before using
the automatic data set assignment function in the dialog.

Default device type The default device or model-after volume serial you enter is stored in
your ISPF profile data set (ISPPROF). Therefore, everyone can have
their own default device type. This is especially handy if people use
different volume sizes for subsystem volumes than for z/OS volumes.
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CPPP625B ———————- Automatic Data Set Assignment ( RO150026 ) -————————————

OPTION ==> _
A - ALL Assign all target and DLIB data sets in the configuration
to physical volumes automatically. This option creates a
recommended system layout.
N - NEW Add new data sets to an existing configuration. This

option automatically assigns new data sets, but
preserves the placement of previously-assigned data
sets in your saved configuration.

P - PARTIAL Assign new data sets and reassign some existing data sets
to physical volumes. This option automatically assigns
all new data sets to physical volumes, as well as data
sets from selected volumes in the saved configuration.

Enter EITHER a default device type OR a model wvolume below:

Default Device Type ==> 3390-3 (For example, 3390-3)
Model after VYolume ==> (For example, ZOSRES) @——

Figure 2-13 Automatic data set assignment

2.5.5 JES2 updates for large volumes

JES2 uses a TTR pointer to mark the start and end of its spool extents. This means that a
spool extent can't be larger than 64K tracks. This also meant that something had to be done
to JES2 to support spool extents that extended past the 64K track boundary. This was
accomplished by using relative track addressing in place of absolute track addressing. To
avoid introducing an incompatibility with usermods and exits, the RELADDR parameter was
added to the SPOOLDEF statement that controls the track addressing mode.

The JES2 spool data sets must fall entirely within the first 64K tracks, unless the RELADDR
parameter of SPOOLDEF specifies either:

ASNEEDED If a SPOOL data set resides within the first 64K track, then JES2 uses
absolute track addressing. If the SPOOL data set crosses beyond the first
64K tracks, then JES2 uses relative track addressing.

ALLWAYS JES2 always uses relative track addressing regardless of where the SPOOL
data set is located on a volume. This is useful when testing to ensure that
applications and exits function correctly with relative track addressing.

NEVER JES2 never uses relative addressing. If a SPOOL data set is not contained
within the first 64K tracks on a volume, then the volume cannot be used for
SPOOL and the start of that volume will fail.

ASNEEDED is specified in ServerPac to avoid incompatibilities when spool extents end
beyond the 64K track boundary.

Note: RELADDR=NEVER is the JES default.

2.6 Pre-received service tapes

Service tapes have been eliminated from the ServerPac order. All service will now be

RECEIVED already, and loaded to your new SMPPTS data set. The SMPPTS is compacted,
so it should not grow much, if at all. It is allocated with approximately 10 to 15% free space. It
might be larger than it is now just before PUTnnnn PTFs are marked as RSUnnnn. PTFs are
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compacted in the SMPPTS, so the space requirement for this data set should be close to its
old default size. The SMPPTS data set is loaded during the RESTORE job.

Note: Make sure you place the SMPPTS data set on a volume where it has room to
extend, or allocate an SMPPTS spill data set, if you plan to RECEIVE a lot of service
before applying and accepting the service that is already received.

2.7 Various panel changes to improve usability
The Modify System Layout warnings panel has been reworked to offer some guidance and to
add the capability to check the validity of many variables at the time you enter them.
Minor usability changes include:
» Spelling out commands on the primary and line command lists
» Removing clutter from the displays
» Using correct terms

The Change Volume Attributes panel field “Existing Data” has been changed to “Initialize
Volume” to make the meaning more explicit.

Figure 2-14 on page 31 shows the added guidance to the Modify System Layout panel.

CustomPac --——==—-=—=—=--——---—— - ———————
COMMAND ==> _

Warning!
Configuration Problem Found

Press ENTER to return to Modify System Layout.
Press END or RETURN to save the current values and exit.

Problem Type What to do:

Physical Volume See Physical Volume Summary Display for more info

Figure 2-14 Added guidance in the Modify System Layout panel

Figure 2-15 shows the added capability to check variables at installation time.
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COMMAND

CustomPac - ---—-———--—---—- Installation Variables { RO150008 ) --—-——--——-————-

::)

UPDATE Variable Definition - Value

Variable : FADAXX0D1
Synonym : DYNAMIC DASD INFO
Status . PREDEFINED
Default Value : ¥ES

Current Value ==> YES

Acceptable Values: @—

¥ N YES NO

Press Enter to continue or End to cancel

Figure 2-15 Variable checking at installation time

Figure 2-1
command

6 on page 32 shows the spelling out of commands on the primary and line
lists.

CustomP
COMMAND

Summary
Primary

Line

ac ————————————-— Modify System Layout ( RO1 Row 1,602 to 1,620 of 1,929
==3 SCROLL ==> PAGE

Of Data Sets

Commands: (? SET Locate Find Next Previous SORT CHange OFile OList
FindComp)

Commands: (Merge eXpand Conflict Unmerge Attributes Space Resolve)

--- Data Set --- Primary
Set Mame X F  Type RECFM LRECL Tracks
.PARMLIB PDS FB 80 9
.PDEFLIB PDS VBM 8205 18
.PROCLIB PDS FB 80 6
.PSEGLIB PDS VBM 8205 T
.SACBCNTL PDS FB 80 36
. SADRYLIB PDS FB 80 17
.SAMPLIB FDS FB 80 3285
. SAPPDAT2 PDS VB 259 8
. SAPPDAT4 FDS FB 213 16
. SAPPMOD1 PDS u 0] 186
. SAPPSAMP PDS FB 80 9

Figure 2-16 Primary and line command lists

Figure 2-1

7 shows the “Initialize Volume” field in the Change Volume Attributes panel.
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COMMAND ==>

Display and Change Volume

Volume Serial ==3
Device Number ==>
Device Type ==>
Reserved Space ==>
Initialize Volume ==>

| CustomPac ——-----—------ Modify System Layout ( RO150008 )

Attributes

ZOSRES

8030

3390-3

o]

]

(Always required)

(Enter ? For List of Available Device)
(See Device Type Table for UNIT Type)

(Cylinders)

(Y or N. Default is Y)

Press Enter to continue or End to Cancel

Note: Only the volume serial is required for online volumes when the
DYNAMIC DASD INFO wvariable is set to Yes.

Figure 2-17 New “initialize Volume” field

Chapter 2. ServerPac enhancements for z/OS V1R5

33



34  z/OS Version 1 Release 5 and Version 1 Release 6 Implementation



z/OS V1R5 BCP enhancements

This chapter describes enhancements made to the z/OS V1R5 base control program (BCP),
specifically the following:

»

»

>

64-bit virtual storage enhancements
IPCS enhancements

Program management enhancements
JCL enhancements

SMF record type 6 enhancements
3590 model H tape drive enhancement
File sequence number >9999 support
Unicode enhancements

2 GB FICON® channel support
IARV64 system trace support

System Logger

© Copyright IBM Corp. 2004. All rights reserved.
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3.1 64-bit virtual storage enhancements

The basic 64-bit virtual storage management support is introduced in z/OS 1.2 and lays the
foundation for a 64-bit operating system infrastructure.

In 64-bit addressing mode, the address space begins at address 0 and ends at 16 exabytes,
an incomprehensibly high address. The address space structure below the 2 gigabyte
address has not changed; all programs in AMODE 24 and AMODE 31 continue to run without
change.

In the 31-bit address space, a virtual /ine marks the 16-megabyte address. The 64-bit
address space also includes the virtual line at the 16-megabyte address; additionally, it
includes a second virtual line called the bar that marks the 2-gigabyte address. The bar
separates storage below the 2-gigabyte address, called below the bar, from storage above
the 2-gigabyte address, called above the bar. The area above the bar is intended for data; no
programs run above the bar. There is no area above the bar that is common to all address
spaces, and no system control blocks exist above the bar. IBM reserves an area of storage
above the bar for special uses to be developed in the future.

3.1.1 MEMLIMIT support

You can set a limit on how much virtual storage above the bar each address space can use.
This limit is called the MEMLIMIT. If you do not set a MEMLIMIT, the system default is 0,
meaning that no address space can use virtual storage above the bar. If you want to use
virtual storage above the bar, you need to set the MEMLIMIT explicitly. You can set an
installation default MEMLIMIT through System Management Facility (SMF). You can also set
a MEMLIMIT for a specific address space in the job control language (JCL) that creates the
address space or by using SMF exit IEFUSI.

3.1.2 Using storage

Before z/OS V1R2, a program which needed storage beyond 2G was generally met by
creating one or more data spaces or hiperspaces, and keeping track of the data was not
always easy. Each dataspace or hiperspace needed to be managed separately and uniquely.

With the introduction of 64-bit virtual in z/OS V1R2, programs requiring a very large buffer
pool take advantage by using the area above the 2G bar. The area above the bar is intended
to be used for data only, not for executing programs. Programs use the IARV64 macro to
obtain storage above the bar in “chunks” of virtual storage called memory objects.

Database subsystems like DB2 and other middleware can greatly benefit from the increased
capacity of 64-bit virtual storage by supporting a large number of concurrent users and
transactions.

3.1.3 z/OS V1RS5 virtual storage enhancements

With z/OS V1R5, the following enhancements for 64-bit virtual storage have been added:
» 64-bit shared memory addressing area between 2 terabytes and 512 terabytes
» Multiple guard area support for private high virtual storage above the bar
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3.2 64-bit shared virtual storage support

Starting with z/OS V1R5, address spaces can now share data above the bar, shown in
Figure 3-1 on page 38, in addition to having private data. The shared storage is an area
which is shared between multiple address spaces or multiple tasks in the same address
space.

Each address space can logically be 16 exabytes (2 **64) in size. The area below 2 GB is
mapped as before and is totally compatible. The area above the bar is for application data.
There are no common areas, system areas, or programs above the bar.

The shared storage appears at the same address in each address space. The default shared
area range is between 2T and 512T, as shown in the 64-bit address space memory map in
Figure 3-1.

3.2.1 64-bit address space memory map

In a 16 exabyte address space with 64-bit virtual storage addressing, there are three
additional levels of translation tables, called region tables. They are called region third table
(R3T), region second table (R2T), and region first table (R1T), as shown in Figure 3-1. The
region tables are 16 KB in length, and there are 2048 entries per table. When the first storage
is created above the bar, RSM creates the R3T. The R3T table has 2048 segment table
pointers, and provides addressability to 4 TB. When virtual storage greater than 4 TB is
allocated, an R2T is created. An R2T has 2048 R3T table pointers and provides
addressability to 8 PB. An R1T is created when virtual storage greater then 8 petabytes is
allocated. The R1T has 2048 R2T table pointers and provides addressability to 16 exabytes.

As users allocate private storage above the bar, it is first allocated from the Low non-shared
area. Similarly, as shared area storage is allocated, it is allocated from the bottom up. This is
done to allow applications to have both private and shared memory above the bar and only
need a region 3rd table.

If users allocate large private or shared areas above the bar, then Real Storage Manager
(RSM) needs to construct region second tables or region first tables at the time of the
allocation to manage the virtual storage.

Address memory map
The address memory map in Figure 3-1 shows the following:

0-16M 16M is still referred to as the line. Below the line can be addressed with a
24-bit address.

0-2**31 Above the line requires a 31-bit address and does not usually refer to storage
beyond 2G.

2**31 - 2**32 From 2G to 4G is considered the bar. Below the bar can be addressed with a
31-bit address. Above the bar requires a 64-bit address.

The bar

Just as the system does not back the page at 7FFFF000 in order to protect programs from
addresses which can wrap to 0, the system does not back the virtual area between 2G and
4G. That means that a 31-bit address with the high bit on will always program check if used in
AMODE 64. Above the bar is divided into 3 areas as follows:

2**31 -2**41 The low non-shared area starts at 4G and goes to 2T (2**41).

2**41 - 2**50 The shared area starts at 2T (2**41) and goes to 512T (2**50) or higher if
requested.
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(High Non-shared) Addressability requires a
User Private area Region 1st table (R1T)
L] i et f -—=-
2% 12T Addressability requires a
Area Reserved for Region 2nd table (R2T)

Memory Sharing

FE ] e eI -——-

241 2T

User Private area

Addressability requires a

(Low Non-shared) Region 3rd table (R3T)
32
2 <= The bar
2 Below-2GB 16M - Line

Figure 3-1 z/OS V1R5 address space

3.2.2 64-bit shared virtual storage requirements
To exploit the 64-bit shared virtual storage, the following environment is required:
Hardware 2900, z800, z890, or z990
Software z/OS V1R5 or higher running in z/Architecture mode.

New options on the IARV64 macro allow address spaces to share storage
above the bar.

Shared Area size can be specified via the HVYSHARE keyword in IEASY Sxx
parmlib member, or by responding to message IEA101A during system IPL.
The characteristics of HVSHARE are the following:

» ltis specified as: HYSHARE=XXXXXXXXXXXG, Or XXXXXXXXXT, Or XXXXxXP.
» Default shared area starts at 2TB and ends at 512TB.

» The minimum size is zero and the maximum size is 1 exabyte (which is
1048576 terabytes or 1024 petabytes).

HVSHARE value

The size of the HVSHARE value determines where the system places the shared virtual area.
If you specify a value less than 2 terabytes (2T), the system obtains storage that straddles the
4 terabyte line as follows:

» Half of the storage comes from above the 4 terabyte line.
» Half of the storage comes from below the 4 terabyte line.
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If you specify a value larger than 2T, the system obtains storage starting at the 2 terabyte line.
The value you specify is rounded up to a 64 gigabyte boundary.

Displaying virtual storage information

Use the DISPLAY VIRTSTOR command to identify the virtual storage configuration. The result of
this command is displayed in message IAR019I, shown in Figure 3-2. It contains the following
information:

» Source of HVYSHARE parameter.
— Parmlib member (xx), that is IEASYSxx.
— Operator supplied (OP), that is reply to message IEA101A during system IPL.
— Default (DEFAULT), that is from 2T to 512T.
» The size of the high virtual shared area in gigabytes, in decimal.
» The range of the high virtual shared area in gigabytes, in decimal.
» The amount of shared storage allocated into memory objects in megabytes, in decimal.

The command syntax is:
D {VIRTSTOR | VS},HVSHARE

D VIRTSTOR,HVSHARE

IARO19I 14.18.56 DISPLAY VIRTSTOR 268
SOURCE = DEFAULT

TOTAL SHARED = 522240G

SHARED RANGE = 2048G-524288G

SHARED ALLOCATED = OM

Figure 3-2 Command D VIRTSTOR

3.2.3 Memory management above the bar

The memory management above 2G is totally new beginning with z/OS V1R2. Above the bar,
there are no MVS subpools and no common area. The virtual storage above the bar is
organized as memory objects. Programs obtain storage above the bar in chunks of virtual
storage called memory objects. The system allocates a memory object as a number of virtual
segments; each segment is a megabyte in size and begins on a megabyte boundary. A
memory object can be as large as the memory limits set by your installation and as small as
one megabyte. To use the storage in a memory object, the program must be in AMODE 64.

Memory objects have a range and a size. The size can be increased or decreased within the
range. Only the size is charged against the MEMLIMIT. Characteristics of a memory object,
like storage protection key and fetch protection attribute, apply to the entire storage range of
the memory object and cannot be changed after the memory object is allocated. The memory
object is freed in its entirety; partial freeing is not allowed. Part or all of the memory in the
range covered by a private memory object is usable virtual storage and the remainder is not
usable and is called the guard area. The extent of the usable virtual storage can be changed,
with a compensatory change in the extent of the guard area.

Important: The entire range of virtual storage represented by a shared memory object is
usable storage. In other words, there are no guard areas in a shared memory object.
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Private memory objects are owned by a task. The shared memory object is shared at the
same address in every address space and is owned by the system.

IARV64 macro

A new system service, IARV64, was introduced in z/OS V1R2 to allocate and manage
storage above the bar. IARV64 is the only external programming interface provided to allocate
and manage storage above the bar. Only data can be stored in virtual storage above the bar.
You use the z/Architecture instructions that handle 64-bit registers to access data above the
bar. Programs are still loaded below the bar, but they must be running in 64-bit addressing
mode (AMODE 64) to address the data in virtual storage above the bar. Virtual storage above
the bar cannot be used for loading and executing programs; they must be loaded and
executed below the bar. This support does not keep any control information or control blocks
above the bar. This area is just for data.

Guard area

When a program creates a memory object, it can specify that the memory object is to consist
of two different areas: the usable area and the guard area. The guard area is an optional area
within a memory object, sometimes also referred to as a hidden area. It is a number of
reserved pages, in multiples of megabytes, starting on a megabyte boundary. The guard area
is allocated either from the low virtual address of the memory object and upwards, or from the
high virtual address and downwards, as shown in Figure 3-3 on page 41.

The guard area is introduced so that you can reserve an area for future utilization of space for
your application. Another way you can use the guard area is to protect yourself from
accidentally referencing virtual storage beyond the end of a memory object, and overlaying
data in an adjacent memory object. In this case, you should allocate a guard area at high
virtual address in your memory object. Similarly, if a program wants to protect its memory
object from another program using a memory object at a lower virtual address, it will create a
guard area at the lower end of its memory object.

Guard areas cannot be referenced by your program. If you reference the guard area, you will
get a program check. The size of the guard area does not count when the system is
performing the MEMLIMIT checking, only the usable area counts. The size of the guard area
can be changed—for example, to get more usable virtual storage within your memory object.
You can increase or decrease the size by using the CHANGEGUARD service. The amount of
change is in multiples of one megabyte segments.
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megabyte A
boundary
Usable Area one megabyte
multiple
| R ]
megabyte
boundary
Guard Area one megabyte
multiple
y

Figure 3-3 A memory object with a guard area

3.2.4 Memory object operations

The IARV64 macro provides all the virtual storage services that a program needs to work with
the memory objects. Functions provided by the IARV64 macro are the following:

» Managing memory objects
» Changing the status of pages in the memory object

Managing memory objects

To create a shared memory object, use the IARV64 GETSHARED service. While shared
memory storage is like common storage in that it is shared across address spaces, it differs
because there is not automatic addressability or access to it. To mange the memory objects,
the following IARV64 request types are used:

GETSTOR Create a memory object (only for private memory objects).

CHANGEGUARD Increase or decrease the amount of usable memory in a memory object
(only for private memory objects).

GETSHARED Create a shared memory object (only for shared memory objects).

SHAREMEMOBJ Allows an address space to access shared memory objects (only for
shared memory objects).

CHANGEACCESS Manages the type of access an address space has to the shared virtual
storage (only for shared memory objects).

DETACH Delete memory objects.

LIST Request a list of the addresses of memory objects.
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Changing status of pages within a memory object

Authorized programs can use IARV64 macro requests to change the status of memory
objects as follows:

PAGEFIX Fix virtual pages in central storage (only for private memory objects).
PAGEUNFIX Undo a Pagefix (only for private memory objects).

DISCARDDATA Discard the data and free the frames.

PAGEOUT Notify the system that pages will probably not be referenced again soon.
PAGEIN Notify the system that pages will be referenced soon.

Note: For all operations, a system ABEND DC2 (along with the appropriate reason code)
is issued for invalid requests, or when a specific request cannot be satisfied. Here is a brief
explanation of ABEND DC2. A DC2 ABEND is issued for an invalid request and also can
be issued for a valid request which cannot be successfully processed by RSM. In other
words, an IARV64 macro invocation to manage storage above 2 gigabytes failed. A
hexadecimal reason code returned in the middle two bytes of register 0 describes the error.

3.2.5 Creating shared memory objects

Shared memory objects are allocated (created) by programs using the service IARV64
REQUEST=GETSHARED. When the object is allocated, no one has access to the memory
object. GETSHARED creates a system interest in the object.

Figure 3-4 shows an example of creating a shared memory object.

AS A AS B
IARV64 REQUEST=GETSHARED,
SEGMENTS=THREE_SEG,
USERTKN=USRTKNA, High user private High user private
ORIGIN=VIRT64_ADDR, p ~
COND=YES, /4 ~
FPROT=NO,
KEY=MYKEY,
CHANGEACCESS=LOCAL
Shared area Shared area
Virt4_Addr > NoAccess Virte4_Addr — g NOAccess
Note: If you want the memory object
to have key 9. The declaration Low user private Low user private
for MYKEY is as follows:
MYKEY DC X'90'
Below the Bar Below the Bar

Figure 3-4 Creating shared memory objects
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The operands on the IARV64 macro in Figure 3-4 are as follows:

CHANGEACCESS Specifies whether subsequent CHANGEACCESS requests are treated
as local or global in scope. When local is specified, subsequent
CHANGEACCESS requests change access only for the specified
address space. When global is specified, subsequent
CHANGEACCESS requests change access for ALL address spaces
that share the memory object and any new address space that will
subsequently share the object.

SEGMENTS Specifies a total size in megabytes.
COND=YES/NO Helps to make the request conditional to avoid ABEND.
USERTKN Specifies an 8-byte User Token which is used to group memory objects

for later Detach requests. The left word of the user token must be
non-zero. While your program can obtain only 1 memory object at a
single invocation of IARV64, it can, for management purposes, relate 2
or more objects to each other by specifying a USERTKN value. A
program can delete all memory objects that have the same USERTKN
value.

ORIGIN The address of the virtual storage associated with the lowest memory
object which is returned to you.

FPROT=YES/NO Specifies whether the memory object is fetch protected or not. The
default is NO.

KEY Specifies the storage key for the memory object. The default is the
caller's key.

3.2.6 Accessing shared memory objects

To get access to the shared memory objects, programs use the service IARV64
REQUEST=SHAREMEMOBJ. An address space can issue more than one SHAREMEMOBJ
request for the same memory object.

Important: To separate each of the requests for the same memory object you need to
specify a different user token.

Figure 3-5 on page 44 shows an example of accessing shared memory objects.
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AS A AS B

Following
request is for
address space A High user private High user private
v/ /
IARV64 REQUEST=SHAREMEMOBJ, f.l ;I

USERTKN=USRTKNS,
RANGLIST=RLISTPTR,

NUMRANGE=1,
ALETVALU EZO’ Shared area
COND=YES, Shared area
SVCDUMPRGN=YES
Virté4_Addr — g | ACCESS Virt64_Addr g NOAccess
Low user private Low user private

Below the Bar

Figure 3-5 Accessing shared memory objects

The parameters on the IARV64 macro in Figure 3-5 are as follows:

COND=YES/NO COND=YES helps to make the request conditional to avoid having the
program abend because it asked to free a memory object that does not
exist.

USERTKN A required 8-byte token that relates two or more memory objects to each
other. Associate the user token with the memory object, so later you can
free several shared memory objects at one time.

RANGLIST Specifies a list of memory objects that you want to share. Together with
the NUMRANGE parameter, the RANGLIST parameter allows you to
make multiple storage ranges eligible to be assigned to subspaces. The
RANGLIST parameter specifies a fullword that contains an address of a
list of ranges, or specifies a register that contains the address of the
fullword pointer to the range list that you created when you allocated the
storage. The number of entries in the range list is specified on the
NUMRANGE parameter.

NUMRANGE Specifies a list of supplied ranges pointed to by RANGLIST and can
contain 1 to 16 ranges. The default is 1.

ALETVALUE Designates the address space which is given access to the memory
objects by specifying an ALET value. Supported address spaces are
Primary (0) and Home (2). The default is 0.

SVCDUMPRGN  Specifies whether the object is included in an SVC dump when region is
requested as part of SDATA. The default is SVCDUMPRGN=YES.

Figure 3-6 on page 45 shows the format of the RANGLIST.
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RLISTPTR

Range List Format
0 8 15
Virtual Address Reserved \
Virtual Address Reserved

One to 16 Pairs

Virtual Address Reserved
Virtual Address Reserved Y

Figure 3-6 RANGLIST format

Virtual Address can be any address within the shared memory object that you want to be
given access to. The second double word of the entry is reserved and must be binary zeros.

3.2.7 Changing shared memory object storage access

The CHANGEACCESS request of the IARV64 macro is used to request a change to the type
of access to the specified virtual storage. The three types of access specified using the
VIEW= parameter are as follows:

READONLY The area can only be used to read data. Any attempt to alter data by writing
onto the area results in a program check.

SHAREDWRITE The area can be used to read or update data.

HIDDEN The data within the area cannot be accessed until its view type is changed
to READONLY or SHAREDWRITE. Any attempt to access a hidden area
results in a program check.

You can request that the type of access to the specified virtual storage be changed. The
scope of the change is determined by the specification of local versus global on the
GETSHARED request. When local is specified, only the address space specified on the
request is affected. If no SHAREMEMOBJ object is done from that address space then the
request fails. When global is specified, all address spaces currently sharing the memory
object are affected, and any subsequent address spaces that share the memory object will
see the changed access. For global requests, no prior SHAREMEMOBUJ needs to be done.
For local requests, the target address space must have done a SHAREMEMOBJ before
requesting a change of access.

Figure 3-7 on page 46 shows an example of changing the local storage access to the shared
memory object.
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Scope Local Shared Memory Objects
AS A AS B

Request is for
address space B

IARV64 REQUEST=SHAREMEMOBJ, High user private High user private
USERTKN=USRTKNS, v/ N v/ Vo
RANGLIST=RLISTPTR, / 7 o 7
NUMRANGE=1,
ALETVALUE=2,
COND=NO,
SVCDUMPRGN=NO Shared area Shared area

35
S

35
S

Request is for
address space A

IARV64 REQUEST=CHANGEACCESS,
VIEW=HIDDEN,
RANGLIST=RLISTPTR,

NUM RANGE:1 y Low user private Low user private
ALETVALUE=0

Hidden Read/Write

Below the Bar Below the Bar

Figure 3-7 Changing local storage access

The parameters on the IARV64 macro in Figure 3-7 that have not previously been defined are
as follows:

VIEW The type of access you want to have to the virtual storage. The three types of
access are READONLY, SHAREDWRITE, or HIDDEN.

RANGLIST Specifies the virtual address, which can be anywhere in the shared memory
object. The following rules apply:

» The starting address must be on a segment boundary.

» The starting address must be within a memory object returned by a
GETSHARED request.

» A single range must be contained within a single memory object.

Figure 3-8 shows the RANGLIST format for changing storage access.

0 8 15
Virtual address Number of pages
e e e . 1to0 16
pairs
Virtual address Number of pages

Figure 3-8 RANGLIST format for changing storage access
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3.2.8 Changing storage access

As a general rule, the starting virtual address (Virt64_Addr) must be on a segment boundary
and must be within a memory object returned by a GETSHARED request. A pair must be
contained within a single memory object.

Figure 3-9 shows the following:

» When CHANGEACCESS=GLOBAL is specified, subsequent CHANGEACCESS requests
will change access for ALL address spaces that share the memory object and any new
address space that will subsequently share the object.

» A GETSHARED request that established a starting virtual address (Virt64_Addr2).
» A REQUEST=SHAREMEMOBAJ for each address space.

» An example of changing the global storage access to VIEW=READONLY to the shared
memory object to ORIGIN (Virt64_Addr2).

Scope Global Shared Memory Objects

IARV64 REQUEST=GETSHARED, AS A ASB
SEGMENTS=FOUR_SEG,
USERTKN=USRTKNB,
ORIGIN=VIRT64_ADDR2 High user private High user private

= v/ ~ / ~
CHANGEACCESS=GLOBAL ; Y] - ? Y Y
For address space A
IARV64 REQUEST=SHAREMEMOBJ,
USERTKN=USRTKND... Shared area

Shared area
For address space B

IARV64 REQUEST=SHAREMEMOBJ,

USERTKN=USRTKND... V64, Addr2 ReadOnly ReadOnly

Virt64_Addr — g | Hidden Read/Write
IARV64 REQUEST=CHANGEACCESS,
VIEW=READONLY,
RANGLIST=RLISTPTR,
NUMRANGE=1
Low user private Low user private
Below the Bar Below the Bar

Figure 3-9 Changing global storage access

The parameter on the IARV64 macro in Figure 3-9 that has not previously been defined is as
follows:

CHANGEACCESS When CHANGEACCESS=GLOBAL is specified on the
CHANGEACCESS parameter of the GETSHARED service, all
address spaces currently sharing the memory object are affected, so
all address spaces will get the same view. Subsequent IARV64
SHAREMEMOBJ requests for this memory object will also be affected
until the next CHANGEACCESS invocation. Memory objects with
CHANGEACCESS=GLOBAL support CHANGEACCESS requests
without prior SHAREMEMOBJ requests.
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3.2.9 Freeing a shared memory object

Virtual storage above the bar is freed using IARV64 REQUEST=DETACH. The IARV64
REQUEST=DETACH service is used to free a shared memory object also. To remove all
access to the shared memory objects, issue the following requests:

» All address spaces have to remove interest from the memory object by issuing a DETACH
AFFINITY=LOCAL request.

» The system interest is removed from the memory object by issuing a DETACH
AFFINITY=SYSTEM request.

The memory object to be detached can be identified in the following ways:

» By its origin address, MATCH=SINGLE,MEMOBJSTART=.

» A related set of memory objects can be detached by providing the User Token specified
when they were created. MATCH=USERTOKEN, USERTKN=.

» You can make the request conditional to avoid an ABEND, COND=YES/NO.

AFFINITY=LOCAL

When AFFINITY=LOCAL is specified against a shared memory object, the shared interest is
removed from the specified address space. If the address space has no further shared
interest in the object, detach also removes addressability for the specified address space.

Figure 3-10 shows an example of deleting a shared memory object from “AS A, as specified
by the ALETVALUE=0.

For address space A AS A ASB
IARV64 REQUEST=DETACH,
AFFl N |TY=LOCAL, High user private High user private
ALETVALUE=0, Y y Vi Y
s I 7 'a
COND=YES, /4 ~ /4 Yo
MATCH=SINGLE,
MEMOBJSTART=VIRT64_ADDRZ,
USERTKN=USRTKND y Shared area Shared
p y | Shared area Y
~ N w ~
Virt64_Addr2 — g NoAccess Virt64_Addr2 ReadOnly
Virte4_Addr — e | Hidden Virtea_Addr | RREAA/WVrite
Low user private Low user private
Below the Bar Below the Bar

Figure 3-10 Freeing the shared memory object from AS A with AFFINITY=LOCAL
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The parameters on the IARV64 macro in Figure 3-10 on page 48 are as follows:
MATCH=SINGLE,MEMOBJSTART=  The memory object to be detached can be identified

by its origin address.

MATCH=USERTOKEN, USERTKN= A related set of memory objects can be detached by

providing the user token specified when they were

created.

COND=YES/NO COND=YES helps to make the request conditional
to avoid having the program abend because it asked
to free a memory object that does not exist.

Figure 3-11 shows an example of deleting a shared memory object from “AS B,” as specified

by ALETVALUE=2.

AS A

For address space B

IARV64 REQUEST=DETACH,
AFFINITY=LOCAL,
ALETVALUE=2,
COND=YES,
MATCH=USERTOKEN,
USERTKN=USRTKND

High user private

/
% ~

359
G

y Shared area

~ ~

X

Virt64_Addr2 — g | NOAcCCESS

Virt64_Addr — g | Hidden

Low user private

Below the Bar

AS B

5

Virt64_Addr2 — g

Virt64_Addr —pp

/
v/

High user private

’, Shared area

n

NoAccess

Read/Write

WS

N
N

N

Low user private

Below the Bar

Figure 3-11 Freeing the shared memory object from AS B with AFFINITY=LOCAL

AFFINITY=SYSTEM

When AFFINITY=SYSTEM is specified against a shared memory object, the system interest
in the shared memory object is removed; after this happens no new requests for the

SHAREMEMOBJ are satisfied.

Figure 3-12 on page 50 shows an example of freeing a shared memory object with

AFFINITY=SYSTEM.
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AS A

IARV64 REQUEST=DETACH,
AFFINITY=SYSTEM,
COND=YES,

Virt64_Addr2 — e

Virt64_Addr — g

High user private

Hidden

Low user private

Below the Bar

AS B

Virt64_Addr2 —pp-

Virt64_Addr — g

High user private

— / ( / /
MATCH=SINGLE, % ~ Y, v
MEMOBJSTART=VIRT64_ADDR2

y Shared area ’ / Shared area /
~ ~N o v

Read/Write

Low user private

Below the Bar

Figure 3-12 Freeing a shared memory object with AFFINITY=SYSTEM

The parameters on the IARV64 macro in Figure 3-12 are as follows:

MATCH=SINGLE,MEMOBJSTART= The memory object to be detached can be identified by
its origin address.

MATCH=USERTOKEN, USERTKN= A related set of memory objects can be detached by
providing the user token specified when they were
created.

COND-=YES helps to make the request conditional to
avoid having the program abend because it asked to
free a memory object that does not exist.

COND=YES/NO

3.2.10 Obtain information about use of virtual storage

IARV64 REQUEST=LIST service is used to obtain the information about the virtual storage
used by the program above the bar. This provides:

» Memory objects for the entire address space.

» Memory objects in the entire address space that have been marked as
SVCDUMPRGN=YES.

» All shared memory objects that are allocated in the system.
The information is returned in a specific work area which is mapped by IARV64WA.

Figure 3-13 on page 51 shows an example of REQUEST=LIST service.
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Memory Object 1

IARV64 REQUEST=LIST,
VB4ALISTPTR=WORKAREAPTR,
V64LISTLENGTH=WORKAREALENGTH,

V64SELECT=YES,
SVCDUMPRGN=YES

Ending address

beginning address

Memory Object 2 Memory Object 3

Ending address

beginning address

Figure 3-13 Obtain information about memory objects

The parameters on the IARV64 macro in Figure 3-13 are as follows:

V64LISTPTR A required input parameter that specifies the address of the work
area which contains the results of the list request. This work area
must be in fixed storage addressable from the address space for
which the LIST request is made.

V64LISTLENGTH A required input parameter that specifies the length of the work
area which contains the results of the list request.

V64SELECT=YES/NO An optional parameter that specifies whether the list request is
for all allocated memory objects or for a subset of the allocated
memory objects. The default is V64SELECT=NO.

SVCDUMPRGN=YES/NO An optional parameter that specifies whether the memory object
should be included within the set of memory object descriptions
returned by the LIST request. The default is
SVCDUMPRGN=YES.

As you can see in this example, Virt64_addr2 has been created with SVCDUMPRGN=NO, so
details about this object are not returned since REQUEST=LIST has specified
SVCDUMPRGN=YES.

Figure 3-14 on page 52 shows another example with parameter V64SHARED.
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Memory Object 1

IARV64 REQUEST=LIST,
V64LISTPTR=WORKAREAPTR,
VB4LISTLENGTH=WORKAREALENGTH,
V64SHARED=YES

Ending address

beginning address

Memory Object 2
Memory Object 3

Ending address Ending address

beginning address beginning address

Figure 3-14 Obtain information about memory object

The parameter on the IARV64 macro in Figure 3-5 not previously defined is as follows:

V64SHARED=YES/NO An optional input parameter that specifies whether the list of
memory objects is for address space or a list of shared memory
objects defined by the system via GETSHARED. The default is
V64SHARED=NO.

Managing physical resources
To help the system manage main memory that backs high virtual pages of a memory object, a
program can alert the system of its intended use of some of those pages.

» The program can notify the system that the data in certain pages will not be used for some
time (measured in seconds) and that they are good candidates for paging out of real
storage.

— Use IARV64 REQUEST=PAGEOUT

» The program can notify the system that the data in certain pages will be referenced soon
and that it would be good to page them into real storage if they are not already backed by
real storage.

— Use IARV64 REQUEST=PAGEIN

» The program can notify the system that it no longer needs the data in certain pages and
that the system can free them.

— Use IARV64 REQUEST=DISCARDDATA

64-bit shared virtual storage and termination

When an address space requests access to a shared memory object via a SHAREMEMOBJ
request, the local address space affinity that is established is associated with the TCB whose
address is stored in ASCBXTCB for the address space that is to be given access to the
shared memory object.
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When the TCB whose address is in ASCBXTCB terminates, the system implicitly removes
any local affinities associated with that TCB.

System affinity needs to be explicitly removed via a IARV64 DETACH AFFINITY=SYSTEM
request.

In order to avoid leaving behind orphaned objects, it is recommended that you establish

RESMGRs for End of Task (EOT) and End of Memory (EOM) to ensure that any local
affinities and the system affinity for a shared memory object are removed.

3.3 Multiple guard area support
z/OS V1R5 has a new enhancement called multiple guard area support.
The GUARDLOC keyword is an optional keyword on the GETSTOR request that specifies
whether the guard location is at the low virtual end of the memory object or the high virtual

end.

Figure 3-15 shows an example of creating a guard location at the low virtual end.

Private Memory Object
1Meg Bdry —»

IARV64 REQUEST=GETSTOR,
SEGMENTS=THREE_SEG,
USERTKN=USRTKNA, one megabyte
ORIGIN=VIRT64_ADDR, multiple
GUARDLOC=LOW,
GUARDSIZE=ONE_SEG,
SVCDUMPRGN=NO, Usable Area

COND=YES
i —
TTOKEN=NO_TTOKEN,  Meg Bdry
FPROT=NO Guard Area one megabyte
multiple

Figure 3-15 Creating a guard area

3.3.1 Changing the amount of usable memory

Use IARV64 REQUEST=CHANGEGUARD to increase or decrease the amount of usable
space in a memory object by adjusting the size of the guard area.

The boundary between the usable memory in a memory object and the guard page is moved
higher or lower, depending upon the type of request and whether the guard area is high or low
in the memory object.

The amount converted is in 1 MB multiples and the whole memory object can be guarded.

A TOGUARD request converts the specified amount of usable storage to guard area. The

data in the converted area is released. This operation reduces the amount of virtual storage
that contributes towards the MEMLIMIT for the address space.
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A FROMGUARD request converts the specified amount of guard area to usable area. The
converted area appears as pages of zeroes. This operation increases the amount of virtual
storage that contributes towards the MEMLIMIT for the address space.

One reason for asking for a guard area is to reserve the area for future use. A second reason
for using a guard area is so that the program requesting the object can protect itself from
accidentally referencing storage beyond the end of a memory object and overlay data in
another adjacent object.

Figure 3-16 shows an example.

GUARDLOC=LOW GUARDLOC=HIGH
CONVERT(FROMGUARD) CONVERT(TOGUARD)
Memory object High High
Usable Area Guard Area
Low Guard Area Low
GUARDLOC=LOW GUARDLOC=HIGH
GETSTOR defines Usable CONVERT(TOGUARD) CONVERT(FROMGUARD)
and Guard area High High
e size
. Iocation Usable Area Guard Area
CHANGEGUARD modifies t t
e size of usable/guard area e - -~
Low Guard Area Low Usable Area

Figure 3-16 Changing the usable memory

3.3.2 Multiple guard area support

When CONVERTSTART is used with a TOGUARD request, the guard area is created from
the usable area starting with the address specified and continuing for the number of
segments specified by CONVERTSIZE. The convert start address must be on a segment
boundary. Figure 3-17 on page 55 shows an example of multiple guard areas in the memory
object.
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Multiple Guard Area Support
IARV64 REQUEST=CHANGEGUARD, Memory Object
CONVERT=TOGUARD,
CONVERTSTART=VIRT64_GUARDADDR,
CONVERTSIZE=ONE_SEG Usable Area
Guard Area 2
Virt64 GuardAddr
Usable Area
Guard Area

Figure 3-17 Multiple guard area support 1

Similarly, when CONVERTSTART is used with a FROMGUARD request, the usable area is
created from the guard area starting with the address specified and continuing for the number
of segments specified by CONVERTSIZE.

The CONVERTSTART address must be on a segment boundary. Figure 3-18 on page 56
shows an example of converting the guard area between two usable areas to the usable area.
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Multiple Guard Area Support
IARV64 REQUEST=CHANGEGUARD, Memory Object
CONVERT=FROMGUARD,
CONVERTSTART=VIRT64_GUARDADDR,
CONVERTSIZE=ONE_SEG
Usable Area
Guard Area

Figure 3-18 Multiple guard area support 2

3.3.3 Dumping virtual storage above 2GB
The SVC dump service has been enhanced for 64-bit support (SDUMPX macro).

Binary dumps taken to SYSMDUMP data sets were enhanced for 64-bit support.

The dumps taken to SYSABEND and SYSUDUMP data sets have not been enhanced for
64-bit support.

Note: To limit the size of an SVC dump, use SDATA=RGN with caution when dumping
address spaces with memory objects that were created with the default parameter
SVCDUMPRGN=YES. Data in high virtual is user data containing no control information,
and is likely of low diagnostic value.

In lieu of SDATA=RGN in address spaces with high virtual, consider specifying the specific
virtual address range that you want to dump.

3.3.4 64-bit virtual support restriction

When 64-bit virtual storage support was introduced in z/OS 1.2, a request to get high virtual
in an address space that has currently or previously obtained a subspace, or vice versa,
would cause the request to ABEND.

In z/OS V1R5 an address space is allowed to own high virtual and also have subspaces.
However, the following considerations are necessary:

» |ARV64 services cannot be issued in subspace mode and an attempt to do so results in a
DC2 ABEND.

» Accessing 64-blt virtual storage in subspace mode results in an 0C4 ABEND.
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3.4 IPCS enhancements

The IPCS component of z/OS V1R5, HBB7708 has been changed to make its processing of
multi-volume dump data sets more efficient and less prone to variations in the time needed to
process the same transaction.

3.4.1 IPCS support upgrade for multi-volume dumps

Over the last several years, many dump data sets, both system dumps and SADMPs, have
occupied multiple volumes. The reasons for multi-volume dump data sets are:

» The dump data set needs more than 64K tracks.

When the dump data set requires more than 64K tracks, you cannot store the dump data
set in the same volume with DSORG=PS. That is because DSORG=PS APlIs use a Track
Track record (TTR), with two binary bytes being used, to refer to relative track on a volume.

Data sets with DSORG=PS-E address this problem. They substitute a 3-byte block logical
transfer (BLT) value, which allows more than 64K tracks on a volume to be used. They
also support striping and compression technologies.

» Sufficient space is not available in a single volume to allocate the dump data set.

Though the dump data set occupies less than 64K tracks, it goes multi-volume because no
sufficient space is available on the volume to allocate the data set.

» A multi-volume SADUMP data set requires DSORG=PS.

IPCS can process the multi-volume dump data sets without any problem. However, you may
notice erratic performance of transactions for multi-volume dump data sets.

Multi-volume SADMPs must be placed in DSORG=PS data sets. For other multi-volume
dump data sets, we encourage you to use DSORG=PS-E. However, it may not be always
practicable to implement this standard. So, you may have many multi-volume dump data sets
to be processed by IPCS.

Prior to z/OS V1R5, IPCS uses a single DCB to access a dump during the periods that you
make random accesses to its records.

When a multi-volume dump is being processed and IPCS needs to read a record from a
volume other than the one being accessed, it closes the DCB and reopens it to access the
other volume. This exposes a complex transaction to Sysplex-wide serialization since VTOCs
always need to be accessed and catalogs may also need to be accessed. As a result, a given
transaction may complete very quickly once and very slowly another time. But, that's not what
we all want from interactive applications!

The enhancement in z/OS V1R5 allows IPCS to employ one DCB for each volume of a
multi-volume dump. The DCBs are opened on demand on the first occasion in a session that
IPCS needs to access a given volume. This improves the IPCS transaction response time
while processing the multi-volume dumps.
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Note: Whether or not you have z/OS V1R5 installed, you should move towards the use of
DSORG=PS-E data sets to hold your dumps. Their advantages are as follows:

» They can hold up to 16M records on a single logical volume.

» They can exploit more than 64K tracks on a physical volume.

» Striping can be used to accomplish a number of desirable goals.

» DSORG=PS-E data sets can be compressed when they are recorded.

Based on some informal measurements that we have made, these large data sets
consume 30% to 60% less DASD space when compressed. We have also run a few
complex transactions on a compressed dump and on a conventional copy of that dump and
we could not notice any difference in response time.

3.5 Program management enhancements

This section provides an introduction to program management services and discusses
various enhancements done to the binder in z/OS V1R5.

3.5.1 Program management services

z/OS provides program management services that let you create, load, modify, list, read, and
copy executable programs. With the program management binder, you can create executable
modules in either of two formats and store them (depending on the format) in PDS or PDSE
libraries, or in z/OS UNIX files. The two types of executable modules are load modules and
program objects; they may collectively be referred to as “program modules.” Of these two
formats, program objects are the newer. Program objects remove many of the restrictions of
the load module format and support new functionality. You can use the z/OS loader to load
saved program modules into virtual memory for execution. You can also use the program
management binder to build and execute a program in virtual storage in a single step (with
some restrictions).

z/OS continues to support the older linkage editor and batch loader programs. However, the
program management binder is a functional replacement for these older programs and has
many additional enhancements. Because subsequent releases of z/OS might not support
these components, it is strongly recommended that you use the binder exclusively. In
addition, the program management binder is a functional replacement for the Language
Environment prelinker, although z/OS continues to support the use of the prelinker as a
separate intermediate step between compilation and binding for the relevant language
translators.

Figure 3-19 on page 59 shows how the program management components work together and
how each one is used to prepare an executable program.
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Figure 3-19 Using program management component

3.5.2 Program management binder

The binder converts the output of language translators and compilers into an executable
program unit that can either be read directly into virtual storage for execution or stored in a
program library.

Binding program modules
You can use the binder to:

» Convert object or load modules, or program objects, into a program object, and store the
program object in a partitioned data set extended (PDSE) program library or in a zZ/OS
UNIX file.

» Convert object or load modules, or program objects, into a load module, and store the load
module in a partitioned data set (PDS) program library. This is equivalent to what the
linkage editor can do with object and load modules.

» Convert object or load modules, or program objects, into an executable program in virtual
storage and execute the program. This is equivalent to what the batch loader can do with
object and load modules.

The binder processes object modules, load modules and program objects, link-editing or
binding multiple modules into a single load module or program object. Control statements
specify how to combine the input into one or more load modules or program objects with
contiguous virtual storage addresses. Each object module can be processed separately by
the binder, so that only the modules that have been modified need to be recompiled or
reassembled. The binder can create programs to be loaded into either 24-bit address or
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31-bit address storage (for example, RMODE=24 or RMODE=ANY). Beginning with z/OS
V1R3, the binder can create programs which execute in 64-bit addressing mode (including
support for 8-byte address constants). The binder can also create overlay load modules or
program objects. Programs can be stored in program libraries and later brought into virtual
storage by the program management loader.

The binder can also combine basic linking and loading services into a single job step. It can
read object modules, load modules and program objects from program libraries into virtual
storage, relocate the address constants, and pass control directly to the program upon
completion. When invoked in this way, the binder does not store any of its output in program
libraries after preparing it for execution. Like the batch loader, you can use the binder for
high-performance loading of modules that do not need to be stored in a program library.

3.5.3 Enhancements to the binder compared to linkage editor

The binder also provides enhancements compared to the linkage editor. It provides
advantages in the following areas:

» Support for single and multi-segment program objects

» Support for a new object module format Generalized Object File Format (GOFF)
» Easing or elimination of many linkage editor restrictions

» Application programming interface for binding programs

» Increased usability

Program objects

Depending on the library type specified by SYSLMOD, the binder creates either program
objects or load modules. Program objects include and extend the functions of load modules.
They are stored in partitioned data set extended (PDSE) program libraries or z/OS UNIX files
instead of partitioned data set program libraries, and have fewer restrictions than load
modules. Program objects remove many of the limitations and restrictions inherent in the old
load module format.

Note: For details, refer to MVS Program Management: User’s Guide and Reference,
SA22-7643, in the chapter “Program objects: Features and processing characteristics.”

New object module support

The binder supports a modified extended object module, produced by the COBOL, C, and
C++ compilers, and a new object module format introduced in a previous release, called
Generalized Object File Format (GOFF). The extended object module format (XOBJ) allows
C, C++, and COBOL programmers to use long external names. The GOFF format (currently
produced by the High Level Assembler and the IBM C and C++ compilers) supports long
names, multipart modules, and Associated Data (ADATA).

Fewer linkage editor restrictions

The binder and program objects ease or eliminate many restrictions of the linkage editor and
load modules. The linkage editor limited aliases to 64 and external names to 32767. With the
binder, the number of aliases and external names for programs stored in a PDSE or z/OS
UNIX file is limited only by the space available to store them.
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Application programming interface

The binder also provides the ability for programs to invoke the binder and request services
individually. Binder services can be invoked directly, allowing your programs to access,
update, and print the contents of load modules and program objects.

Usability improvements

The binder provides other usability improvements over the linkage editor and batch loader.
Messages and diagnostics have been enhanced, producing diagnostic output that is more
detailed and easier to understand than the output of the linkage editor. Binder listings are also
improved, printing out more complete information about the run that produced a module,
including enhancements to the module map and cross reference table and a summary of the
data sets used.

3.5.4 Adding an ESPIE exit routine to binder

Binder currently uses only an Extended Specify Task Abnormal Exit (ESTAE) exit to recover
from errors such as program checks or logic errors. But, many recently written high level
languages are called in the Language Environment (LE). LE establishes an Extended Specify
Program Interruption Exit (ESPIE) exit unless specifically suppressed. The ESPIE exit gets
control before binder's ESTAE exit during error recovery. This results in binder interface
problems often surfacing as LE dumps rather than error codes to the caller. This makes
binder logic errors and program checks harder to debug. This is because the calling
program’s ESPIE exits are unlikely to know how to recover from binder program checks, and
are likely to cover up binder logic errors in a way which is difficult to debug.

Now the binder creates an ESPIE exit routine in addition to the present ESTAE exit, which
gets control before a caller's ESPIE exit, allowing for easier debugging of binder program
checks and logic errors.

New binder ESPIE exit overview

As part of the solution for better error recovery, the existing logic for recovering from interface
validation program checks has been moved from the ESTAE exit to the new ESPIE exit. Now
control goes to ESPIE first, which processes a program check or passes control to the ESTAE
in the case of a binder logic error. The new feature has the following effects:

» The ESPIE exit routine will now return proper error codes when invalid interface
information is used.

» Binder's ESPIE will receive control before a caller's ESPIE, so an IEWDUMP rather than
the caller’s dump routine can be output for better error diagnosis.

» A new binder option, TRAP can be used to control whether or not an ESPIE and/or ESTAE
exit is created.

Binder ESPIE usage and invocation

The new binder ESPIE exit can be controlled through the new option, TRAP, which is
specified as TRAP=OFFIONIABEND and is used as follows:

TRAP=ON Binder will establish both an ESTAE and an ESPIE exit. This traps all
ABENDs and program checks that occur while the binder is in control. A
key aspect is that parameter validation done by the binder API will return
the documented results even if some program in the binder calling
sequence has a program check exit.

TRAP=OFF Binder will not establish an ESTAE or ESPIE. This allows callers of the
binder to trap all ABENDs and program checks.
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TRAP = ABEND The binder establishes an ESTAE exit but not an ESPIE exit. This traps all
abends, but program checks are caught by the binder only if no program in
the binder calling sequence has an ESPIE exit.

The TRAP option can be specified only through the following mechanisms:
» The PARM=string specified when the binder is invoked from JCL

» The first parameter in the parameter list passed when calling the binder from another
program (IEWBLINK,IEWBLOAD,I[EWBLODI, IEWBLDGO)

» The IEWBIND APl FUNC=STARTD OPTIONS= or PARMS=parameters

3.5.5 Binder APl enhancements

Existing debug data generated by z/OS C/C++ compilers is not readily extensible to the 64-bit
world. Therefore, the binder now supports the Common Debug Architecture (CDA) by saving
the original source of sections across rebinds, and tracking the compile unit-section
associations. This data will be kept in the new format of program object.

Tracking of compile units

A compile unit (CU) is roughly equivalent to an object module and may contain several
CSECTs. All CSECTs in a single CU will be assigned the same CU number in the binder
section list.

The GETN function is enhanced to let you obtain the compile unit numbers for sections
specified by NTYPE=S.

NTYPE={SECTION | CLASS} specifies the type of names to be returned and counted.
SECTION causes the names of all sections in the workmod, including special sections, to be
returned. In addition, the compile unit (CU) numbers are provided for buffer version 6 or
higher. CLASS causes the names of all classes in the workmod containing data to be
returned. The value for NTYPE can be abbreviated as S or C. SECTION is the default.

Get compiler units information

The GETC function is a new binder API request that returns data mapped to a new compile
unit list buffer. The COMPILEUNITLIST parameter determines which data is returned.

The syntax of the GETC call is shown in Figure 3-20.

IEWBIND FUNC=GETC
,VERSION=version
[,RETCODE=refcode]
[,RSNCODE=rsncode]

, WORKMOD=workmod
[,COMPILEUNITLIST=compileunitlisf]
,AREA=buffer

,CURSOR=cursor

,COUNT=count

Figure 3-20 Syntax of GETC function

FUNC=GETC Requests that data from items in a workmod be returned to a
specified location.
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VERSION
RETCODE

RSNCODE

WORKMOD

COMPILEUNITLIST

AREA

CURSOR

COUNT

Specifies the version of the parameter list to be used (6 or higher).

RX-type address or register (2-12) that specifies the location of a
fullword integer that is to receive the return code returned by the
binder.

RX-type address or register (2-12) that specifies the location of a
4-byte field that is to receive the reason code returned by the binder.
Reason codes are documented as a sequence of 8 hexadecimal
digits.

RX-type address or register (2-12) that specifies the location of an
8-byte area that contains the workmod token for this request.

Determines which data is returned. If COMPILEUNITLIST is
specified, one record for each compile unit in a list of compile units
will be returned. If COMPILEUNITLIST is omitted, one record of each
of all compile units will be returned. The header record, the first
compile unit record, is built when the cursor is zero. The header
record contains the ddname, pathname, or data set name when
INTENT=ACCESS is specified in the CREATEW API call.

RX-type address or register (2-12) that specifies the location of a CUI
buffer to receive the data. The binder returns data until either this
buffer is filled or the specified items have been completely moved.

RX-type address or register (2-12) that specifies the location of a
fullword integer that contains the position within the item(s) where the
binder should begin processing. Specifying a zero for the argument
causes the binder to begin processing at the start of the item. The
cursor value is specified in bytes for items in the TEXT class, in
records for all other classes. The value is relative to the start of the
item. The cursor value is modified before returning to the caller.

RX-type address or register (2-12) that specifies the location of a
fullword that is to receive the number of bytes of TEXT or the number
of entries returned by the binder.

Get data (GETD) function

The GETD function is enhanced to return library path information which is mapped to a text
buffer. Also, RELOC= is a new optional parameter used with GETD that lets you specify the
location containing the compile unit list.

RELOC  Specifies the location of a compile unit list. You can only use this parameter with
VERSION=6 or higher. You will need to know the load segment for the data you
are requesting. You can map text classes into load segments using GETN. Reloc
is a single 8—byte address. The relocation address will relocate the adcons in the
returned text buffer as though the program segments had been loaded at the
designated address. If you do not use the RELOC parameter, it should set to

zZero.

Note: Refer to MVS Program Management: Advanced Facilities, SA22-7644 for details.

3.5.6 Fast data access

Fast data allows vendor- and user-written applications to obtain module data from program
objects, residing in a PDSE or USS file, more efficiently. This service may be invoked from
any language that supports the required data types. The amount of data returned by fast data
may differ slightly from binder API. Binder and fast data use different algorithms to determine
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how much data to return in the caller’s buffer area. The mapping of the data returned is the
same as that returned by the binder API.

Fast data access now has an additional call interface, the request code call interface. The
request code call interface provides the functions of the GETCompilunit, GETData, GETEsd
and GETNames binder APIs. The new function is accessed via user-generated parameter
list. The IEWBFDA macro has not been enhanced to provide the new function.

To use this interface, the caller must load the fast data access service module, IEWBFDAT.
The entry point address must then be saved. If your compiler does not support a LOAD
function, you need to call an assembler subroutine to issue the LOAD macro and return the
entry point address. When your program is complete, use the DELETE macro to remove
IEWBFDAT from your execution environment.

The fast data access request code call interface operates in a manner similar to the binder
APl in that a series of calls is required to extract data; at a minimum one to start a session,
one to get data, and one to end the session. The caller provides a parameter list for each call
that specifies the service being requested. General purpose register 1 must contain the
address of that parameter list. The high-order bit in the last address of the list must be set to
one. This bit signifies the end of the list of addresses.

For each call a function code, interface level, and MTOKEN must be provided. The MTOKEN
must be initialized to zero by the caller before the first call. Fast data access returns the
MTOKEN with a value to be used in subsequent calls. The returned value should not be
modified between calls. The function code, interface level, and MTOKEN are common to all
calls. Upon return from fast data access, you can examine the return and reason codes.
Fullword return and reason codes are returned in registers 15 and O respectively.

Start service request

A sequence of calls must be started with one of the start requests services as shown in
Figure 3-21. Each service is shown with the parameter list passed to it.

SB - Input data set indicated by DCB and BLDL DEPTR

DC A(FUNCTION_CODE & INTERFACE_LEVEL)

DC A(DCBPTR)
SJ - Input data set indicated by DDNAME/MEMBER or Pathname

DC A(FUNCTION_CODE & INTERFACE_LEVEL)

DC A(MTOKEN)

DC A(DDNAME) |  A(PATHNAME)

DC A(MEMBER
SQ - Input data set indicated by token returned by CSVQUERY macro
DC A(FUNCTION_CODE & INTERFACE_LEVEL)

DC A(EPTOKEN)

SS - Input data set indicated by DCB and DEPTR. Caller must be in supervisor state of

key 0.

DC A(FUNCTION_CODE & INTERFACE_LEVEL)

DC A(MTOKEN)

DC A(DCBPTR)

DC A(DEPTR)

Figure 3-21 Start service request
Request data

Start requests are followed by one or more occurrences of the services shown in Figure 3-22.
The services are shown with the parameter list passed to it.
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GC - Request compile unit data
DC A(FUNCTION_CODE & INTERFACE_LEVEL)
DC A(MTOKEN)
DC A(CULIST)
DC A(AREA)
DC A(CURSOR)
DC A(COUNT)
GD - Request module data by class
DC A(FUNCTION_CODE & INTERFACE_LEVEL)
DC A(MTOKEN)
DC A(CLASS)
DC A(SECTION)
DC A(AREA)
DC A(CURSOR)
DC A(COUNT)
DC A(RELOC)
GE - Request External Symbol Dictionary (ESD) information
DC A(FUNCTION_CODE & INTERFACE_LEVEL)
DC A(MTOKEN)
DC A(CLASS)
DC A(SECTION)
DC A(AREA)
DC A(CURSOR)
DC A(COUNT
GN - Request section or class names from a program object
DC A(FUNCTION_CODE & INTERFACE_LEVEL)
DC A(MTOKEN)
DC A(NTYPE)
DC A(AREA)
DC A(CURSOR)
DC A(COUNT)

Figure 3-22 Request data

Finish requesting data

Finally, the connection created by any of the start requests is terminated by the service shown
in Figure 3-23. The service is shown with the parameters passed to it.

EN
DC A(FUNCTION_CODE & INTERFACE_LEVEL)
DC A(MTOKEN)

Figure 3-23 Finish requesting data
The following are brief descriptions of parameters passed to all the services described
previously:

DCBPTR A 4-byte pointer variable containing the address of an open DCB which
represents a PDSE program object library.

DEPTR A 4-byte pointer variable containing the address of a directory entry which
represents the program object library member.

DDNAME A 2-byte length field followed by up to 8 characters representing the DDNAME
associated with the data set to be accessed.

MEMBER A 2-byte length field followed by up to 1024 characters representing the
member name or alias in the PDSE to be accessed.
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PATHNAME A 2-byte length field followed by up to 1024 characters representing the PATH
associated with the file to be accessed.

CULIST Compile unit list as returned by GN function request. This parameter is used
to request specific compile unit information. The compile unit list is a structure
with a variable number of fullword entries preceded by a fullword count.

AREA A standard buffer which will receive the data.

CURSOR A 4-byte field indicating the position, relative to record, where the API should
begin processing.

COUNT A 4-byte field which will receive the number of record entries returned by
fastdata.
CLASS A 2-byte length field followed by up to 16 characters containing the name of

the class of data to be returned.

SECTION A 2-byte length field followed by up to 32767 characters containing the name
of the section for which data is to be returned. This is an optional parameter. If
it is not specified, class data will be returned for the entire program object.

RELOC Specifies an 8-byte address to be used to relocate adcons in the returned text
buffer. This is an optional parameter.

NTYPE A 1-byte character field which indicates the type of name to be returned to the
caller. An NTYPE of “C” requests that class names in the program object be
returned to the caller. An NTYPE of “S” requests that section names in the
program object be returned to the caller. Type value is not case sensitive.

Note: For details refer to the Fast Data Access chapter in MVS Program Management:
Advanced Facilities, SA22-7644.

3.6 64-bit compiler support

Many IBM compilers, now or soon, will be producing “RMODE 64” code and will support
loading Writable Static Area (WSA) above the bar. Now the binder has been enhanced to
accept object modules with RMODE 64 contents. In addition, the binder provides support for
loading data portions (WSA) of an application above the bar.

Note: The High level Assembler already allows generation of RMODE 64 code.

RMODE 64 toleration

The External Symbol Directory (ESD) records specifying RMODE 64 are accepted, as
follows:

» From Generalized Object File Format (GOFF) or traditional object format

» Not from prelinker External Object Module (XOBJ) format

If a module is saved to a PDS (load module) format, RMODE fields are changed to RMODE
ANY. Thus there can still be at most two initial load segments, RMODE 24 and RMODE ANY.

If a module is saved to a PDSE, RMODE 64 information will be saved but hidden from loader.
RMODE 64 contents in a Program Object (PO) force new PO compat level of zZOSV1R5.
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3.6.1 Writable static area (WSA) above the bar

WSA is a read-write data area used by C-type reentrant programs. Now the compilers can
generate a new class called C_WSA64 marked as RMODE 64. When this program is
executed in a system with the appropriate loader support, C_WSA64 will be loaded above the
bar. However, a single program object may not contain both the classes C_WSA and
C_WSA®64. This enhancement provides virtual storage constraint relief. Figure 3-24 shows a
z/0OS V1R5 PO format program object during execution.

YOU
C_WsA64 —— OR  oanr
HAVE
WTH!
2 dig =
rmode any segment C WSA
16 meg
(rarely
present for
rmode 24 segment | | E enabled
applications)
0

Figure 3-24 z/OS V'1R5 format program object execution

When performing autocall processing against ¢370lib or archive object module libraries,
binder will attempt to find a member which matches the AMODE of the caller. Binder allows
modules with mixed AMODE 64 and non-AMODE 64 code. However, the reference and
definition must match. Otherwise, an error message IEW2469E will be issued.

3.6.2 Program object formats

There are four program object formats. OS/390 DFSMS Version 1.1 introduced program
object format 1 (PO1 format).

1. A PO1 format program object can be executed when using any supported release of
0OS/390 or z/OS. PO1 is the only format (other than the old load module format) which
supports overlay structure within programs. Specifying COMPAT(PM1) or OVLY will cause
a module to be saved in PO1 format.

2. Program object format 2 (PO2 format) was introduced in OS/390 DFSMS Version 1.3. A
PO2 format program object can be executed on any currently supported release of
0S/390 or z/OS. Specifying COMPAT(PM2) will cause a module to be saved in PO2
format.

3. Program object format 3 (PO3 format) was introduced in OS/390 DFSMS Version 1.4. All
currently supported releases of OS/390 or z/OS also support PO3 format. Specifying
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COMPAT (PM3) or identifying a currently supported release older than z/OS Version 1.3,
such as COMPAT(OSV2R10), will cause a module to be saved in that format.

4. Program object format 4 (PO4 format) was introduced in z/OS Version 1.3. Only z/OS
Version 1.3 and later support PO4 format. Specifying COMPAT(PM4) or identifying
ZOSV1R3 or ZOSV1R4 will cause a module to be saved in that format.

z/0OS V1R5 support

A variant of PO4 format is introduced in z/OS V1R5. It cannot be rebound or inspected (by
Fast Data, the binder API, or AMBLIST) on earlier releases, but it can be loaded and executed
on other systems supporting PO4 format. Specifying COMPAT(ZOSV1R5) causes a module
to be saved in that format.

Each program object format introduced support for features not previously available and,
except for overlay structure, each format supports all features provided by earlier formats. By
default, the binder will choose the earliest format supporting all of the features being used.

Note: The binder also continues to support the old load module format. Note the difference
in terminology. A load module is stored in a standard partitioned data set in a format
compatible with older operating systems. A program object is stored in a PDSE (for
example, DSNTYPE=LIBRARY) in one of the formats listed above. The choice between
load module and program object for binder output is based solely on the type of data set
the program is being stored into.

3.6.3 Program object directory

Since program object internal contents have been enhanced, there needs to be some way to
identify the new program object. Two fields in the program object directory (mapped by data
area IEWPMAR) determine the program object level:

PMAR_LVL This is the directory level and the level used by the loader.

PMARL_PO_SUBLVL This is the level of the binder data. It is applicable to rebinding and
to utility programs that call the binder to process or extract data
from program objects. PMARL_PO_SUBLVL will always be zero if
PMAR_LVL is less than 4.

The values of these fields are determined by the binder COMPAT option. The default is the
minimum program object format that will support the requested function. This default is the
same as specifying COMPAT=MIN.

Binder COMPAT option
The COMPAT options are shown in Figure 3-25.

COMPAT =
{CURRENT | MIN | LKED | PM1 | PM2
| {PM3 | OSV2R8 | OSV2R9 | OSV2R10 | ZOSV1R1 | ZOSV1R2}
| {PM4 | ZOSVIR3 | ZOSV1R4}
| ZOSV1R5}

Figure 3-25 COMRPAT binder level option

CURRENT Specifies that the output is to be defined for the current level of the binder.
CURRENT is the same as ZOSV1R5.
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COMPAT=ZOSV1RS5 is the minimum level that can be specified if RMODE 64
has been specified by a compiler for deferred load data segments.

COMPAT=PM4 | ZOSV1R3 | ZOSV1R4 is the minimum level that can be
specified if any of the following features are used.

Input modules contain 8-byte adcons, as follows:

» Any ESD record is AMODE 64
» Input contains symbol names longer than 1024, unless EDIT=NO
» A value of 64 is specified on the AMODE option or control statement

COMPAT=PM3 | OSV2R8 | OSV2R9 | OSV2R10 | ZOSV1R1 | ZOSV1R2 is
the minimum level that can be specified if any of the following features are
used:

» Binding modules compiled using the XPLINK attribute

» DYNAM=DLL

» XOBJ format input to the binder without going through the Language
Environment prelinker, or rebinding modules containing input from such
sources

» Hidden aliases (from ALIASES control statement)

» Support for deferred classes or initialized text in merge classes in GOFF
format input modules or data buffers passed via the binder API

If COMPAT=PMS3 and OVLY are both specified, COMPAT=PMB3 is changed to
PM1. PM3 supports all PM2 and PM1 features.

COMPAT=PM2 is the minimum level that can be specified if any of the
following are used:

» User-defined classes passed in GOFF format input as well as certain
other information supported only in GOFF format

» Names (from input modules or created by control statements which
cause renaming) that are longer than 8 bytes

» Use of RMODE=SPLIT

If OVLY is specified, COMPAT=PM2 is changed to PM1. PM2 supports all
PM1 features.

This is the minimum level which supports binder program objects.
OVLY is supported, and will force PM1 to be used.

This is the default, and indicates that the binder should select the minimum
PM level that supports the features actually in use for the current bind.

Specifies that certain binder processing options are to work in a manner
compatible with the linkage editor.

Note: A program object cannot be REBOUND using a binder of a level lower than the
compat level. Utility programs which call the binder will also fail unless the binder level and
the compat level match. A program cannot be LOADED or EXECUTED at an operating
system level lower than the one which supports the PMAR level (given by the PMAR_LVL
field). PMAR level 4 was supported starting in z/OS V1R3.

Level reporting
The level is reported in the binder listing (or can be found by using the AMBLIST service aid).

For example:
PROGRAM TYPE

PROGRAM OBJECT (FORMAT 4 0S COMPAT LEVEL z/0S V1R5)
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Message changes
The following messages have been changed:

» TIEW2469E THE ATTRIBUTES OF A REFERENCE TO symbol name DO NOT MATCH THE
ATTRIBUTES OF THE TARGET SYMBOL. REASON 3

“Reason 3” indicates either the reference or the target is in AMODE 64 and the AMODEs

do not match.

> TIEW2491E BOTH CLASSES C_WSA AND C_WSA64 ARE PRESENT IN THE MODULE.
» IEW2618I RMODE 64 ESD ATTRIBUTES HAVE BEEN CHANGED TO RMODE ANY.

» Messages diagnosing program object format and contents mismatches have been
enhanced to incorporate the new sublevel field. For example:

IEW2606S MODULE INCORPORATES z/O0SV1R5 PROGRAM OBJECT FEATURES AND CANNOT BE SAVED IN A
z/0SVIR3 COMPATIBLE PROGRAM OBJECT FORMAT.

3.7 JCL enhancements

JCL has been enhanced to add JCL OUTPUT keywords for Infoprint Server E-mail support.
Also, the PRMODE keyword was added to the PRINTDEV JCL statement. See “JCL
OUTPUT keywords for Infoprint Server e-mail support” on page 182.

3.7.1 PRMODE keyword in PRINTDEV JCL

The PRMODE keyword is added to the PRINTDEV JCL statement, which is used by PSF to
determine what type of optional processing should be performed. This keyword allows the
user to set a default value for a printer in the PRINTDEV statement, rather than requiring all
JCL to contain the PRMODE keyword on the OUTPUT statement.

Note: This function has been rolled down to z/OS V1R2, V1RS3, and V1R4 via APAR

OA02478.

PRMODE indicates the default processing mode PSF uses to print data sets containing both
single-byte and double-byte fonts. The following options are used on the PRMODE keyword:

PRMODE=SO0SI1

PRMODE=SOSI2

PRMODE=SOSI3

PRMODE=SO0SI4

Specifies that each shift-out, shift-in code is converted to a blank and a
Set Coded Font Local text control.

Specifies that each shift-out, shift-in code is converted to a Set Coded
Font Local text control.

Specifies that the shift-in code is converted to a Set Coded Font Local
text control and two blanks. A shift-out code is converted to a Set
Coded Font Local text control.

Specifies that each shift-out, shift-in code is to be skipped and not
counted when calculating offsets for the print data set. SOSI4 is used
when double-byte character set (DBCS) text is converted from ASCII
to EBCDIC. When SOSI4 is specified, the page definition offsets are
correct after conversion; therefore, the user does not need to account
for SOSI characters when computing FIELD offsets. The data
conversion that PSF makes for SOSI4 is the same as for SOSI2.
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Note: You must be running z/OS V1R2 or higher with APAR OA02478 to use PRMODE in
the PRINTDEV statement. PSF only uses this parameter if you are not using the Printer
Inventory or Exit 7 and the PRMODE keyword is not specified on the OUTPUT JCL
statement. If this parameter is not specified in the PRINTDEV statement, the Printer
Inventory, or Exit 7, and the PRMODE keyword is not specified on the OUTPUT JCL
statement, PSF defaults to either line data or MO:DCA™-P, depending on the type of data
stream.

3.8 SMF record type 6 enhancements

The SMF Type 6 record changed in two ways in z/OS V1R5. The mapping macro for the Type
6 record was restructured and separated into two macros. Additionally, new fields were added
to the file transfer section for IP PrintWay extended mode. These changes were implemented
to maintain compatibility with previous levels of the SMF Type 6 record and its mapping. The
segments of the Type 6 record that are written only by IP PrintWay or PSF were moved to a
new mapping macro, AOPSMF6. The SMF Type 6 mapping macros are:

» IFASMFR - maps segments written in all Type 6 records

Header

First extension

Common section
Enhanced sysout section

» AOPSMF6 - maps segments written by IP PrintWay and PSF

Second extension (APA section)
Multi-bins section

Multi-bins counter section

File transfer section

The IFASMFR macro internally invokes the AOPSMF6 macro. Thus, there is no change to the
invocation from the user accounting program, if any, the way it was done in previous releases.

3.8.1 IP PrintWay support

The flag bytes indicate whether IP PrintWay basic mode or IP PrintWay extended mode wrote
the SMF Type 6, as follows:
» [P PrintWay basic mode

— SMF6SBS =9
— SMF6INDC =1

» IP PrintWay extended mode
— SMF6SBS =9
— SMF6INDC =7

The content of the file transfer section differs between the SMF Type 6 record written by IP
PrintWay extended mode and IP PrintWay basic mode. New fields have been added that will
only be present for IP PrintWay extended mode.

SMF fields

The number of bytes transmitted to the printer now appears in two fields, SMF6BYTE, and the
new field, SMF6BYTD. For files smaller than 2 gigabytes in size, these two fields will contain
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the same value. For files larger than 2 gigabytes, SMF6BYTE contains x'7FFFFFFF' and
SMF6BYTD contains the actual number of bytes transferred, stored as a 64-bit integer.

A new level indicator, SMF6FTL has been added to the file transfer section. This bit indicates
which format of the file transfer section is being written. If SMF6FTL=1, this indicates that the
new fields described here are present.

The new SMF6URI field contains the Uniform Resource Indicator (URI) for the target device.
The length of this variable-length field is contained in SMF6URIL.

The fields that contained the dotted decimal IP address for IP PrintWay basic mode
(SMF6IP1, SMF6IP2, SMF6IP3, SMF6IP4) contain binary zeros when IP PrintWay extended
mode writes the SMF Type 6 record.

The changes are illustrated in Figure 3-26.

New fields for IP PrintWay extended mode:
SMF6BYTD
Total bytes transmitted to printer
64-bit integer; supports larger file sizes
SMF6BYTE will also contain byte count (up to 2 gigabytes)
SMF6FTL
Level indicator for the file transfer section
1 = IP PrintWay extended mode
0 = IP PrintWay basic mode
SMF6URI
Indicates what protocol was used
Address of the target printer
SMF6URIL
Length of the SMF6URI field
SMF6IP1, SMF6IP2, SMF6IP3, SMF6IP4 contain binary zeros for IP PrintWay extended mode.

Figure 3-26 New fields in SMF record type 6

Table 3-1 shows the format of the SMF6URI field for each protocol supported by IP PrintWay
extended mode.

Table 3-1 SMF6URI field format in SMF record type 6

Protocol Format Example

Lpr Ipr://hostname/queue Ipr:/lexmark.xyz.com/TEXT

direct sockets direct_sockets://hostname:port direct_sockets://laserjet.xyz.com:9100

e-mail mailto: mailto:

IPP Any URI format for IPP or HTTP as ipp://printer1.xyz.com/myqueuename
protocol type http://printer1.xyz.com:631/ipp

Note: The protocol type is indicated at the beginning of the string. For the LPR protocol,
the SMF6URI field contains the hostname followed by the queue name. The queue name
is found in two places. It is contained in SMF6PRTQ as before, and can also be parsed as
the third subparameter of the SMF6URI field.

For the direct sockets protocol, the SMFE6URI field contains the hostname followed by the port
number.
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E-mail protocol

For the e-mail protocol, only the protocol is identified. SMFB6URI will always contain the value
“mailto:”. The actual e-mail addresses of the recipients are not captured in the SMF Type 6
record.

IPP protocol

For IPP, any URI or HTTP format can be used to identify the target printer. The SMF6URI field
will show IPP or HTTP as the protocol, depending on how the URL was specified in the
printer definition.

3.8.2 Migration considerations

Accounting programs may require modifications to use the new fields in the SMF Type 6
record, and should be recompiled to pick up the new mapping macros.

If you are using the IP PrintWay SMF exit, ANFUXSMF, the exit must be recompiled with the
new mapping macros. Some functions previously performed in ANFUXSMF apply only to IP
PrintWay basic mode. You should examine your exits to see if they are still required for IP
PrintWay extended mode. If the processing is applicable to both basic mode and extended
mode, both versions of IP PrintWay can call the same SMF exit. For IP PrintWay basic mode,
it is possible to use different versions of an exit for each FSS by using a STEPLIB to the exit.
For IP PrintWay extended mode, only one version of ANFUXSMF can be called. The exit
must either be in the system linklist or pointed to in the STEPLIB environment variable when
Infoprint Server daemons are started.

3.9 3590 model H tape drive support

This enhancement provides support in MVS Allocation for the latest offering in the 3590
family, the newly-introduced 3590 Model H drive. The software supports the new 384-track
recording format of the 3590 Model H drive. This support will allow Model H drives to coexist
with Model B and Model E drives in the same library.

The Dynamic Allocation Text Unit, DALINCHG has been changed to allow the new recording
technology. The following two HEX values are added:

53 High Performance Cartridge Tape requested; 384-track recording technique
requested.

54 Extended High Performance Cartridge Tape requested; 384-track recording technique
requested.

Note: For details, refer to MVS Programming: Authorized Assembler Services Guide,
SA22-7608.

3.10 File sequence number >9999 support

Currently the maximum value of the file sequence number (also referred to as
data-set-sequence-number) of a data set on a tape volume set is 9999. This support will
increase the maximum to 65535 for IBM Standard Label tapes (SL, SUL and LTM), unlabeled
(NL) tapes, and when using Bypass Label Processing (BLP). This will allow stacking of files
on tape volumes to fully utilize large capacity tape cartridges. It is not applicable to ISO/ANSI
(AL) tapes.
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3.10.1 JCL support

JCL has not been changed to include this support. The sequence number specified in the
JCL LABEL parameter is still limited to a maximum of 9999. So, this support is only available
by one of the following methods:

» Using the RDJFCB macro to obtain the JFCB, updating the file sequence number in the
JFCB and using the OPEN, TYPE=J macro if the data set isn't cataloged.

» If the data set is cataloged and a file sequence number is not specified in the LABEL
parameter, then the OPEN macro can be used. The file sequence number will be provided
from the catalog.

3.10.2 DYNALLOC support

The DALDSSEQ text unit has been changed to allow an increase of the maximum value from
9999 to 65535. DALDSSEQ specifies the relative position of a data set on a tape volume
(data set sequence number). It is mutually exclusive with the SYSOUT (DALSYSOU) key.
When you code DALDSSEQ, # must be one, LEN must be two, and PARM contains the
sequence number. The maximum PARM value is FFFF (65535).

3.11 Unicode enhancements

The Unicode standard is the universal character encoding standard used for representation of
text for computer processing. It is fully compatible with the second edition of International
Standard ISO/IEC 10646-1:2000, and contains all the same characters and encoding points
as ISO/IEC 10646. The Unicode standard also provides additional information about the
characters and their use. Any implementation that is conformant to Unicode is also
conformant to ISO/IEC 10646.

Unicode provides a consistent way of encoding multilingual plain text and brings order to a
chaotic state of affairs that has made it difficult to exchange text files internationally. Computer
users who deal with multilingual text—business people, linguists, researchers, scientists, and
others—will find that the Unicode Standard greatly simplifies their work. Mathematicians and
technicians, who regularly use mathematical symbols and other technical characters, will also
find the Unicode Standard valuable.

The design of Unicode is based on the simplicity and consistency of ASCII, but goes far
beyond ASCII’s limited ability to encode only the Latin alphabet. The Unicode Standard
provides the capacity to encode all of the characters used for the written languages of the
world. It uses a default 16-bit encoding that provides code points for more than 65,000
characters. To keep character coding simple and efficient, the Unicode Standard assigns
each character a unique numeric value and name.

While 65,000 characters are sufficient for encoding most of the many thousands of characters
used in major languages of the world, the Unicode standard and ISO 10646 provide an
extension mechanism called UTF-16 that allows for encoding as many as a million more
characters, without use of complex modes or escape codes. This is sufficient for all known
character encoding requirements, including full coverage of all historic scripts of the world.

The following sections cover the enhancements made to z/OS Unicode.
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3.11.1 Unicode and DB2 V8

Unicode processing is integral to DB2 V8. It uses z/Architecture unicode hardware support.
DB2 V8 cannot function without certain unicode conversion tables. If the installation does not
customize for unicode conversion table (UNI=xx parmlib member), z/OS loads a pre-built
image of the required conversion table at DB2 initialization. If the installation has customized
for unicode conversion tables, but did not include all the tables required for DB2, DB2 will
complain when the tables are needed.

3.11.2 Unicode collation service

Unicode string collation is a culturally correct comparison of two Unicode strings. In order to
do so, a collation key is generated for each input string, and the two keys are then binary
compared. The Unicode collation algorithm is described in detail in the Unicode consortium’s
technical report #10. For the detailed report, refer to URL:

http://www.unicode.org/unicode/reports/trl0/

The collation service can be called through stub routine CUNLOCOL for AMODE (31), or
CUNA4LCOL for AMODE (64). To create a Unicode image with collation, the COLLATE control
statement must be present in the image generator (CUNMIUTL).

Collation levels

Collation works under two basic schemes: binary comparison between two Unicode strings,
and generation of a sort key vector. To make a binary comparison or generate a sort key
vector, it is necessary to specify a collation level (CUNBOPRM_Coll_Level BIN(8)). There are
four collation levels (Ln) supported, which are applied in a inheritance way, as follows:

L1 = alphabetic ordering
L2 = L1 + diacritic ordering
L3 =L2 + case ordering
L4 =L3 + tie-breaking

vyvyyvyy

The collation levels are taken as a reference to build the collation elements array, which is a
collection of “weights” for each character in a determinate level. In this array, all the collation
rules are applied in order to generate a binary comparison or a sort key vector. The input for
this array comes from the allkeys.txt Unicode file. The allkeys.txt Unicode file can be found at:

http://www.unicode.org/unicode/reports/trl0/allkeys.txt

An example is shown in Figure 3-27.

0061 ; [.0A15.0020.0002.0061] # LATIN SMALL LETTER A

0041 ; [.0A15.0020.0008.0041] # LATIN CAPITAL LETTER A
006F ; [.0B4B.0020.0002.006F] # LATIN SMALL LETTER O ...

Figure 3-27 Binary comparison example

In this example, The character “a” (latin small letter) has the code point “0061” and contains
weights for L1 = 0A15, L2 = 0020, L3 = 0002, and L4 = 0061.

If we compare 0061 (small letter “a”) and 0041(capital letter “A”) we will get a difference up to
L3 (case), where 0002 < 0008.
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Collation sample - binary comparison

This is the most common use for the collation service. Two Unicode strings are input by the
caller to be compared (collated) in a culturally correct manner. Prior to collation, the caller can
optionally set a desired collation level, alternate weighting, and other options in the collation
parameter area, to specify a particular comparison type. Once the collation service is called,
it will return a compare result and a return and reason code. For two given Unicode input
strings A and B, the comparison result shows how one string is related to the other in the
following way:

» “-1”means Str1 < Str2
» “0”means Str1=Str2
» “1” means Str1 > Str2

L1 comparison - alphabetical order
For example:

» Str1="Michael Jordan”

» Str2 ="Michael jackson”

Result: The difference is between the letter “0” and “a” so, the comparison result is “1” (Str
1> Str 2).

L2 comparison - diacritical order
For example:

» Str2="MiguEl Martinez”

» Str1="Miguel Martinez”

Result: At the L1 there is no difference but, there is at the second level between “i” and
“1”. In this case, the result is “-1” (means Srt 1 < Str 2).

L3 comparison - case order
For example:

» Str1="Miguel Martinez”

» Str2="MiguEl Martinez”

Result: At the L1 and L2 there are no differences. The difference it's between small letter
“e” and capital letter “E” so, the result is “-1” (Str 1 < Str 2).

Note: If we compare Str1 and Str 2 “up to Level 2” we will get 0 as result, which means that
there are no differences at Level 2.

L4 comparison - tie-breaking

This level is used to apply some specific collation rules for some code points called variables.
The collation elements that are marked with an asterisk in a Unicode allkeys.txt file are known
as variable collation elements.

For example:
» 0020 ;[*0209.0020.0002.0020] # SPACE
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Applying “Shifted rule,” its weights will be changed to:
» 0000 0000 0000 0209

Note: Whatever “weight” value contains 0000 is considered ignorable. In a practical case,
that weight is not compared nor added to the sort key vector (it depends on the case).

3.11.3 Collation sample - sort key vector generation

The sort key vector is the opposite action to the binary comparison which is the default option.
The sort key vector will be generated if CUNBOPRM_SKey_Opt BIT(1) is ON. This behavior
gives to the user the possibility to save and/or compare the sort keys by its own algorithms.
Collation sort key vector format is:

wwww0000xxxx0000yy0000zzzz

Where:

wwww  Represents level one (two bytes)

XXXX Represents level two (two bytes)

yy Represents level three (one byte)

227z Represents level four (two bytes)

0000 Represents the collation level separator (two bytes).

Figure 3-28 shows an example.

Consider Str 1 = ab and Collation Level 4
weights from the allkeys.txt file

0061 ; [.0A15.0020.0002.0061] # LATIN SMALL LETTER a
0062 ; [.0A29.0020.0002.0062] # LATIN SMALL LETTER b

Sort Key format:

0A150A2900000020002000000202000000610062

Figure 3-28 Example of sort key format

Collation rules

Collation works with some rules/options to make binary comparisons and sort key vectors.
The rules are set up in the collation parameter list field CUNBOPRM_Mask BIT(16) as follow:

» Variable option
» Compare order
» Sort key generation
» Normalization type

Figure 3-29 on page 78 shows the description of CUNBOPRM_Mask. This parameter is 2
bytes in length.
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2 CUNBOPRM Mask BIT(16), Collation Mask

3 CUNBOPRM_Variable_Opt BIT(3), Where :
0 - Shifted
1 - Blanked

10 - Non Blanked
11 - Shift-Trimmed
100 - No Variable Behaviour
(NAVARIABLECE)
Where :
0 - Forward
1 - Backward (French)
Where:
0 - Not Get Sork Key
1 - Get Sork Key
3 CUNBOPRM_Norm_Type BIT(3), ! Normalization Form
1000 - No Apply Normalization
1001 - Apply NFD
1010 - Apply NFC
1011 - Apply NFKD
1100 - Apply NFKC
3 * Char(1), IReserved

3 CUNBOPRM_Cmp_Order BIT(1),

!
!
!
!
!
!
!
!
!
!
!
3 CUNBOPRM_SKey Opt BIT(1), !
!
!

Figure 3-29 Collation mask sub-field description

Variable collation elements

These rules are applied to the variable collation elements. They are declared as
CUNBOPRM_Variable_Opt BIT(3) and contain one the following values:

» 0 - Shifted (default)

Variable collation elements are set to be ignorable at levels one through three. In addition,
the L4 weight is appended whose value depends on the type. For example:

Before 0020 ; [*0209.0020.0002.0020] # SPACE
After [.0000.0000.0000.0209]
» 1 - Blanked

Variable collation elements are reset so that their weights at levels one through three are
zero. For example:

Before 0020; [*0209.0020.0002.0020] # SPACE
After [.0000.0000.0000.0020]
» 2 - Non Blanked

Variable collation elements are not reset to ignorable, and get the weights explicitly
mentioned in the file. For example:

Before/After 0020 ; [*0209.0020.0002.0020] # SPACE
» 3 - Shift-Trimmed

The same as Shifted, except that all trailing FFFFs are trimmed from the sort key. This
option is designed to emulate POSIX behavior.

» 4 - No variable behavior

z/OS Version 1 Release 5 and Version 1 Release 6 Implementation



Compare order

In some languages (notably French), accents are sorted from the back of the string to the
front of the string and work with Level 2 (diacritic). CUNBOPRM_Cmp_Order BIT(1) contains
one the following values:

0 - Forward (Default)
1 - Backward (French)

Sort key generation

Collation has two options: make a binary comparison between two Unicode strings or
generate a sort key vector. CUNBOPRM_SKey_Opt BIT(1) contains one the following values:

0 - Do not Get Sort Key (Default)
1 - Get Sort Key

Normalization type

This option specify the normalization type to the Unicode string inputs (whether or not you
choose to make a binary comparison or sort key vector). CUNBOPRM_Norm_Type BIT(3)
contains one the following values:

0 - Do not Apply Normalization (default)

1 - Apply NFD (canonical decomposition)

2 - Apply NFC (canonical composition)

3 - Apply NFKD (compatibility decomposition)
4 - Apply NFKC (compatibility composition)

vyvyyvyyvyy

Work buffer length considerations

The work buffer length has the same consideration for both 31 bit and 64 bit. There are two
main considerations related with the collation level specified:

» Case 1- CUNBOPRM_Coll_Level =1, 2 or 3.

For this case, you must have to consider at least twice the value of the source length
(CUNBOPRM_SrcX_Buf_Len * 2)

Where X could be Src1 or Src2.
» Case 2 - CUNBOPRM_Coll_Level = 4.
For this level, you must provide at least three times the value of the source (SrcX_Buf_Len
* 3)
Where X could be Src1 or Src2.

Target buffer consideration

The target buffer length has the same considerations for 31 bit and 64 bit. This section is a
reference for setting the size of the CUNBOPRM_TargX_Buf_Len parameter (where X could
be Src1 or Src2).

» Binary comparison - The target buffer is used to normalize the Unicode strings,
depending on the type of normalization services that are required. The size of the target
buffer will depend on the normalization forms. As a general parameter (not a rule) for
decompositions (NFD, NFKD) we can provide two times the SrcX buffer length; and for
compositions, we might specify the same size as the SrcX buffer length.

If you do not require to normalize during a binary comparison you cannot provide target
buffers.
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» Sort Key Vector - In order to generate the sort key vector, we can follow these rules
based in the collation level:

For L1, TargX_Buff_Len >= CUNBOPRM_SrcX_Buf_Len * 2
For L2, TargX_Buff_Len >= CUNBOPRM_SrcX_Buf_Len * 4 + 2
For L3, TargX_Buff_Len >= CUNBOPRM_SrcX_Buf_Len *5 + 2
For L3, TargX_Buff_Len >= CUNBOPRM_SrcX_Buf_Len * 6 + 2
Where:

X makes reference to a Src1, Wrk1,Targ1 or Src2, Wrk2, Targ2. The buffers works in

parallel (1 with 1 and 2 with 2, as needed).

New reason codes
The following new reason codes are added for return code 8.

RETURN CODE 8
» CUN_RS_INV_COLL LEVEL FIXED(31) CONSTANT(10)
An unsupported Collation Level was specified.
Action: Use a valid collation Level in IDF CUNBOIDF
Module: cunmocol/cun4mcol
» CUN_RS_NO_SERV_AVAILABLE FIXED(31) CONSTANT(11)
An unavailable service was called in the active image.
Action: Use SET command to load an image with the service available.
Module: cunlocol/cun4licol
» CUN_RS WRK EXHAUSTED FIXED(31) CONSTANT(12)

The work buffer was exhausted before all the code points (source buffers) were
represented in collation elements - (weights) (work buffers).

Action: Recall the service with new parameter value in the work buffer.
Module: cunmogce/cun4mgce
» CUN_RS_TARG_EXHAUSTED FIXED(31) CONSTANT(13)

The target buffer was exhausted before all collation elements (work buffers) were
represented in a sort key (target buffers).

Action: Recall the service with new parameter value in the target buffer.
Module: cunmogsk/cun4mgsk

New messages
The following new messages are added.

> CUN1032W DUPLICATE COLLATE STATEMENT

Explanation: The COLLATE statement is specified exactly as a previous one, and
therefore, is ignored.

System action: Processing continues.
Operator response: None.

System programmer response: Verify that this is acceptable. If not, change the input
control statements and resubmit the job.
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Source: Image generator for z/OS support for Unicode

z/0S Unicode collation services settings
There are some prerequisites to use Unicode collation service, specifically:

— Build a Unicode Image with Collation Services enabled.
— Satisfy all migration requirements from previous releases.
For more information, see the following document:
— IBM publication Support for Unicode: Using Conversion Services, SA22-7649
— Unicode consortium, Collation Technical Report, available at:

http://www.unicode.org/reports/tr10/

3.11.4 z/0OS Unicode collation services invocation

z/OS support for Unicode provides the collation service to make a culturally correct binary
comparison between two Unicode strings. It can also generate a sort key, which can later be
used by the caller to do binary comparisons between strings.

The collation service is called using a stub routine named CUNLOCAL for AMODE (31), or
CUN4LCOL for AMODE (64). It is called by any user and the external output goes to
SYSPRINT log.

Establish a Unicode collation image

You can use the JCL shown in Figure 3-30 to set a Unicode Image. (Notice the COLLATE
statement is in the SYSIN section.)

//UNIUTL JOB NOTIFY=&SYSUID,

// MSGCLASS=X,MSGLEVEL=(1,1),TIME=60,CLASS=A,
//CUNMIUTL EXEC PGM=CUNMIUTL

//SYSPRINT DD SYSOUT=*

//SYSUDUMP DD SYSOUT=*

//* SYSIMG must be a FB 80 dataset ***#xxxxikkkkxxix
//SYSIMG DD DSN=UNI.IMAGES(CUNIMGO1),DISP=SHR
//TABIN DD DISP=SHR,DSN=SYS1.SCUNTBL

//SYSIN DD *

/ """ kkhkkhkkkkkhkk **************/

/* example of input statements */
/*******************************/

/* Normalization Control Statement will be able */
/* to work with D, C, KD and KC Normalization */

/* forms */
NORMALIZE;  /* Normalization include D,C,KD,KC */
/* Collation Statement */

/* Tables support L1 to L4 level */

COLLATE; /* comparison */

CONVERSION 850, /* ASCII */

1047, /* EBCDIC */

RE; /* TECHNIQUE-SEARCH-ORDER *//*
*/

Figure 3-30 JCL to build a Unicode image
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Collation tables
The collation tables are:

CUNOBACE CE Main Table

CUNOEXIN Expansions Index Table
CUNOEXDA Expansion Elements Table
CUNOTIDX Contraction Elements Index Table
CUNOCODA Contraction Elements Data Table
CUNOMIDX Main Index Table

CUNOFCD Fast Normalization Table

CUNOTHLA Rearrangement Values (Thai and Lao) Table
CUNOFKD Fast Canonical Decomposition

CUNOFCO Fast Composition

Collation limitations
Following are the collation limitations.
» Surrogates tables

Two tables are reserved for dealing with surrogates. However, we will not deal with
surrogates at this point since the Unicode Normalization services do not support
surrogates. These tables will be left for definition in the future when surrogates can be
normalized; right now surrogates will be ignored.

» Tailoring tables

When tailoring is implemented in this development, more tables will have to be defined.
These will hold the language rules needed to build the customized (tailored) CE Main
Table and it's derived expansion/contraction/surrogate table counterparts. There will be
one Rules Table for each tailoring defined.

Loading the Unicode image

Use the SET UNI command specifying the parmlib CUNUNIxx member which points to the
Unicode Image.

Use the Display UNI command to verify that collation is enabled (look for the following lines).

This line shows you the service availability in the system:
SERVICE: CHARACTER NORMALIZATION CASE COLLATION

This line shows you that Collation Tables were added to the image and are ready to be used:

COLLATE: ENABLED

z/0S Unicode services operation environment

Figure 3-31 on page 83 shows all the inter-component relations between all modules of
collation service.
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CUNLOCOL
Caller Interface 1 CUN4LCOL
(Collation Stub routine)

Y

CUNMOCOL
CUN4MCOL
(Collation Main routine

CUNMOFCD CUNMOREA CUNMOGCE CUNMOVCE
CUN4MFCD CUN4MREA CUNAMGCE CUN4MVCE
(Normalization Set up) (Rearrangement) (Get Collation (Variable Coll Elements)
Elements)
|
CUNMOHTO CUNMNORM CUNMOGSK CUNMOCMP
CUN4MHTO CUN4MNOR CUN4MGSK CUN4MCMP
(Fast Normalization) (Normalization (Generate Sort Key) (Binary comparison)
Service)

Figure 3-31 Unicode collation flow

You must provide the collation level required for the collate action. Valid values are:

CUNBOIDF_PRIMARY
CUNBOIDF_SECONDARY
CUNBOIDF_TERTIARY
CUNBOIDF_QUATERNARY

vyvyyy

Collation interfaces
You can use the following interfaces with the Unicode.

» As other Unicode services, collation has 2 different interfaces (for C callers and ASM
callers). The ASM interface is provided in 31-bit AMODE and 64-bit AMODE.

» Callers have to include this interface where prototypes and Unicode structures like
parameter list are defined.

» CUNBOIDF for 31-bit and CUN4BOID for 64-bit in ASM language.
» CUNHC for 31-bit in C language.

Note: For details, refer to the Collation chapter in Support for Unicode: Using Conversion
Services, SA22-7649.

3.11.5 Unicode 64-bit support

z/OS V1R5 provides 64-bit APls for z/OS Unicode services for exploitation by AMODE=64
applications.

— HLASM APIs are provided on z/OS V1R2 via APAR OW56073.
— C/C++ APIs are provided only on z/OS V1R6.
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z/OS Unicode conversion service

The other major part of z/OS support for Unicode is the conversion services. They consist of
a variety of conversion types and permit character conversion as well as case conversion for
which the appropriate conversion tables were provided by the infrastructure.

Character conversion

z/OS support for Unicode provides direct conversion between character streams that are
encoded with Coded Character Set Identifiers (CCSID). For character conversion, the
conversion services are called using a stub routine named CUNLCNYV for AMODE (31), or
CUN4LCNYV for AMODE (64). z/OS support for Unicode must be called in primary mode. The
corresponding interface file for AMODE(64) is CUN4BCID.

Figure 3-32 shows the call syntax in HLASM for the calling stub routine CUN4LCNV.

GETMAIN ......... Obtain storage for parameter
* area in primary address space

LR R4,R1 Save parameter area address
USING CUN4BCPR,R4 Make parameter area addressable
XC CUN4BCPR,CUN4BCPR Init PARAMETER AREA to BINARY 0
LA R15,CUN4BCPR_VER Get Version
ST R15,CUN4BCPR_VERSION Version Store to get parameter area
LA R15,CUN4BCPR_LEN Initialize length

ST R15,CUN4BCPR_LENGTH  Move to parameter area

MVC CUN4BCPR_TECHNIQUE,=CL8' ' Take default technique
MVC CUN4BCPR_SRC_CCSID,=FL4'1047' From CCSID

MVC CUN4BCPR_TARG_CCSID,=FL4'13488' To CCSID

Supply source buffer pointer, Tength and ALET.

Supply target buffer pointer, Tength and ALET.

Supply work buffer pointer, length and ALET. (Not
required for a conversion from 1047 to 13488).

Supply DDA buffer pointer, Tength and ALET.

Note: A DDA is always required. The required DDA Tength
is defined by constant CUN4BCPR_DDA REQ.

Set flags

* % X Ok X X X X X %

CALL CUNA4LCNV, ((R4)) Call stub routine with CUN4BCPR
* address as argument.
CUN4BCID DSCET=YES Provide Mappings (CUN4BCPR, return
and reason codes, constants for
* version and length).

Figure 3-32 Invoke CUN4LCNV

Case conversion

z/OS support for Unicode provides case conversions that allow conversion of Unicode
characters to their upper case equivalent or their lower case equivalent. For more details
about the case mappings, refer to the tables provided by the Unicode Consortium.

For case conversion, the conversion services are called using a stub routine named
CUNLASE for AMODE (31), or CUN4LASE for AMODE (64). The corresponding interface file
for AMODE(64) is CUN4BAID.

Figure 3-33 on page 85 shows the call syntax in HLASM for the calling stub routine
CUN4LASE.
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GETMAIN

*

L I

......... Obtain storage for parameter
area in primary address space

LR R4,R1 Save parameter area address

USING CUN4BAPR,R4 Make parameter area addressable

XC CUN4BAPR,CUN4BAPR Init PARAMETER AREA to BINARY 0

LA R15,CUN4BAPR_VER Get Version

ST R15,CUN4BAPR_VERSION Version Store to get parameter area
LA R15,CUN4BAPR_LEN Initialize length

ST R15,CUN4BAPR_LENGTH  Move to parameter area

LA RO,CUN4BAPR_TO _UPPER Get conversion type

ST RO,CUN4BAPR_CONV_TYPE Store to parameter area

Supply source buffer pointer, Tength and ALET.

Supply target buffer pointer, Tength and ALET.

Supply DDA buffer pointer, Tength and ALET.

Note: A DDA is always required. The required DDA Tength
is defined by constant CUN4BAPR_DDA REQ.

Set flags

CALL CUN4LASE, ((R4)) Call stub routine with CUN4BAPR

address as argument.

CUN4BAID DSCET=YES Provide Mappings (CUN4BAPR, return

and reason codes, constants for
version and length).

Figure 3-33 Invoke CUN4LASE

Normalization

z/OS support for Unicode provides support that allows the normalization (decomposition or
composition) of Unicode characters to one of the normalization forms. For a detailed

explanation of normalization, including specific information about the normalization forms,

refer to Technical Report #15 provided by the Unicode Consortium, available at:

http://www.unicode.org/unicode/reports/tri5s/

The normalization service is called using a stub routine named CUNLNORM for AMODE
(31), or CUN4LNOR for AMODE (64). The corresponding interface file for AMODE(64) is

CUN4BNID.

Figure 3-34 on page 86 shows the call syntax in HLASM for the calling stub routine
CUN4LNOR.

Chapter 3. z/OS V1R5 BCP enhancements

85



GETMAIN ......... Obtain storage for parameter

* area in primary address space
LR R4,R1 Save parameter area address
USING CUN4BNPR,R4 Make parameter area addressable
XC CUN4BNPR,CUN4BNPR Init PARAMETER AREA to BINARY 0
LA R15,CUN4BNPR_VER Get Version
ST R15,CUN4BNPR_VERSION Version Store to get parameter area
LA R15,CUN4BNPR_LEN Initialize length
ST R15,CUN4BNPR_LENGTH  Move to parameter area
LA RO,CUN4BNPR_D Get normalization type
ST RO,CUN4BNPR_NORM_TYPE Store to parameter area
*
* Supply source buffer pointer, Tength and ALET.
* Supply target buffer pointer, Tength and ALET.
* Supply work buffer pointer, length and ALET.
* Supply DDA buffer pointer, Tength and ALET.
* Note: A DDA is always required. The required DDA Tength
* is defined by constant CUN4BNPR_DDA_REQ.
* Set flags
*
CALL CUNALNOR, ((R4)) Call stub routine with CUN4BNPR
* address as argument.
CUN4BNID DSCET=YES Provide Mappings (CUN4BNPR, return
and reason codes, constants for
* version and length).

Figure 3-34 Invoke CUN4LNOR

Collation

z/OS support for Unicode provides the Collation Service to make a culturally correct binary
comparison between two Unicode strings. It can also generate a sort key, which can later be
used by the caller to do binary comparisons between strings. For a detailed explanation of the
Unicode collation process, refer to the Unicode Consortium’s Technical Report #10 at:

http://www.unicode.org/unicode/reports/tr10/

The collation service is called using a stub routine named CUNLOCOL for AMODE (31), or
CUN4LCOL for AMODE (64). The corresponding interface file for AMODE(64) is CUN4BOID.

You can find a sample for calling the stub routine CUN4LCOL in the samples library
(SYS1.SAMPLIB) as member CUN4SOSA for 64 bit.

Note: Callers invoking 64 bit interfaces should provide large enough Dynamic Data Area
(DDA) size for conversion. DDA size has to be at least 8K in a 64-bit interface. This support
has been provided via APAR OA03519.

z/0OS Unicode services operation environment

The 64-bit calls to z/OS Unicode services is using an independent @ PROCESS definition for
each service (which means new entry points for each addressing mode).

The new entry points are loaded in the CUNMUNI load module at IPL time. At load time we
detect the addressing mode and load just the necessary support for each environment.
(MVS/ESA™ = 31 Bit and MVS/ESAME = 31 and 64 Bit).
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Current callers won’t be affected by these changes because 31-bit interfaces and modules

will maintain current behavior.

Figure 3-35 illustrates the implementation to handle different object modules from the same

source code.

Basic Module Scheme

Module Module
Definition Definition
31 bit 64 bit
AMODE AMODE

S

\

31 Bit Object Module

Figure 3-35 Handling object modules

Figure 3-36 illustrates the 64-bit implementation.

CUNBCPRM_Src_Buf_ptr

or

oo

Parameter Area ’ CUNLASE

~ Unicode Conversion

Services

or

CUN4BCPR_Src_Buf_Ptr

Main Routine
in 31 bit

uccB

31 bit slot /
64 bit slot |

Figure 3-36 64-bit scheme
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3.11.6 Providing iconv()-like behavior

A new functionality has been added to identify, detect, and react to malformed and
inconvertible characters, in the same fashion as the C/C++ iconv() function.

» Inconvertible characters are characters that are valid on the source codepage but have no
equivalence on the target codepage. These characters can’t be converted.

» Malformed (or invalid) characters are characters whose structure isn't valid on the source
codepage. These characters can’t be converted.

Note: This function has been implemented in the base code of zZ/OS V1R5 and has been
rolled down to z/OS V1R2 via APAR OW56074.

Current behavior

Current conversion behavior is to take the input character, look for its conversion on the
conversion table, and place the converted character on the output buffer when a match is
found. With the current algorithm, it does not tell the difference between an incomplete
multiple byte character and a character not found on the conversion table. Both are flagged as
inconvertible characters. DB2 needs to be able to differentiate between the two types.

Enhancement

A new flag CUNPCPRM_Mal_Action is defined in the CUNBCIDF structure (part of
CUNBCPRM_Flag1) as shown in Table 3-2.

Table 3-2 CUNPCPRM_Mal_Action

Bit Position Name

XXX1 XXXX CUNBCPRM_Mal_Action

CUNBCPRM_Mal_Action specifies the action to take when a source character is malformed
on the source CCSID:

» 0: indicates that the substitution character is to be put in the target buffer and the
conversion is to continue when malformed characters are found.

» 1: indicates that the conversion is to terminate with Return Code=4, Reason Code=12,
when malformed characters are found. This is the same behavior one gets when using the
LE’s iconv() function. This is the default.

Note: CUNPCPRM_Mal_Action only works if CUNPCPRM_Sub_Action is enabled (set
to 1).

A second new flag CUNPCPRM_Mal_Found is defined in the CUNBCIDF structure (part of
CUNBCPRM_Flag2). This is shown in Table 3-3.

Table 3-3 CUNBCPRM_Mal_Found

Bit position Name

X1 XX XXXX CUNBCPRM_Mal_Found

CUNBCPRM_Mal_Found indicates to the caller whether the conversion service has
encountered a malformed character in the source buffer:

» 0: indicates that the conversion service did not find a malformed character in the source
buffer. This is the default.
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» 1:indicates that the conversion service did find a malformed character in the source buffer
(or the service was called with the bit set to 1).

Note: This bit needs to be reset by the caller.

User action

When a malformed character is found, change or remove the malformed source character
from the source buffer and perform the conversion again.

During character conversion, the source buffer may also contain byte-strings that don't
represent a character in the source code page. These characters are called malformed
characters and cannot be converted to valid target code points. Specifically, if the
CUNBCPRM_Flag1 parameter bit CUNBCPRM_Sub_Action says “substitute” and
CUNBCPRM_Mal_Action says “terminate,” then when a malformed character is encountered,
conversion will terminate with RC=4 and RSN=12. But if CUNBCPRM_Mal_Action says
“substitute,” the malformed character will be substituted. The only exception will be when
converting from UTF8 code pages. When CUNBCPRM_Flag1 parameter bit
CUNBCPRM_Sub_Action is set to “terminate,” the CUNBCPRM_Mal_Action parameter bit is
ignored for all characters that have no equivalence in the To-CCSID and will be treated as
malformed characters, thus resulting in RC=4 and RSN=12,

If CUNBCPRM_Sub_Action says “substitute” and CUNBCPRM_Mal_Action says “substitute,”
normal substitution behavior will occur.

RC=4 and RSN=12

Return code 4 and reason code 12 found during the conversion mean that a character, found
in the source buffer, is not a valid source character and cannot be converted to a To-CCSID
character and the CUNBCPRM_Mal_Action flag specifies “terminate with error”. To resolve
this, check whether the input string is correct and whether the correct conversion tables are
used. An incomplete character may be causing a range check to fail.

3.12 2 GB FICON channel support

The FICON switch port card and the FICON channel attached to it negotiate the speed at
which 1/O proceeds through the channel. For example, a 1GB port card attached to a 2GB
channel will negotiate an I/0 speed of 1GB through the channel. This is shown in Figure 3-37.

Control 1GB port :
Unit 2GB Channel card Switch

1GB 1/O speed

Figure 3-37 FICON channel speed negotiation
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This negotiated I/O speed is stored in the channel path measurement facility’s channel path
measurement characteristics. Previously, I0S only refreshed a channel’s channel path
measurement characteristics when the channel was configured online using command CF
CHP(xx),ONLINE.

If the switch port card was replaced, causing a negotiation to a different 1/0 speed without first
configuring the channel offline and, then, online after the replacement, the channel path
measurement characteristics were not refreshed.

With the 2GB FICON channel support, when the port card is replaced without first configuring
the channel offline and, then, online after the replacement, I0S channel path recovery will
refresh the channel path measurement characteristics.This is illustrated in Figure 3-38.

Control 2GB por ;
Unit 2GB Channel card Switch
1GB 1/O speed
2GB I/O speed
1GB por
card
I0S Channel Path
Channel Path Refresh Measurement
Recovery Facility

Figure 3-38 2 GB FICON support

3.13 1ARV64 system trace support

System trace capability has been provided for the high virtual storage services (IARV64). A
trace entry will be created in the system trace table upon completion of the IARV64 request.
Trace entries will be created for the following IARV64 requests:

GETSTOR, DETACH, PAGEFIX, PAGEUNFIX, PAGEOUT, PAGEIN, DISCARDDATA, CHANGEGUARD,
GETSHARED, SHAREMEMOBJ, CHANGEACCESS

The trace entry will be a system service entry (SSRV) with a new SSRV entry identifier of
x'14B' to identify it as an IARV64 trace entry. An additional 1-byte field within the trace entry
unique fields will identify the IARV64 service for which the entry was created.

The detailed trace entry is shown in Appendix B, “IARV64 system trace entry” on page 493.
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3.14 System Logger enhancement

The purpose of the System Logger enhancement is to provide a better way for the System
Logger address space to manage contention and any request made against a logstream.

If the offload processing cannot complete there is an impact on the activity of the System
Logger address space which could lead to a sysplex outage.

This is the reason why, as a first step, APAR OW51854 was created and shipped with OS/390
V2R10 (FMID HBB7703). As this was not enough, the Logger task monitor was implemented.

3.14.1 Migration and installation

The new functions shipped with V1R5 have no impact on migration, with the exception that
there are some subtleties in the following messages which are described later:

> IXG271I
» IXG272E
> IXG275I

The new functions shipped with z/OS V1R5 do not affect coexistence, as follows:

» A user can run with mixed level sysplex.

» No extra hardware support is required.

» The z/OS V1R5 release requires the same software products to be installed that the
previous release of this product required.

3.14.2 Logger task monitor

Logger now monitors its allocations and HSM recall service tasks for delays through the
Logger task monitor and provides a mechanism (via WTORS) to interrupt these delay
requests. Logger handles the interruption as an error condition for the current request.
However, removing the delayed request allows other log stream resource requests then to be
processed.

The Logger task monitor monitors two important tasks, allocation and HSM recall; and
provides the new services IXGOFLDS, IXGDELAB, and IXGDELLS.

These more practical new services are somewhat equivalent to the macros IXGOFFLD,
IXGDELET, and IXGINVNT services described in zZ0S MVS Assm Services Reference
IAR-XCT, SA22-7607.

Additionally, the new messages IXG275i, IXG272e, IXG314i, IXG266i, and IXG271i are
issued to ease the processing of a delayed logstream resource request. IXG271i and
IXG272e are essentials.

IXG271i message

IXG2711 LOGGER DATA SET REQUEST IN taskname SERVICE TASK DELAYED DURING THE PAST seconds
SECONDS FOR LOGSTREAM logstream staging DSN=dsname, DIAG=diag

IXG272e message
IXG272E LOGGER taskname TASK DELAYED, REPLY "MONITOR", "IGNORE", "FAIL", "EXIT".

IXG271i is issued to inform the user that an allocation task or migrated data set task is
delayed. Then the WTOR IXG272¢ is issued to have the operator make a decision, which
could be either MONITOR, IGNORE, FAIL, or EXIT, as follows:
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MONITOR Continues to process the delayed request.

IGNORE Stops the delayed request.

FAIL Interrupts the delayed request that is being processed.
EXIT Terminates the Logger Service Task Monitoring.

The recommended procedure for responding to IXG272e is described in the section titled
“Offload and Service Task Monitoring” in zZOS MVS Setting Up a Sysplex, SA22-7625.

With all these new features, a delayed request does not stop another logstream resource
request from running, the System Logger address space and the logstream usage will have
much more availability on one system, and the availability of the System Logger address
space within the sysplex will increase.

3.14.3 Logger data set deletion

The problem that existed is that during the offload, the System Logger both allocates a new
data set to offload the logstream and deletes one or several offload data sets according to the
RETPD value set in the LOGR policy. See z/0S MVS Setting Up a Sysplex, SA22-7625 for a
discussion of RETPD value.

Offload data sets

The problem is, if the System Logger cannot actually delete offload data sets because they
are allocated or migrated, it has an impact on performance because the services used to
delete the offload data sets and to offload the data sets are the same. Thus, the offload
processing can hang.

To solve this, this support now limits the amount of deletion activity and uses the Logger task
monitor for internal monitoring. The internal monitoring has the Logger task monitor
monitoring the logstream service task that deletes data sets during the offload activity. Also,
now the Logger task monitor quiesces the data set deletion activity so that other log stream
requests can be processed.

Note: The data set deletion activity is quiesced if after 50 seconds the deletion of the
logstream has not completed and if there is another logstream request queued.

The internal monitoring issues the IXG266i message to inform the user that the data set
deletion activity is quiesced and this minimizes the bottlenecks and prevents sysplex outages.

IXG266i message

IXG2661 LOGGER DATA SET DELETION ACTIVITY FOR LOGSTREAM Togstream WAS QUIESCED BY
taskname TASK.

3.14.4 The utility function procedures

In the past there was no easy way to initiate a logstream offload besides using the IXGOFFLD
macro via a program API. To solve this, utility procedure IXGOFLDS was developed.

Two additional utility procedures were developed: IXGDELAB, and IXGDELLS. They are
shipped in SYS1.SAMPLIB and must be copied to SYS1.PROCLIB.

These procedures should only be used when it is necessary to take an installation action on
the log stream. Refer to the documentation about the subsystem or application that makes
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use of this log stream to understand any interaction or expectations before running any of
these procedures.

The description of their use is as follows:

IXGOFLDS Initiates an offload for all valid log blocks in primary storage to DASD. When the
procedure completes successfully, all the log blocks in the log stream will be
off-loaded to DASD and message IXG273 will be issued to the console. When
the procedure fails, message IXG274I will be issued to the console stating
which function failed and listing the return and reason code.

IXGDELAB Deletes all the log blocks marked logically deleted. When the procedure
completes successfully, all the log blocks in the log stream will be logically
deleted and message IXG273l will be issued to the console. When the
procedure fails, message IXG274l will be issued to the console stating which
function failed and listing the return and reason code.

IXGDELLS Attempts to delete a defined log stream from the LOGR couple data set. When
the procedure completes successfully, the log stream is deleted from the logger
inventory and message IXG273l is issued to the console. When the procedure
fails, message IXG274l is issued to the console stating which function failed
and listing the return and reason code.

Messages IXG2731 and IXG274l are issued in response to the execution of the procedures as
follows:

IXG273i message  IXG273I function COMPLETED SUCCESSFULLY

IXG274i message  IXG2741 subfunction FAILED FOR function, RETCODE=retcode,
RSNCODE=rsncode

Note: To execute theses procedures, the user must have UPDATE access on the
logstream name resource in the RACF class LOGSTRM. Users should have a look at the
RACF security server documentation to activate the LOGSTRM class, to define the profile,
and to set the access level to profiles defined in this class.

3.14.5 Understanding share options (3,3)

Though the use of share options (3,3) was recommended in previous releases of zZ/OS when
defining the logstream and staging data sets, messages IXG2671 and IXG268| are now
issued to inform the user of a potential problem before using the data sets. They are as
follows:

IXG267i message

IXG2671 DataSetType DATASET DataSetName ALLOCATED WITH INCORRECT VSAM SHAREOPTIONS, USE
IS ACCEPTED BUT NOT RECOMMENDED.

IXG268i message

IXG2681 DataSetType DATASET DataSetName COULD NOT BE OPENED FOR JOB JobName DUE TO
ShrOpt LossOfData

3.14.6 LE enhancements in z/0S V1iR5

The enhancements introduced in z/OS V1R5 Language Environment (LE) and z/OS V1R5
C/C++ are as follows:

» New and enhanced C/C++ functions
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— LE enhancements to IEEE math library, discussed in the next section
— Enhanced ASCII support, see “Enhanced ASCII support” on page 95
— itoa() family of functions, see “itoa() family of functions” on page 96
» Multilevel security support, see “MLS support” on page 97
» RAS improvements, see “RAS enhancements” on page 98
» Performance enhancements, see “Performance enhancements” on page 98
» XPLINK, see “XPLINK” on page 99
» Debugging enhancements, see “Debugging enhancements” on page 99
» National language support (NLS), see “National language support (NLS)” on page 101

3.14.7 LE enhancements to IEEE math library

In this release of z/OS V1R5 some enhancements were made to the Language Environment
(LE) 31-bit IEEE math library.

The LE math library contains 140 callable services that perform mathematical operations on
hexadecimal floating-point numbers. There currently are a number of C library functions that
perform the equivalent operation on IEEE floating-point numbers. However, there were a few
missing functions. Therefore, IEEE floating-point math functions were added to the library.
This makes the IEEE math library functions equivalent to the hexadecimal math functions.

C/C++ applications that intend to use the IEEE math library should:
» Be compiled with the FLOAT(IEEE) C/C++ compiler option
» Include the <math.h> header for best performance

Table 3-4 New math functions

acoshf() __cotan() expm1f() log1pl() remquol()
acoshl() __cotanf() expm1l() log2() tgamma()
asinhf() __cotanl() fdim() log2f() tgammaf()
asinhl() erfcf() fdimf() log2I() tgammal()
atanhf() erfcl() fdiml() Iround() trunc()
atanhl() erff() hypotf() Iroundf() truncf()
cbrtf() erfl() hypotl() remainderf() truncl()
cbrtl() exp2() Igammaf() remainderl()

copysignf() exp2f() Igammal() remquo()

copysignl() exp2l() log1pf() remquof()

These new math functions are part of the C run-time library and can be invoked by C/C++
applications that are compiled with the FLOAT(IEEE) compiler option. Check the C/C++

Run-Time Library Reference, SA22-7821 for more information about the IEEE floating point
math functions.
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3.14.8 Enhanced ASCII support

Enhanced ASCII was introduced in z/OS V1R2 and provides C/C++ run-time library support
for applications compiled in the ASCII codeset, enabling UNIX applications which were built to
run on ASCII-based systems to be more easily ported to z/OS.

Enhanced ASCII usage requires ASCII and XPLINK compiler options. The ASCII option
instructs the compiler to convert strings and literals to the ISO8859-1 codeset. Language
Environment C/C++ headers, and appropriate feature test macros, are required to force
mapping of the supported Enhanced ASCII functions to the proper library stub routines which
handle any ASCII to EBCDIC translation needed in order for the function to perform as
desired on the z/OS operating system.

The initial Enhanced ASCII support did not include all of the C/C++ library functions. Many
functions still required the application to perform their own ASCII < EBCDIC conversions for
character data on input and/or output from the function. In this release of z/OS V1R5
thirty-one additional functions were added for enhanced ASCII to support the functionality
that was needed.

Note: Using Enhanced ASCII extensions, applications can now exploit the implicit support
for ASCII strings as input/output to thirty-one additional C/C++ library functions. This
means ported applications can now remove z/OS-specific code that was needed to handle
ASCII «» EBCDIC conversions.

There is an APAR available for those of you who want to use this enhancement on z/OS
releases prior to z/OS V1R5. APAR PQ63405 produced the following PTF numbers:

» z/0OS 1.2 UQ73076
» 2z/0S 1.3 UQ73077
» 2z/0S 1.4 UQ73078

Installing the PTFs associated with APAR PQ63405 or migrating to z/OS V1R5 will not affect
existing Enhanced ASCII applications that are currently using any of these thirty-one
functions (and doing their own conversion). Even a re-compile of the application will not be
affected. The new Enhanced ASCII support must be explicitly asked for at compile time with a
new feature test macro. Therefore, the new feature test macro _ENHANCED_ASCII_EXT
must be defined before inclusion of the first header file. It also must be set to 0x41020010 or
higher:

#define _ENHANCED_ASCII_EXT 0x41020010
-D _ENHANCED_ASCII_EXT=0x41020010
DEFINE(_ENHANCED_ASCII_EXT=0x41020010)

The new feature test macro is needed because the EBCDIC versions of these functions might
already be used in an existing ASCII application. We cannot just map to the ASCII interfaces
when a re-compile occurs. The application must also change. The C/C++ Run-Time Library
Reference, SA22-7821 contains a more extensive description of the new feature test macro,
and why it is needed.
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Important: Failure to set the new _ENHANCED_ASCII_EXT feature test macro to an
appropriate value or failure use the required header will not cause problems until the
application is executed. The problems range from the C library function failing because it
was given ASCII data when it expected EBCDIC to the application failing because the C
library returned EBCDIC data when the application expected ASCII. This situation can
occur because the Enhanced ASCII Extensions support is for already existing functions.
Application developers can verify the proper interface is used by looking at the symbol map
generated by the compiler. The @ @ Axxxx stub name will be there if the Enhanced ASCII
interfaces are properly requested.

3.14.9 itoa() family of functions

The itoa() family of functions are added to aid in porting applications to z/OS. These functions
are common to other platforms, although not part of a standard. The itoa() family of functions
provide integer to alpha conversion. In other words, an integer value is converted to a string
representation.

Note: Previously, applications being ported to z/OS which make use of the itoa() family of
functions on other platforms were required to make code changes.

The itoa() support consists of six new C functions. They provide support for (unsigned)
integer to alpha conversions. The users of these functions will be applications being ported to
z/OS or any other application that would like a more simple interface for doing these types of
conversions. The main benefit for using the itoa() support is that it provides a way for
converting (unsigned) integer values to various string representations without using sprintf().

Feature test macro _OPEN_SYS_ITOA_EXT must be defined before inclusion of the first
header in the application source code to expose the itoa() family of functions external C/C++
Run-Time Library interfaces.

In addition, the target execution environment, defined using the TARGET compiler option,
must be set to a minimum value of 0x41050000 to expose itoa() family of functions externals.
This value is the default when using the z/OS C/C++ compiler and z/OS Language
Environment that go with the z/OS V1R5 operating system.

Note: Enhanced ASCII support is provided.

The six new C functions represent the following itoa() prototypes:

char *itoa(int n, char *buffer, int radix);

char *utoa(unsigned int n, char *buffer, int radix);

char *1toa(long n, char *buffer, int radix);

char *ultoa(unsigned long n, char *buffer, int radix);

char *11toa(long long n, char *buffer, int radix);

char *ulltoa(unsigned long long n, char *buffer, int radix);

Figure 3-39 on page 97 shows a sample C program that uses the ultoa() function. The ultoa()
function coverts the unsigned Tong into a character string. The string is placed in the buffer
passed, which must be large enough to hold the output.
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#define _OPEN_SYS_ITOA_EXT
#include <stdlib.h>
#include <stdio.h>
int main() {
char buffer[30]; /*result string*/
char *ch;
unsigned Tong n = 56734UL;
ch = ultoa(n, buffer, HEX);
if (ch != NULL) printf(“buffer(hex)=%s\n”,ch);
else perror(“?);

}
Figure 3-39 Sample C program

Finally the buffer output is presented in hexadecimal format, as shown in Figure 3-40.

buffer(hex)=dd9e

Figure 3-40 Output of the C sample

3.14.10 MLS support

Multi-level security (MLS), as a requirement of the US government, was added in this release
of z/OS V1R5. MLS is an additional level of security, classifying users and resources and
imposing mandatory security controls.

MLS allows the classification of data and users based on a system of hierarchical security
levels, combined with a system of non-hierarchical security categories.

In this release of z/OS V1R5 the Language Environment provides support for MLS through

the following:

__poe() Port Of Entry information used in determining various levels of
permission checking.

__writedown() Query or change the setting of the write-down privilege of an ACEE
(access control environment element)

__lIchattr() Change the Attributes of a file or directory when they point to a

symbolic or external link.

S_ISSECLABEL Check the availability of the SECLABEL field in a given structure
(where s = seclabel field).

A number of headers were changed also for this work. In all cases, the structures are

equivalent to their USS/Kernel analogs:

» <sys/__getipc.h>

» <sys/__stath>

» <sys/socket.h>

» <sys/modes.h>

For more information about MLS see “Support for multilevel security” on page 128 and
“Multilevel security” on page 320.
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3.14.11 RAS enhancements

“Reliability, availability, serviceability,” also known as “RAS;” is part of the zSeries strategy for
autonomic computing. One new enhancement in this field is in the area of heap pools
seviceability. In this release of z/OS V1R5 the Language Environment (LE) provides service
support using tools and tracing capability to diagnose enabled heap pools.

The Heappools support within LE is a method of obtaining dynamic storage in a more efficient
manner, especially with many similar size storage requests and/or when the application is
multi-threaded, than normal LE storage management routines.

It is now possible to create a trace of heappool get and free requests which can be formatted
from IPCS. The trace is specific to each pool and with a maximum of 1024 trace entries per
pool. It is useful to know that after 1024 trace entries the trace will wrap within each pool.
Being provided with additional debug capability is an great advantage, although it will slow
down performance when it is used.

A new sub-option on the HEAPCHK run-time option is provided. It now looks like this:
HEAPCHK (ON|OFF, freq,delay,call depth, pool depth)

Where pool depth indicates the maximum number of call levels (traceback) which will be
stored in the trace table for each trace entry. If zero (0) is specified the trace will be turned off,
which is the same as specifying OFF. We recommend setting the pool depth to 10 when
tracing is turned on. As shown in Figure 3-41, the HEAPCHK setting enables the heappools
trace with up to 10 traceback entries per trace entry.

HEAPCHK(ON,0,0,0,10)

Figure 3-41 HEAPCHK setting

3.14.12 Performance enhancements

98

The LE run-time option HEAPPOOLS was introduced in OS/390 V2R4 and provides C/C++
applications a faster and more efficient way to allocate memory without rewriting or
recompiling the applications. This is accomplished by pre-allocating pools of storage
elements (cells) of specific sizes. This support allowed for 6 different cell sizes, up to 2K, to be
specified.

The HEAPPOOLS support was hooked into malloc() and free() calls (C++ new and delete use
malloc() and free() ). By using the pre-allocated pools of storage (inside of normal LE heap
segments) increased performance was attained for these functions. Locking mechanisms are
also simplified, which allows even greater performance improvements for multi-threaded
applications.

The initial HEAPPOOLS support allowed for only 6 different cell sizes with a maximum size of
only 2K. In this release of z/OS V1R5, support for 12 different cell sizes with a maximum size
of 64K has been provided. This improves the performance of multi-threading applications with
storage requests greater than 2KB and that use the HEAPPOOLS run-time option.

Attention: Changes to existing CEEDOPT and CEECOPT usermods will be required to
support the new sub-options of the HEAPPOOLS run-time option. See the sample
CEEDOPT and CEECOPT provided with z/OS V1R5.
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3.14.13 XPLINK

Prior to this release of z/OS V1R5, almost all LE functions that were written in PL/X or
Assembler ran on the non-XPLINK stack. XPLINK C and non-XPLINK applications were both
using the same non-XPLINK copy of these routines in the common execution library (CEL).
So when an XPLINK C/C++ program called one of these non-XPLINK functions, a slow
stack-swap operation occurred before and after the call.

XPLINK versions were initially provided for only a few high-performance routines. None of the
mutex routines and only a few of the storage management routines (not including malloc()
and free()) were supplied in both XPLINK and non-XPLINK versions. Changes were made to
the XPLINK high-performance LE functions. It now provides high-performance support for the
following functions in an XPLINK environment:

» malloc()

> free()

» pthread_mutex_lock()

» pthread_mutex_unlock()

» pthread_rwlock_rdlock()

» pthread_rwlock_wrlock()
(

)

Let’s look at malloc() for example. The combination of HEAPPOLS(OFF) and XPLINK is the
major path that is affected. HEAPPOOLS(ON) and XPLINK versions of malloc() and free()
were already high performance.

» pthread_rwlock_unlock

These new XPLINK versions are called from the XPLINK version of the C run-time, which is
used by XPLINK C and C++ applications. It is faster for the XPLINK C run-time to stay on the
XPLINK stack and call these new XPLINK functions, rather than switch to the non-XPLINK
stack and back when calling the original non-XPLINK versions.

Using XPLINK Hi-Perf Functions, you can do the same functions as before (but faster). The
new XPLINK functions should save the stack swapping required when using the old functions.
This can be considered a major advantage. The only disadvantage is that they take additional
space in LE load modules.

3.14.14 Debugging enhancements

There are new interfaces that will be of interest to debugger writers introduced in z/OS V1R5
LE enhancements as follows:

» Loading the debugger event handler from the HFS.
» Using a C CWI to activate and deactivate execution hooks.

Debugger event handler

Loading the event handler from the HFS is only available for the debugger event handler. The
profiler event handler cannot be loaded from the HFS. The debugger event handler is
loadable by Language Environment with one of the following:

» The name CEEEVDBG
» The __ CEE_DEBUG_FILENAME31 environment variable

If __CEE_DEBUG_FILENAMES1 exists, LE uses the value specified by that variable and
loads it from the HFS. If this variable does not exist, LE uses CEEEVDBG as the name of
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the debugger event handler and loads it from a MVS data set. This is what happened
before the changes in z/OS V1R5. The attempt to load the Debug Event Handler is
performed from either the HFS or MVS, not both.

Restriction: Loading the debug event handler from HFS is not supported when running
under CICS.

This name, __CEE_DEBUG_FILENAME31, combined with the HFS “path” specified in the
LIBPATH environment variable, provide the fully qualified pathname for the debugger event
handler.

Examples

In the examples, “useful” is the program that is being run and the debugger event handler is
/debug/testvdbg.

From TSO:
useful ENVAR('LIBPATH=/debug',' CEE DEBUG_FILENAME31=testvdbg') TEST/

From UNIX Shell:

export LIBPATH=$LIBPATH:/debug

export _CEE_DEBUG_FILENAME31=testvdbg
export CEE_RUNOPTS=TEST

useful

Figure 3-42 Examples to specify the name of the debugger event handler to be loaded from the HFS

C CWI _setHookEvents()

The C CWI _setHookEvents() can be used by both debuggers and profilers. A compiler option
(usually TEST) causes the compiler to generate EX instructions that point to one of several
fields in Language Environment's Common Anchor Area (CAA). These fields contain NOPR
instructions when the hooks are not active and BAL instructions when the hooks are active.
When the hooks are active, the BAL instruction will result in the debugger or profiler event
handler being called for event 133.

The __setHookEvents() CWI sets the execute hook events state for all threads owned by the
target enclave and referenced using asfTargetThreadRef as specified by the eventsMask
parameter. Callback functions let you provide address space free access to storage in the
target process.

The __setHookEvents() API sets the execute hook events state for all threads owned by the
target enclave referenced via asfTargetThreadRef as specified by the eventsMask parameter,
shown in Figure 3-43 on page 100. Callback functions allow the caller to provide address
space free access to storage in the target process.

#include <_ Tedbug.h>

int _ setHookEvents( int eventsMask,
const asfCalbackFunctions *asfCallbacks,
const asfTargetRef *asfTargetThreadRef,
const threadSpec *reservedForFutureUse);

Figure 3-43 C CWI __setHookEvents() syntax

For a complete discussion of this new support, see zZOS Language Environment Vendor
Interfaces, SA22-7568.
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3.14.15 National language support (NLS)

National Language Support (NLS) is the set of variables used by the system to set the correct
language settings. NLS provides commands and Standard C Library subroutines for a single
worldwide system base. An internationalized system has no built-in assumptions or
dependencies on language-specific or cultural-specific conventions such as:

Code sets

Character classifications
Character comparison rules
Character collation order
Numeric and monetary formatting
Date and time formatting
Message-text language

YyVVyVYyVYVYYVYYyY

All information belonging to cultural conventions and language is obtained at process run
time. The following capabilities are provided by NLS to maintain a system running in an
international environment:

» Separation of messages from programs
» Conversion between code sets

In English, the word /ocale means a place where something happens or has happened. This
is a key term in globalization. A locale is defined by these language and cultural conventions.
An internationalized system processes information correctly for different locations. For
example, in the United States, the date format, 9/6/2002, is interpreted to mean the sixth day
of the ninth month of the year 2002. The United Kingdom interprets the same date format to
mean the ninth day of the sixth month of the year 2002. The formatting of numeric and
monetary data is also country-specific, for example, the U.S. dollar and the U.K. pound.

All locale information must be accessible to programs at run time so that data is processed
and displayed correctly for your cultural conventions and language. This process is called
localization. Localization consists of developing a database containing locale-specific rules
for formatting data and an interface to obtain the rules.

In z/OS V1R5 support has been added to allow conversions with code pages IBM-4933 and
IBM-13124.

An XPLINK and a base version of each new EBCDIC locale are shipped. For the HFS Name
of the XPLINK version, the suffix '.xp1ink' will be added to the name of the locale. ASCII
locales are only XPLINK. Source files for locales in the HFS are located in directory
/usr/lib/nis/localedef. Object files for locales in the HFS are located in the /usr/lib/nis/locale
directory.

The new locales are:

Simplified Chinese in Hong Kong S.A.R. (EBCDIC)
Simplified Chinese in Singapore (EBCDIC)
Ukrainian in Ukraine (EBCDIC)

Hindi in India (ASCII)

Tamil in India (ASCII)

Telugu in India (ASCII)

Kazakh in Kazakhstan (ASCII)

vVvVvyVvYyVvYyYVvYYyvYyyYy
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Note: The new locales are part of the G11N White Paper Currency Il. G11N is an
abbreviation of globalization and the term is widely used in software development. One of
its goals is to be involved in making the software flexible to handle locale-specific data, for
example, to handle text in local languages, and handle date, time, numeric, and currency
data according to local formatting convention.

3.15 DFSORT

DFSORT, an optional feature of z/OS, is the IBM high performance sort, merge, copy,
analysis, and reporting tool. DFSORT, in conjunction with DFSMS and RACF, forms the
software base for an IBM system managed infrastructure. This version of DFSORT has been
enhanced significantly in z/OS V1RS5, specifically in the areas of performance, usability, and
serviceability.

An excellent document available on the Web describes what’s new in DFSORT for z/OS
V1R5. It can be found at:

http://www.storage.ibm.com/software/sort/mvs/release_l4/pdf/sortnew.pdf

3.15.1 Performance improvements

The performance benefits provided by the enhancements in z/OS V1R5 DFSORT are
automatic. No changes are required on the customer’s behalf to take advantage of the
enhancements. However, memory object sorting does require 64-bit architecture.

3.15.2 Memory objects

102

Prior to this release of DFSORT, sorting a large number of records required mass amounts of
intermediate disk storage for work data sets. With this release, it is now possible for DFSORT
to take advantage of memory objects to reduce this requirement.

DFSORT can dynamically determine, based on the size of the file being sorted and current
central storage usage, the maximum size of a memory object that is used for memory object
sorting.

Use of memory object sorting reduces 1/O processing, sort elapsed time, the total number of
EXCPs necessary to complete the sort, and overall channel utilization. Additionally, less disk
space is required for sort work data sets during large sorting operations.

MOSIZE option

A new installation default and run-time option has been created to govern how memory object
sorting will make use of central storage. The option is, MOSIZE. It is used to specify the
maximum size of a memory object to be used for memory object sorting in 64-bit real
architecture. The MOSIZE option is coded as follows:

MOSIZE=(MAX,n,p%)

Where:

MAX Directs DFSORT to dynamically determine the maximum size for a memory object
to be used for memory object sorting, based on the size of the file to be sorted and
current central storage usage activity.

n Directs DFSORT to dynamically determine the maximum size for a memory object
to be used for memory object sorting up to a maximum value of “n” megabytes. The
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value specified for “n” must be between 0 and 2147483646. The actual value used
for a memory object will not exceed the value specified, but may be less than “n”
based on the size of the file to be sorted and current central storage usage activity.
If MOSIZE=0 is specified, memory object sorting will not be used.

p% Directs DFSORT to dynamically determine the maximum size for a memory object
to be used for memory object sorting, subject to an upper limit of p% of available
central storage. The value specified for “p” must be between 0 and 100. If
MOSZIE=0% is coded, memory object sorting will not be used.

ICEIEXIT exit

The ICEIEXIT user exit has been enhanced to provide support for the MOSIZE installation
option to enable additional control over resources allocated for memory objects.

ICEIEXIT is a user-written and -installed DFSORT user exit that can be used to provide more
control over selected installation and run-time options. When it is activated, ICEIEXIT
receives control during sort initialization after it scans and validates the combination of
installation and run-time options. These selected validated options are then passed to
ICEIEXIT for processing.

Examples of how an installation might use the ICEIEXIT user exit to modify installation and
run-time options at execution time include:

» Increasing or decreasing storage limits for sort jobs with different performance
requirements.

» Setting different maximum storage limits for production and test sort jobs.
» Allocation of more storage for jobs with a large number of sort data sets.

New messages
The following new messages have been added to support memory object sorting:

ICE133I Options MOSIZE=r
Where r is MAX or decimal value.

ICE199I Memory Object Storage Used=nMBytes
Where n is the number of megabytes DFSORT used for a memory object during this sort.

3.15.3 Usability improvements

ICEMAC installation option defaults have been updated and new installation and run-time
options have been provided to better control processing in situations where no records are
written to sort output data sets.

ICEMAC installation defaults

ICEMAC default options have been changed to correct out of date defaults and to select
defaults which are more in line with customers’ usual option designations. This may, for most
customers, circumvent the need to build and execute an SMP/E usermod to override standard
IBM installation defaults.

COBEXIT  The default has been changed from COB1 to COB2. This parameter specifies
the runtime library for COBOL E15 and E35 routines. COB1 is actually an
obsolete parameter, but is still available for compatibility reasons.

DSA The default has been changed from 32MB to 64MB. This parameter specifies
the maximum amount of storage available to DFSORT for dynamic storage
adjustment during a blockset sort application when SIZE=MAX or
MAINSIZE=MAX is specified.
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TMAXLIM  The default has been changed from 4MB to 6MB. This parameter specifies the
maximum amount of total storage available to DFSORT for a blockset sort
application when SIZE=MAX or MAINSIZE=MAX is specified.

ZDPRINT  The default has been changed from NO to YES. This parameter specifies
whether or not positive zoned-decimal fields resulting from summation should
be converted to printable numbers.

3.15.4 NULLOUT installation and runtime option

The NULLOUT option allows the installation to specify what action DFSORT will take when no
records are written to the SORTOUT data set. The installation can choose if an informational
message or an error message is to be issued, and which return code is issued (0,4,or 16).
This allows better control of jobstream actions through the use of conditional execution JCL
and/or message processing based automation when potentially unexpected conditions arise.

The following table shows the possible return codes and message combinations, and the
resulting impact on DFSORT processing.

Return Code issued Message issued Processing
Return Code =0 ICE173I Continues
Return Code = 4 ICE173I Continues
Return Code = 16 ICE206A Terminates

3.15.5 NULLOFL installation option and OUTFIL runtime option

The NULLOFL option allows the user to specify what DFSORT will do when no records are
written to the OUTFIL data set.The installation can choose if an informational message or an
error message is to be issued, and which return code will be issued (0, 4, or 16). This allows

better control of jobstream actions through the use of conditional execution JCL and/or
message processing based automation when potentially unexpected conditions arise.

The following table shows the possible return codes and message combinations, and the
resulting impact on DFSORT processing.

Return Code issued Message issued Processing
Return Code =0 ICE174l Continues
Return Code = 4 ICE174l Continues
Return Code = 16 ICE209A Terminates

3.15.6 New messages
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The new messages produced in support of the NULLOUT and NULLOFL options are:

ICE1731 NO RECORDS FOR THE SORTOUT DATA SET - RC=N

wheren=0o0r4

ICE1741 NO DATA RECORDS FOR AN OUTFIL DATA SET - RC=N

wheren=0o0r4
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ICE206A NO RECORDS FOR THE SORTOUT DATA SET - RC=16
ICE209A NO DATA RECORDS FOR AN OUTFIL DATA SET - RC=16

3.15.7 Serviceability improvements

DFSORT messages have been updated to contain the APAR levels of DFSORT modules
used during execution. This enhancement will assist the user in gathering diagnostic
information that may be required by IBM service, and will eliminate the need to run SMP/E
reports or create dumps to determine module service levels.

3.15.8 Migration considerations

Customers using previous versions of DFSORT that were dependent on the standard IBM
installation defaults for COBEXIT, DSA, TMAXLIM, and ZDPRINT need to review the new
defaults. If necessary, they may need to override the installation defaults using an SMP/E
usermod or by specifying overriding run-time options.

Users may also want to consider the automation of job processing based on the customized
return code and messages produced when a “no records written” condition occurs during
DFSORT execution.
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JES3 V1IR5 enhancements

This chapter describes the following functional changes made to JES3 in z/OS V1R5:

»

»

>

Support for Workload Manager (WLM) balanced initiators
Truncated blanks restore support

A new ENF58 signal type when a print checkpoint is taken
JES3 Loop and Wait Monitor

Greater than 8 media types

Miscellaneous enhancements

© Copyright IBM Corp. 2004. All rights reserved.
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4.1 Support for Workload Manager (WLM) balanced initiators

The following problems existed prior to JES3 V1R5:

» If initiators are removed from constrained systems and jobs on the select queue are
eligible to execute only on these systems, these jobs would have to wait in the job select
queue until WLM decides to start more initiators. This could cause unnecessary delays in
existing job processing. With information supplied by JES3 about system affinity jobs for
those systems, WLM does not remove initiators from the systems and hence the delays
would be avoided for such jobs.

If a job is eligible to run on more than one system and any one of the eligible systems is
unconstrained, this job is not counted for constrained purposes.

» Prior to JES3 z/OS 1.5, WLM would only balance initiators when starting new ones. A
system could be overcommitted, but because initiators have already been started there,
jobs continue to be scheduled to that system. Another system with available resources
could run those jobs quicker but WLM did not pay attention to the imbalance on the load
on the system with the available initiator.

4.1.1 z/OS V1R4 support

Beginning with WLM in z/OS V1R4 and higher, changes were made to rebalance the
distribution of initiators between the sysplex members. This capability is now supported by
JES3 V1R5. While in earlier releases a balancing of initiators between high and low loaded
systems was only done when new initiators were started, this is now done when initiators are
already available.

The number of initiators on highly utilized systems is reduced, while new ones are started on
less utilized systems. This enhancement can improve sysplex performance with better use of
the processing capability of each system.

WLM attempts to distribute the initiators across all members in the sysplex to balance the
utilization of the systems while taking care that jobs with affinities to specific systems are not
hurt by WLM decisions. Initiators are stopped on systems that are utilized over 95% when
another system in the sysplex offers the required capacity for such an initiator.

WLM also increases the number of initiators more aggressively when a system has low
utilization and jobs are waiting for execution.

Initiator management

WLM with its new support tries to migrate initiators to significantly lower used systems by
more aggressively reducing them on constrained systems and starting new ones on low
usage systems. This check for potential rebalancing is made every 10 seconds.

Consider an example where there are four jobs in the batch queue and two of those jobs can
only run on SY1, one on SY2, and one on either of them. That is what JES3 reports to WLM
so that WLM can make an informed decision about whether to move the initiators from the
constrained system (SY1) where three jobs could run to a less constrained system (SY2)
where two could run.

Note: If the reduction of initiators on constrained systems is very aggressive, jobs with
affinity to that system could be treated worse than before.
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4.1.2 Determining constrained systems

Assume JESS is doing sampling on SY1, as shown in Figure 4-1. First, JES3 finds out via the
WLM service, IWMBQRY, what systems are constrained. JES3 provides a count of jobs that
have the following:

» An affinity to the current system
» Eligibility to run on that system
» No affinity to any unconstrained systems

Job affinities

Jobs with an affinity to only constrained systems (SY1 and SY2, as shown in Figure 4-1) are
also counted when reporting to WLM. If a job must run on SY1, itis included in the
(constrained) count because it has no other place to run. With information about affinity for
jobs for those systems, WLM would not remove initiators from the systems and hence the
delays would be avoided for such jobs.

Jobs eligible for multiple systems

If a job is eligible to run on more than one system and any one of the eligible systems is
unconstrained, we do not count this job for constrained purposes. If the job could run on an
unconstrained system (SY3 in our example), the job is not counted.

If a job can run anywhere except SY3, the job is counted. If SY1 takes away its initiators, the
job can only run on SY2, and SY2 isn't doing any better than SY1.

If a job can run anywhere except SY1, the job is not counted because SY1 can't do anything
about it. Furthermore, this doesn't preclude SY2 from reducing its initiators. SY3 is the better
choice and it has room for more initiators.

SY1 SY2 SY3

Wants to Wants to Able to add
remove remove initiators
initiators initiators

Figure 4-1 Three JES3 systems in a sysplex

4.2 ENF checkpoint signal

In z/OS V1R5, a new signal qualifier is added for applications that use the client print
interface. A signal with this new qualifier is issued whenever a print application makes a
checkpoint request or, if printing on a JES3-managed printer, when JES3 takes an internal
checkpoint.

As with all signals of this type, the signals are issued only for data sets that were created with
a client token.
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4.3 ENF58 signal

When the ENF58 signal is issued, it includes the approximate line, page, and copy count of
the file, except that on JES3 managed printers the page count is not provided.

The purpose of this signal is to provide a rough progress monitor so that an application can
see how far a print file has progressed.

4.4 JES3 and blank truncation

Blank truncation suppression support is provided to solve the problem of JES3 stripping out
trailing x'40's after assuming that they are blanks; but they are not always blanks and they are
lost to printing functional subsystems that depend on the trailing x'40's to print the record.

The only workaround for this problem is to define a special SYSOUT class with TRUNC=NO,
but this is not a good long term solution because it wastes spool space.

4.41 JES3 V1R5 and blank truncation

With JES3 V1R5, the x'40' characters are still truncated, but the original record length is
preserved in each spool record. In the Functional Subsystem Interface the original length is
passed back so that PSF and other applications can reconstruct the record back to the way it
looked before truncation.

JESS3 support has changed the DATCC to remember the original record length.

Application support

For an application to use this new support, the IATXDATX macro is used to address user data
following a DATCC with or without extension. It also provides the data length and logical
record length of the current record. The logical record length returned is zero if DATCC
extension (DATCCX) does not exist.

Use the LRECL=YES on the IATXDATX macro to specify whether you want IATXDATX to
return the original logical record length of the record, prior to truncation of trailing blanks. If
you specify LRECL=YES, the original logical record length is returned in register 15.

Figure 4-2 on page 111 shows the new DATCCX that contains the original record count
before blank truncation. The DATCC is the first 4 bytes and contains the following information:

Byte 1 This byte contains a set of flags to determine the kind of data record; page
data (DATCPDS), the carriage control character is in machine code
(DATMAC), or the carriage control character is in ASA code (DATASA).

The DATOPTCD flag specifies that the MRF to be opened contains table
reference characters.

The DATSPLTB flag indicate that this record is split between this buffer and
the next buffer.

The DATCON flag indicates that this record is a continuation from the
previous buffer.

The DATSPAN flag indicates that this record spans this buffer, the previous
buffer, and the next buffer.

The DATDATX flag indicates the presence of DATCC extension (JES3 V1R5)
Byte 2 Reserved by IBM for future use.
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Byte 3-4 These two bytes contain the length of the spool record plus four bytes which is
the length of the DATCC.

The DATCCX is 2 bytes and contains the original logical record length of a record (JES3
V1R5). If blank truncation is used, this is the original record length before truncation.

1-- byte 1-- byte 2-- byte 2-- byte
Df‘lgéc RESVD DATLEN DATCCX | DATA

Figure 4-2 DATCC and new DATCCX with JES3 V1R5

Migration considerations

In order to keep the original record length it was necessary to extend the DATCC prefix of
every spool record. But data records that are created before z/OS V1R5 are not extended.
Therefore, user code that depends on the length has to be changed.

The new macro IATXDATX handles records with and without an extension. It locates the start
of the data within the record, provides the current length, and provides the original length.
Code changes, if applicable, must be made prior to introducing z/OS V1R5 on the global or
any local.

Coexistence considerations

APAR OW57535 is required on OS/390 V2R10, z/OS V1R1, z/OS V1R2, z/OS V1RS3, and
z/OS V1R4 for coexistence, migration, and fallback because the extension of the DATCC
causes a spool incompatibility. This same APAR is needed on any processor where a fallback
from z/OS V1R5 is made to one of these releases, as it:

» Allows jobs to be present across the migration

» Allows jobs to be dumped and restored across the migration using the DJ DSP
The Dump Job record header was similarly extended and OW57535 is needed to cope
with the presence of an extension at a down level release.

APAR OW57535 includes a smaller version of IATXDATX that:

» Locates start of data whether or not a DATCCX is present

» Determines the current (truncated) record length

» Does not determine the original record length

User code changes to use IATXDATX must be in place on all processors before bringing z/OS
V1R5 into the complex.
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4.5 Loop and Wait Monitor

In this release, JES3 provides a Loop and Wait monitor to detect and report on loops and
other exception conditions. The health monitor can prevent unnecessary outages.

This monitor checks for operator settings left in an undesirable state for a long period of time
(for example, holding the queue or a priority and forgetting to release it later). A mistake like
this has been known to cause a self-inflicted outage in the past.

If a dump is taken, the monitor can perform the same kind of analysis on a dump as it does on
a live system, thereby performing automated first pass diagnosis. This can find some of the
obvious problems, allowing time to be better spent on the diagnosis that is really needed.

Most importantly, the monitor can prevent outages. It detects loops while they are occurring. It
also gives the operator the option to abend the looping task. In many cases the abend is
recoverable and provides first failure data capture without causing an outage.

The JES3 Loop and Wait Monitor makes sure the two main JESS tasks, the Nuc and Aux
tasks, are not suspended or in a never-ending loop. When that happens, no other JES3
functions (called FCTs) can be dispatched besides the currently active one. Because the
condition is difficult to detect by an operator, JES3 will periodically examine the status of
those two functions and inform the operator, via WTOR IAT6410, about the unusual condition.

The operator can take action based on that information by either failing the currently active
FCT or by taking the whole JES3 global down.

4.5.1 Loop and Wait Monitor commands

This monitor is a function of JES3 that monitors the activity of JES3 and detects any functions
that are dispatched continuously for too long. The Loop and Wait Monitor is activated
automatically on the global. Two parameters can be modified via an operator command:

» The interval at which JES3 checks what the active FCT is.

» The threshold for how long an FCT can be continuously active before the operator is
notified.

There are two commands with this support, as follows:
» An operator command can be issued to detect certain unusual conditions on request.

» IPCS command can be used to detect unusual conditions after the fact when a dump has
been taken and is being diagnosed.

JES3 operator command

The operator command allows the operator to check the “health” of the JES3 address space.
A summary report is issued to the console listing any unusual conditions found when issuing
the following command:

F JES3,CHK

Parameters to control the monitor
The F JES3 command has two parameters to control the monitor activity as follows:

F JES3,INT=n This command allows changing of the Monitoring interval for the Wait
and Loop monitor. n specifies the interval in seconds. The default value
is 10 seconds. The maximum value is 59940 (999 minutes). The
interval specification controls how frequently JES3 checks what the
currently dispatched FCT is.

112 z/OS Version 1 Release 5 and Version 1 Release 6 Implementation



F JES3,THRSH=n This command allows changing of the Monitoring threshold for the Wait
and Loop Monitor. n specifies the threshold in seconds. The default
value is 30 seconds. The maximum value is 300 seconds.

Note: The threshold determines when messages IAT6397, IAT6398,
IAT6415, and IAT6410 are issued for an FCT that has been
continuously active for the specified number of seconds.

Issuing the command

Figure 4-3 shows the results obtained at the console when the following command is issued
on a busy system:

F JES3,CHK

IAT6397  FCT ISDRVR  (NODEVICE) HAS BEEN DISPATCHED CONTINUOUSLY FOR:

IAT6398 00000 HOURS 00 MINUTES 38 SECONDS

IAT6415 at 056B814C in LOADMOD=IATUX28 , EPNAME=IATUX28 ,EPADDR=056B8120,LEN=000080
*15 IAT6410 Reply 'JES3 ' to fail the FCT or 'nnn' to ask later

15,20

IEE600I REPLY TO 15 IS;20

IAT6397  FCT ISDRVR  (NODEVICE) HAS BEEN DISPATCHED CONTINUOUSLY FOR:

IAT6398 00000 HOURS 01 MINUTES 22 SECONDS

IAT6415 at 056B814C in LOADMOD=IATUX28 , EPNAME=IATUX28 ,EPADDR=056B8120,LEN=000080
*16 IAT6410 Reply 'JES3 ' to fail the FCT or 'nnn' to ask later

Figure 4-3 Output messages from F JES3,CHK command

» Figure 4-4 on page 114 shows the result if the operator issues a FAIL DSP, 16,JES3, for
the DSP.
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SY1 16,jes3
SY1 IEE600I REPLY TO 16 IS;JES3
SY1 1IAT3713 FAILURE LOGOUT

IAT3713 KRKIAKRKKKR AR KRR KRKRAKRKRKAKRKRKRKRKRKRRKRARRAR IR A A hhhhhhhhhhhhhdhhhhdhrrhrxx

IAT3713 KRKIAKRKKRKR AR KA KRR AR KRKAKRKRKRKRKRKRAKRARR AR IR A A dhhhhkhhhhhhhhhhhhhdhrrhrxx

IAT3713 DATE = 2003169 TIME = 1636249  JES3 z1.5.0
IAT3713 JES3 FAILURE NUMBER = 0001  FAILED DM134
IAT3729 FAILURE EXPLANATION:

IAT3832 OPERATOR FAILED THE FCT VIA ACTIVE FCT MONITOR.

IAT3713 ACTIVE FCT = ISDRVR DEVICE = NONE FCT FAIL NO = 0001
IAT3713 MODULE = NOT JES3 MOD BASE = 00000000 DISP = 000000
IAT3713 APAR NUMBER = PTF NUMBER =

IAT3713 CALLING SEQUENCE (HIGHEST LEVEL MODULE LISTED LAST)

IAT3713 MODULE = IATISJB MOD BASE = 05A6F710 DISP = 000C10
IAT3713 APAR NUMBER = PTF NUMBER = 1.5.0

IAT3713 MODULE = IATISLG MOD BASE = 05A6CE48 DISP = 000420
IAT3713 APAR NUMBER = PTF NUMBER = 1.5.0

IAT3713 MODULE = IATISDV MOD BASE = 05A6A138 DISP = 000F04
IAT3713 APAR NUMBER = PTF NUMBER = 1.5.0

IAT3713 PSW AT TIME OF FAILURE 071C0000 856B814C ILC 2
IAT3713 THE FAILING INSTRUCTION IS 8190

IAT3713 REGISTERS AT TIME OF FAILURE

IAT3713 REGS 0- 3 00000000 0565532C 00000001  7F241964
IAT3713 REGS 4- 7 05A69B80  7F3BCOOC  7F241929  05A69B80
IAT3713 REGS 8-11 7F3BC360 05A70710 056B8120 05877050
IAT3713 REGS 12-15 05607000 05A67F18  85659F8E  056B8120

IAT3713 KRKIAKKAKRKR A KKK KRKRKAKRKRAKRKRKRKRKRKRAKRARR AR IR A A hhhhhkhhhhhhhhdhhhhdhrrhrxx

IAT3713 KRKIAKKKKR KKK KRR KAKRKRKAKRKRKRKRKRKRAKR AR AR IR A A hhhhhhdhhhhhhdhhhhdhrrhrxx

SY1 TIAT3702 ISDRVR FAILED DM134 - JES3 FAILURE NO. 0001

Figure 4-4 Operator fails DSP messages

» On a fairly idle system, the messages shown in Figure 4-5 were received.

F JES3,CHK

*kkkkkkkk kkhkkhkkkkkhkk B R R R e

* General system status
*

B R R R R R R R R R R R R R R R R R R R R R R R

Task Information
TCB 007E9E88 Task has been set nondispatchible

DLOG Information
DLOG got a busy return from WTL at some point in time

Workload Manager Information
The WLM FCT is in sleep mode

*kkkkkkkk *khkhkhkkhkkkkhkk B R R R

* Spool Related Exceptions
*

B R R R R R R R R R R R R R R R R R R R R R R R

Extent Table Information
02F4B5D0 SPOOL1  This extent contains a dynamic STT
IAT6413 COMMAND CHK PROCESSING ENDED

Figure 4-5 F JES3,CHK command
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» Diagnosing a dump, a new IPCS command formats the same report provided by the F
JES3, CHK operator command for the dump, to assist in first level problem diagnosis.

This monitor can be run on a dump using a new IPCS verb exit. The same exception
conditions that the operator command checks on a live system are checked in a dump.
This can provide first level problem diagnosis automatically, so that valuable diagnosis
time is saved by not having to manually check some of the obvious things first.

When diagnosing a dump, issue the following command:
VERBX JES3 'OPTION=CHK'

Note: In addition, for JES3 dump formatters in general, formatting data for various areas
that are not on the JES3 global now use the SVT where possible instead of being
dependent on the JES3 TVT. This reduces the number of occurrences of the message
"JES3 TVT NOT ACCESSIBLE - FORMATTING TERMINATED" when formatting information in a
dump.

4.6 Greater than 8 tape media types

JES3 z/0OS V1R5 has new support to provide the BCP support for up to 255 media types. The
combination of z/OS V1R5 JES3 and BCP are required on the following systems:

» JESS global

» Any processor on which a job needing the support might execute

» Any processor on which a job needing the support might go through converter/interpreter
in a CIFSS address space

4.6.1 DFSMS support

When the system-managed tape library was originally designed, it supported up to 8 media
types and 15 recording technologies. Four of the eight media types (MEDIA1/CST,
MEDIA2/ECCST, MEDIA3/HPCT, and MEDIA4/EHPCT) and five of the 15 recording
technologies (18-TRACK, 36-TRACK, 128-TRACK, 256-TRACK, and 384-TRACK) are used
today.

The tape library now supports 255 media types and recording technologies to allow you to
easily use additional media types and recording technologies as they become available. As a
result of this change, the LIBRARYENTRY in the VOLCAT has increased in size.

4.7 Miscellaneous enhancements

A number of small changes have been made to JES3 V1R5, based on user requirements.

4.7.1 Message IAT3040 enhancement

Message IAT3040 has been modified to indicate what system is the global. The source of the
message is the Complex Status Record (CSR). If the global is the current system coming up,
the name is bracketed by plus signs. If the global is deemed to be somewhere else, its name
is embedded within asterisks. The IAT3040 message now looks like the following:

SY1 IAT3040 STATUS OF JES3 PROCESSORS IN JESXCF GROUP nodex
SY1 TIAT3040 SY1 + +, SY2 (), ...

++ Indicates the active system is the global
*ox Indicates what other system is the global
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4.7.2 Job segment scheduler (JSS)

You can use the NOREQ parameter on the JES3 start command, as follows:
S JES3,PARM=NOREQ
This parameter instructs JESS3 initialization to simulate the *S JSS command as soon as JES3

comes up. This way you can avoid delays waiting for the operator to issue the command
assuming you do not use your automation to issue the command.

4.7.3 WTO logging

There was a subtle change made to the way WTOs are logged. A job can issue a WTO using
the JOBID keyword and specify someone else’s jobid, provided they are authorized. In prior
releases, the message might have been logged in the target job whose jobid was used. In
JES3 z/OS V1R5, the message is logged in the issuing job’s JESMSGLG data set using the
issuing job’s ASID.

4.7.4 Dumping JES3

When the *DUMP command is issued in this release, it does not terminate JES3 after taking
the dump.

4.7.5 DSI processing

JES3 DSI processing is changed as part of the fix for FIN APAR OW48297. The ENQ now
prevents two globals from coming up at the same time.
The exclusive ENQ that protects this is now:

SYSZIAT/GLOBAL.ckptvolser.ckptdsname
ckptvolser The Volume Serial from where the checkpoint data set was allocated
ckptdsname The checkpoint data set name

The ENQ prevents another global from coming up in the complex:
» During DSI
» At any other time

It allows a failed DSI to revert to the old global.

4.7.6 New parameter on SETPARAM statement

The new parameter in the SETPARAM initialization statement is SDEPZERQO. It indicates
whether jobs that require a tape mount, but are in a CLASS which has SDEPTH=0 defined,
should wait on the MDS allocate queue (which is the default), or be sent to the MDS error
queue (meaning it failed allocation).

The SDEPZERO parameter is used as follows:
SDEPZERO= WAIT | ERROR

MDS Inquiry command

To display the SDEPZERO option in addition to the information that was previously displayed
use the following command as the SDEPZERO specification.

*I S
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JES2 V1R5 enhancements

This chapter describes the enhancements and changes that have been incorporated into
JES2 V1R5. The following topics are discussed:

»

»

>

Multilevel security support

ENF 58 enhancements

1 Byte console ID elimination

CONDEF statement

JES2 command character in SSI (54)
New $DSERV macro

Message additions and enhancements
JES2 patching facility enhancements
Monitor $TRACE IPCS support
Multisystem JES2 dump enhancements
Control block changes - $SHASXB

JES2 z/OS V1R5 installation and migration

Changed installation exits
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5.1 Multilevel security support

JES2 V1R5 can now limit job selection based on security labels, and you can now specify a
subset of members to which SECLABELs apply. A RACF SETROPTS command option (security
label by system) now controls whether SECLABELSs are active on all systems or only those
you specify. JES2 maps the systems for which a SECLABEL is active against an affinity mask
associated with each batch job. JES2 then uses that affinity mask to determine where a job
can be selected for conversion and execution. This new SECLABEL affinity can increase
security within your system, but it can also prevent job selection.

5.1.1 SECLABEL by system

The function that limits where a SECLABEL is active is called SECLABEL by system. The
security administrator can define a security label to be active only on certain members of a
sysplex. Using security labels on a per-system basis allows the installation to separate work
based on security classification while still sharing the RACF database. The security
administrator activates the use of system-specific security labels, as follows:

SETROPTS SECLBYSYSTEM
SETROPTS RACLIST(SECLABEL) REFRESH

When SECLBYSYSTEM is active, JES2 insures that no job is run on a member that does not
have an appropriate security label active. If no system is available on which a job's security
label is active, the job remains in the conversion phase.

Note: NOSECLBYSYSTEM is the RACF default.

Defining system-specific SECLABELs

To define system-specific security labels, the security administrator specifies on which
systems a security label is to be active by adding a member list to the SECLABEL resource
class profile. The member names are system SMF IDs (for example SY4, SY7) containing
one to four characters. For example, to define the security label named BATCHIMP as being
active only on the systems with SMF system IDs SYSA and SYSB, the security administrator
could define BATCHIMP with a command like:

RDEFINE SECLABEL BATCHIMP....ADDMEM(SY4,SY7)

If there are no entries in the member list for a SECLABEL profile, then the SECLABEL is
active on all systems. The values specified in the member list are the SMF IDs of the systems
where the SECLABEL is active. If RACF checks on a system where a SECLABEL is not
active, the check fails in the same manner it would if the SECLABEL was not defined.

5.1.2 JES2 affinity masks

JES2 support for system-specific security labels involves maintaining an affinity mask for
each job that has not executed and that has a list of systems where the SECLABEL assigned
to the job is active.

When you activate security label by system (SECLABEL by system), you can limit the MAS
member(s) on which a job can run. Therefore, a job might not be able to run if there is no
system that satisfies the requirements for:

» System affinity (SYSAFF=)
» Scheduling environment affinity (SCHENV_AFF=)
» SECLABEL affinity (SECLABEL_AFF=) - (new affinity mask with JES2 V1R5)
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New affinity mask

The new affinity mask available in JES3 V1R5 is defined as discussed in “Defining
system-specific SECLABELs” on page 118. JES2 uses the new mask to determine the
following:

» Where a job can convert (due to RACF checks at conversion)

» Where the job can execute

To build the mask, JES2 has to track the SMF IDs for all members of a MAS. JES2 also
listens to a new RACF ENF that indicates when the SECLABEL class is:

» Activated (RACLISTed)

» De-activated (NORACLISTed)

» Updated (RACLIST REFRESH)

Affinity mask for job selection

For a job to be selected, JES2 must find an active system in all three affinity lists. The
intersection of the three sets of possible affinity masks, shown in Figure 5-1, defines the
select group of systems on which the job can run. If the intersection is empty, the job cannot
run. In the example that shows all three affinities, only members in the intersections of the
affinities can run or convert jobs.

In this case, the job can convert on members SY4 and SY7. The job can only run on member
SY7.

Note: Also, for example, if a job has no SCHENV affinity defined, then this affinity is not
considered in the decision.

SCHENV affinity

Member that
can run job

System affinity SECLABEL affinity

Members that can convert job

Figure 5-1 Affinity example for scheduling a job for conversion and execution
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5.1.3 Commands for SECLABEL affinity for jobs

The following commands have been modified to display information about SECLABELSs:

» A new keyword is added to the $DJ command, SECLABEL_AFF=member, that displays
the JES2 MAS members on which the SECLABEL for this job is available. This is only
shown if the RACF SECLBYSYSTEM option is also active. SECLABEL is added in the
display of the following commands:

$0J100,LONG or $DJ100,SECLABEL_AFF=member
» The $DJ, with the option DELAY command is updated with SECLABEL delay as follows:

The command displays the delay reason why a pre-execution job will not enter execution
and the new reason is:

SECLABEL - The security label (SECLABEL) assigned to the job is not defined
as active on any member that is active.

» The $DMEMBER command is updated with the MVS SMF ID, as follows:

SMFID[=smfid] - Specifies that the SMF ID of the MVS image of the member is to be
displayed. You can also specify wildcards on this parameter. The SMF ID will not be
displayed if it is equal to the member name (NAME=) or if the member is inactive.

5.1.4 Other changes for SECLABEL affinity for jobs

The SECLABEL by system affinity for jobs has other changes for the following functions:
» Extended status SSI returns new mask

The extended status function call (SSI function code 80) allows a user-supplied program
to obtain detailed status information about jobs, and SYSOUT in the JES2 queue now
displays the SECLABEL for the job or SYSOUT.

» Now used in $SJ and WLM sampling

The SECLABEL affinity mask also affects what is reported in WLM sampling data and
system selection for $5J commands.

» Considerations in JES2 Exit 14 (job queue work select exit)

Installations using exit 14 (replace JES2 job selection) have to examine the exit logic to
determine if modifications are needed for the new affinity mask.

5.1.5 Device SECLABELS for SDSF

120

One of the objectives of the new support is to be able to “hide” objects that users cannot
access at their current SECLABEL. For displays of jobs and SYSOUT (JOEs) this is easy
since the corresponding data areas have SECLABEL fields. However, for devices and NJE
nodes, the SECLABELSs are not readily available. For SDSF to extract the SECLABELSs every
time it displays the page would greatly impact SDSF performance. Instead, JES2 will extract
the SECLABELSs for SDSF’s use, as follows:

When JES2 is initialized

When a device is defined via $ADD commands
When a device is started

When an NJE full path is done

vyvyyy

Due to the volumes of SECLABELSs that may need to be extracted, a request to look at
devices just after JES2 starts (particularly a hot start) may not display some devices if the
SECLABELSs have not been extracted yet. Retrying the request at a later time (a few minutes
later) should give JES2 a chance to complete the extracts. JES2 does not get notified when
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the SECLABELSs associated with a device is updated. If the SECLABEL associated with a
device is updated, restart the device to extract the SECLABELs for SDSF.

Note: JES2 security checks are not affected by the SECLABELs extracted for a device.

5.1.6 SECLABELS for JES2 address space

The JES2 address space is a server address space that performs work for users running with
different security labels. In particular, during conversion processing, JES2 anchors ACEEs
with SECLABELs matching the job being converted to the converter subtask. Because of
changes in the way RACF does security checking for address spaces that create task level
ACEEs, if multi-level security options are active, then the user ID associated with the JES2
started task should have a default security label of SYSMULTI. Failure to do so results in jobs
failing to convert with the following messages:

ICH4081 USER(userid) GROUP(group) NAME(programmername)

LOGON/JOB INITIATION - USER SECLABEL NOT COMPATIBLE WITH SERVER
$HASP313 jobname JES2 is unable to create the security environment
SECURITY PRODUCT RETURN CODE = 00000038 REASON CODE = 00000014

5.2 ENF58 enhancements

JES2 generates an ENF58 record whenever a checkpoint is taken by a device processing a
SYSOUT data set. Periodic checkpointing monitors the processing and progress of printing to
ease print restart in the event of a printing failure.

This new type of ENF58 record allows applications that are monitoring the processing of
SYSOUT (data sets with a client token) to not only track that a data set is printing but also
how much of the data set has printed. The frequency of ENF58 record writing is dependent
on how often JES2 takes a checkpoint. For 3800 devices, the CKPTLINE= and CKPTPAGE=
parameters on the PRTnnnn initialization statement influence the rate at which JES2 takes
checkpoints (and thus the frequency of ENF58 records). For FSS devices, the CKPTSEC= or
CKPTPAGE= parameter can be used to control checkpoints.

The ENF58 signal provides the current counts for:
» Pages

» Records

» Copies completed - Count starts at 0

5.3 1-Byte console ID elimination

In JES2, message processing was updated in previous releases to eliminate all uses of
1 byte console IDs. However, the use of the MGCR macro was overlooked. In this release all
MGCRs were updated to MGCRE and 4-byte console IDs.

The IBM-supplied external writer was still using 1 byte console 1Ds for message routing. It
also did not support the use of CARTSs to connect messages to the command that issued it.
Both these problems were fixed in this release; now “4-byte” console IDs are used for
messages where appropriate.
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5.4 CONDEF statement

A close parenthesis, “)” is no longer a valid CONCHAR= (JES2 commands identifier) or
RDRCHAR= (JES2 commands from local or remote card reader identifier) specification on
the CONDEF initialization statement.

CONCHAR specifies the character that will be used to identify JES2 commands from local
consoles. If a command from a local console begins with the character specified for
CONCHAR, JES2 assumes that the command is a JES2 command and attempts to
process it.

Note: You must use the default CONCHAR= character ($) on JES2 commands imbedded
in the JES2 initialization data set regardless of what you specify for CONCHAR=.

5.4.1 Migration actions

If you are using a “)” as your CONCHAR= and in addition RDRCHAR= symbol specification,
be certain to change it to any other valid symbol. The remaining valid characters are:

(% :.&+ _#<!l->@"/2=m="*

5.5 New $DEVSERV macro

A number of JES2 macros that were added in OS/390 V1R4 require a DSERV address when
used from the subtask environment. A DSERV is a representation of a checkpoint version
which is needed to access checkpoint data outside the main task. To simplify the code
needed to obtain a DSERV, a new macro $DSERV and service was created to obtain a
DSERYV and return it when done.

Use $DSERV to request that JES2 invoke checkpoint version processing to either obtain
(GET) or free (FREE) a DSERYV, the parameter list used by authorized programs to request
job information service from the JES2 checkpoint data space.

This macro can be used with other JES2 services:

» $DOGJQE - Deliver or get JQE (job queue element)

» S$DOGCAT - Deliver or get CAT (class attributes table)

» $DOGWSCAQ - Deliver or get WLM (work load manager) service class

Note: To isolate your exit routines that need to obtain a checkpoint version from any future
changes IBM might implement to checkpoint version processing, we recommend you use
the new $DSERYV service.

5.6 Message additions and enhancements

The following messages are new:

» S$HASP892 - QUEUE_ERROR(n) with reason codes added

» $HASP9107- {No} JES2 ERROR COUNTS SINCE

» $HASP9133 - JES2 ERROR HISTORY

» $HASPI163 - FAST SPOOL GARBAGE COLLECTION (SPOOLDEFGCRATE=FAST)
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The following messages have been changed:
» $HASPOO0S3 - during $scan processing, an error was detected

— new reason code (100) added

— message says that at least one data set is required in proclib concatenation
» $HASP607 - issued when JES2 cannot terminate cleanly ($PJES2)

— Message contains reasons why JES2 cannot terminate cleanly

— Problem is message sometimes DOMed too soon

— Message is now retained and updated as conditions are cleared

5.7 JES2 patching facility enhancements

The JES2 patching facility applies temporary patches to the in-storage copy of JES2
modules.

The following enhancements were made:

» Access to JES2 data space (by data space name)

» Deferred patch to CKPT data until CKPT is read

5.8 Health monitor enhancements

IPCS support is for dump analysis only and does not affect a running system. You can
dynamically update or replace the JES2 IPCS parmlib member and IPCS panels and
modules.

The monitor data areas:

» Perform formatting as tables not just control block formatting
» Give the same information as monitor commands

5.9 $TRACE IPCS support

IPCS has been enhanced to format the JES2 monitor data areas. The areas are formatted
both as raw control blocks and as tables similar to what is displayed in monitor commands.

IPCS has been enhanced to support formatting instorage $TRACE tables. This is useful if you
want to run a JES2 trace without actually logging it to a SYSOUT data set. Some traces have
individual fields formatted ($SAVE/$RETURN) but others are just the trace headers with hex
dumps.

5.10 Multisystem JES2 dump enhancements

JES2 already has support to dump other members when an error is detected. The problem is
that the current support only allows the local member or all members to be dumped. However,
there are cases where you may want to dump the local member and one other member. In the
past, we did not use the multi-system dump capability in these cases because of the impact
dumping all members can have on a sysplex.
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To address this, JES2 recovery code was updated to support having a list of systems to be
dumped. This support is used when errors are detected with data from another system. As
service finds more cases where another member would be useful, the recovery processing
for those cases will be updated. This is not something that installations need to do anything
about. It is just a new function that should aide in the debugging of certain problems.

5.11 Control block changes - $SHASXB

In z/OS V1R5 JES2, JES2 frees the $HASXB at job termination time, not at end-of-memory
time as in previous releases.

If your processing is dependent upon user fields (HXBUSER1) being available at
end-of-memory time, you should consider using an alternate field.

Note: Examine your exits for references to HXBUSER1 and make updates as necessary if
your exit depends on $SHASXB user fields being accessible at end-of-memory time.

5.12 JES2 z/OS V1R5 installation and migration

The new release of JES2 still supports running with an R4 mode checkpoint. This is in
addition to the z2 mode checkpoint. However, it is recommended that installations migrate to
z2 mode when they no longer require running in a MAS with a OS/390 V2R10 system. In a

future release, when OS/390 V2R10 is no longer supported in a MAS, support for R4 mode
will be discontinued.

z/OS V1R5 can coexist in a MAS with JES2 versions OS/390 V2R10, z/OS V1R2, and z/OS
V1R4. However, APAR OW55708 must be installed on any down-level members.

Note: Review z/OS JES2 Migration, GA22-7538 for any exit changes that may be needed.

5.13 Changed installation exits

JES2 installation exits 14, 34, 36, and 37 were modified with JES2 V1R5. Make sure these
changes are considered if any of these exits are to be used.

5.13.1 Exit 34 (Subsystem interface data set unallocation)

On entry to this exit, at 16 bytes (decimal) into the data area pointed to by register 1 (R1) is
the address of the PDDB (peripheral data definition block) of the data set being unallocated.
Previously, this address could be zero only if the data set type was an internal reader or an
unknown data set type. It is now also set to zero if a PSO unallocation was performed after
the JOB-step TCB ended. In previous releases, the pointer in this case was residual and
pointed to storage that could have been re-used for another PSO request.

Note: Examine your Exit 34 code to ensure that the potential zero address for PSO
unallocation can be processed correctly.
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5.13.2 Exits 14, 36, and 37

In support of multi-level security support through RACF, JES2 can now limit job selection
based on “security label by system” (SECLABELSs). JES2 maps the systems for which
SECLABELs are active against an affinity mask associated with each batch job. If you use
Exit 14 to replace normal JES2 job selection or Exit 36 and Exit 37 to provide pre- and
post-security authorization calls, you need to consider the following processing interactions.

Exit 14: (job queue work select - SQGET)

You can use Exit 14 (Job queue work select - $QGET) to replace the normal JES2 job
selection for job execution or conversion and use security label by system to effect system
affinity. If the RACF SETROPT option for SECLABEL by system is active, then JES2
considers SECLABEL settings when selecting a job. A new field, JQASCLAF, contains an
affinity mask of JES2 members where the SECLABEL is available. SECLABEL affinity applies
to selection of job for conversion and execution only.

Exit 36 and Exit 37: (pre-security and post-security authorization call)
With these routines, JES2 can now pass a new RACF request type to the exit. JES2 can
request a “branch entry extract” to extract information from SECLABEL profiles (WAVREQST
field set to WAVRXTRB). In addition, JES2 now also uses the RACF extract (non-branch
entry) to extract SECLABELs from various other profiles (WAVREQST field set to
WAVRXTRT). Previously, JES2 defined this call but had never used it. New function codes
($SEASCLA - SECLABEL affinity extract and $SEASCLE - DCT SECLABEL extract) are now
defined for these requests.

Note: Examine your Exit 14, Exit 36, and Exit 37 code to ensure that any exit routine
processing that needs to access the new security-related fields does so and the exits do
not compromise JES2 by not including code needed to replace normal JES2 processing.

5.14 Workload manager policy and default processing

MVS uses the default workload manager (WLM) policy when MVS is started without a WLM
couple data set or if there is a problem or error when accessing the current policy in the WLM
couple data set.

The default WLM policy assigns a null service class (SRVCLASS= on a $DJ command) to all
jobs.

Note: Previous releases of JES2 did not support running jobs in WLM-managed initiators if
the service class of the job was null.

The null SVRCLASS restriction has been removed, and now allows jobs with blank service
classes to be executed under a WLM-managed initiator.

Note: This may impact local exits or system management applications.
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SDSF enhancements

This chapter describes the enhancements and changes that have been incorporated into
z/OS V1R5 SDSF. The following topics are discussed:

»

»

>

What's new in SDSF

Support for multilevel security

Control of saving system commands
Saving INPUT and ACTION commands
Simplification of command authorization
Server enhancement

Column and action character enhancements
Controlling the format of CPU information
Improved folding of mixed case text
Removal of SNAP dump

Protection of RMF services

Select with DSID on JDS

© Copyright IBM Corp. 2004. All rights reserved.
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6.1 What is new in SDSF

For a quick reference of what is new in SDSF, go to the SDSF primary option menu, type in
HELP or PF1, and select option 1 from the HELP menu that is displayed. The menu shown in
Figure 6-1 is displayed.

COMMAND INPUT ===>

HELP: What's MNew in SDSF

Type a number or press Enter to view them in sequence.

- Support for Multilevel Security

- Control of saving system commands
Saving INPUT and ACTION commands

- SELECT on DSID

- Column and action character changes

Oh WK =
|

99 - Enhancements in previous releases

Figure 6-1 SDSF help panel - Option 1

6.2 Support for multilevel security

SDSF adds a number of enhancements to support the multilevel security (MLS) function in
z/OS V1R5. Multilevel security allows the classification of data and users based on a system
of hierarchical security levels combined with non-hierarchical security categories.

SDSF support changes for this release include the following:

>

When MLS is in effect, SDSF filters the rows displayed on tabular panels based on rules
for SECLABEL dominance. SDSF also checks for SECLABEL dominance when browsing
a data set. See “SECLABEL dominance” on page 129.

SDSF adds the user's SECLABEL to the response for the WH0O command.

SDSF adds a SECLABEL column to the DA, INIT, PUN, and RDR panels (for the job).
SDSF also adds a DSeclLabel column to the NO, PR, PUN, RDR, LI, and SO panels (for
the device).

SDSF’s support for multilevel security requires the SDSF SAF (security authorization
facility) support to be used.

SDSF does not explicitly prevent the use of ISFPARMS with multilevel security; if SAF is
not active, authorization falls back to ISFPARMS.

SDSF’s sysplex support for the device panels and browse function, which requires
WebSphere MQ, cannot be used in the multilevel security environment.

Installations already using the sysplex support should disable it by removing the server
group definitions from ISFPARMS.

Note: Multilevel security is not available with SDSF’s internal security module, ISFPARMS.

6.2.1 Dependencies
The new columns in SDSF require z/OS V1R5 JES2.
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For multilevel security, the installation must ensure that the appropriate SAF classes are
active. Refer to z/OS Planning for Multilevel Security.

In a sysplex environment with some systems at levels below z/OS V1R5 SDSF, SDSF cannot
check the user’s dominance in relation to the lower level systems on the device displays, and
so will assume that the user does not have dominance.

6.2.2 SECLABEL dominance

With multilevel security support, SDSF restricts the rows displayed on a panel using
SECLABEL dominance by invoking the RACROUTE REQUEST=DIRAUTH service. SDSF
caches the results of the DIRAUTH calls so that dominance checks are reused.

SDSF compares the SECLABEL of the object to the SECLABEL of the user. For example, to
control a printer, the user would need:

» Access to the Printer panel (PR command)

» SECLABEL dominance over the specific printer

» Authority to type an action character or modify a field

Wherever possible, SDSF obtains the SECLABEL for an object (job, device, and so forth)

from the system. When SDSF cannot obtain a SECLABEL for an object, SDSF assigns a
SECLABEL to it.

Note: No SECLABELSs are associated with the SYSLOG panels.

6.2.3 SECLABEL source for SDSF panels

For APPC transactions running under ASCHINIT and z/OS UNIX processes running under
BPXAS, the SECLABEL of the transaction is not available; SDSF uses the SECLABEL of the
initiator.

Table 6-1 SDSF panels that display SECLABELS (1)

Panel Object SELABEL Source

DA Address Space JQE (RMF) / SJB (non-RMF) *
I, ST Job JQE

O,H Output JOE

JDS Data set PDDB

oD Output descriptor PDDB

* For jobs not running under the local JES2, SDSF assigns SYSHIGH.

For browse, the dominance check is part of the verify call that SDSF makes to ensure the
user is authorized to the data set.

Table 6-2 SDSF panels that display SECLABELS (2)

Panel Object SECLABEL Source
INIT Initiator SJB if active* / SYSNONE
PR, PUN, RDR, LINE, SO | Device DCT
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Panel Object SECLABEL Source

NO Node NIT

PS Processes OdmvSecLabel / SYSHIGH
Browse Data set Rtoken

* This is the SECLABEL for the job that is active on the initiator.

Table 6-3 SDSF panels that display SECLABELS (3)

Panel Object Source - assigned by SDSF
MAS System SYSNONE

JC Job class SYSNONE

SP Spool volume SYSNONE

SE Sched env SYSNONE

RES WLM resource SYSNONE

ENC Enclave SYSHIGH

SR Reply message SYSHIGH

6.2.4 Panel and command changes
The security label is passed to the table build exit for the DA, INIT, PS, and RDR panels.

SecLabel column
The SecLabel column is added to these panels as shown in Figure 6-2.

Display Filter VMiew Print Options Help
SDSF DA SC63  SC63 PAG 0 SIO0 0 CPU 3/ 3 LINE 1-22 (96)
COMMAND INPUT ===> SCROLL ===> PAGE

ACTION=//-Block, =-Repeat, +-Extend, ?-JDS, A-Release,C-Cancel,D-Display, E-Restart,
ACTION=H-Hold, K-SysCancel,L-List,P-Purge, Q-0utdesc, R—-Reset, S-Browse,W-Spin,
ACTION=X-Print,Y-SysStop, Z-SysForce

NP JOBMAME it StorCrit RptClass MemLimit Tran-Act Tran-Res Spin SeclLabel
*MASTERx NO 16383PB 5:36:21 5:36:21 SYSHIGH
PCAUTH NO 5:36:25 5:36:25
RASP NO 5:36:25 5:36:25
TRACE NO 5:36:25 5:36:25
DUMPSRY NO 16383PB 5:33:40 5:33:40
KCFAS NO 16383PB 5:33:40 5:33:40
GRS NO 5:36:25 5:36:25
SMSPDSE NO 5:36:25 5:36:25

Figure 6-2 Display activity (DA) panel with SecLabel column

DSecLabel column

The device security label is passed to the table build exit for the PR, PUN, RDR, LI, SO, and
NO panels.

The DSecLabel column is added to these panels as shown in Figure 6-3 on page 131.
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Display Filter View Print Options Help
SDSF PRINTER DISPLAY SC64 LINE 1-4 (4)
COMMAND INPUT ===) _ SCROLL ===) CSR
NP PRINTER F33Name F33Proc F3ATrace SysName SysID JESN JESLevel DSeclabel
PRT1 F§5382C APS3B2C NO 5C64 SC64 JES2 z2/08 1.5
PRT2 PRINTWAY PRINTWAZ NO 5C64 SC64 JES2 z2/08 1.5
PRT3 F55382B APS382B NO 5C64 SC64 JES2 2/08 1.5
PRT4 IAZSF3S WTRIAZF NO 5C64 SC64 JES2 2/08 1.5

Figure 6-3 Printer panel with DSecLabel column

Who command
When the SECLABEL class is active, SDSF adds the user’s security label to the response to
the WHO command.

6.2.5 Recommendations

» If you want to use SECLABELS to provide security for the SDSF displays, consider the
following options:

— For certain panels where every user needs access, protect that panel with a
SECLABEL of SYSHIGH.

For example, the MAS panel is protected by the profile ISFCMD.ODSP.MAS.jes2. You
can add a SECLABEL to this profile by using the RALTER or RDEFINE commands.

— Also, protect the System Requests panel with a SECLABEL of SYSHIGH.
» ULOG (user log) panel

Control activation of the EMCS (extended MVS console services) console using a
SECLABEL on the associated OPERCMDS profile (MVS.MCSOPER.consolename)

» SR (system requests) panel

If you don’t protect access to the panel with SYSHIGH, users might access the panel but
see no rows (the rows are protected with SYSHIGH).

If you use the SDSF server to process ISFPARMS, assign a SECLABEL of SYSLOW to
the server, or whatever security label is appropriate to access PARMLIB.

6.3 Control of saving system commands

SDSF adds an option to the System Command Extension pop-up, shown in Figure 6-4 on
page 132, that controls the saving of system commands. If saving is turned off, all saved
system commands are removed from the profile when the user exits SDSF. During the current
session, however, they continue to be saved and displayed in the selection list on the pop-up.

The number of saved system commands entered through SDSF has been increased to
twenty. The saving of system commands is supported as follows:

» If saving is turned off, all saved system commands are removed from the profile when the
user exits SDSF.
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» During the current session, however, they continue to be saved and displayed in the
selection list on the pop-up.

System Command Extension

Type or complete typing a system command, then press Enter.

?
>

Place the cursor on a command and press Enter to retrieve it.
More: +

R S L T e Y

/ Do not save commands for the next SDSF session €———

Fi1=Help F5=FullScr F7=Backward F8=Forward F11=Clearlst F12=Cancel

Figure 6-4 System Command Extension panel

Note: To access the system command extension panel, enter a “/” on the SDSF command
input line.

6.4 Saving INPUT and ACTION commands

SDSF now saves the values for the INPUT and ACTION commands in the ISPF profile when
SDSF is running as an ISPF dialog.

INPUT This command controls whether SYSIN data sets are displayed when you browse
a job.

ACTION This command controls which WTORs are displayed at the bottom of the
SYSLOG panel.

SDSF also adds the INPUT keyword to ISFPARMS, to allow an initial setting for INPUT to be
made for a group of users.

When it is running under ISPF, SDSF uses the values from the previous session for INPUT
and ACTION.

Note: You can query the current value with the INPUT ? or ACTION ? SDSF commands.

6.4.1 Migration actions

Specify a value of ON for the INPUT keyword in ISFPARMS if you want the initial value for the
INPUT command to be ON for that group of users.
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6.5 SELECT with DSID on JDS

The Job Data Set panel allows the user to display information about SYSOUT data sets for a
selected job, started task, and TSO user. On the JDS (job data set) display panel, the SELECT
command now accepts DSID as a parameter as shown in Figure 6-5.

SELECT is a fast-path filter that temporarily overrides any existing filters.

Users can quickly filter job data sets by DSID.

Display Filter Miew Print D0Options Help
SDSF JOB DATA SET DISPLAY - JOB ROGERS (TSU15052) LINE 1-3 (3)
COMMAND INPUT ===> select 4_ SCROLL ===> HALF
PREFIX=x DEST=(ALL) OWNER=x SYSNAME=x
ACTION=//-Block, =-Repeat,+-Extend,C-Cancel, 0-Release,P-Purge, Q-0utdesc,
ACTION=S-Browse, V-View, X-Print

NP DDMAME StepName ProcStep DSID Owner CC C Dest Rec-Cnt P
JESMSGLG JES2 2 ROGERS 1 § LOCAL 2z
JESJCL JESZ 3 ROGERS 1 S LOCAL 21
JESYSMSG JES2 4 ROGERS 1 § LOCAL 287

Figure 6-5 SELECT=DSID shown on the JDS panel

6.6 Column and action character enhancements

SDSF adds a column for submitter group, SubGroup column, to the H, I, O, and ST panels as
shown in Figure 6-6.

It is added to the end of the alternate field lists because access is delayed, but it can be
arranged to a different location by the system programmer or the user. The subgroup is the
submitter group in the user's RACF profile.

Display Filter Miew Print Options Help
SDSF IWPUT QUEUE DISPLAY ALL CLASSES LINE 1-21 (21)
COMMAND INPUT ===> _ SCROLL ===> PAGE
ACTION=//-Block,=-Repeat,+-Extend, ?-JDS, A-Release,C-Cancel,D-Display,E-Restart,
ACTION=H-Hold,I-Info,J-Start,L-List,P-Purge, Q-0Outdesc, S-Browse, W-Spin, X-Print
NP JOBNAME Rd-Date ESys St-Time St-Date Cards MC Tot-Lines Spin SubGroup

BARTR1DB 2003.073 SC63 12:17:19 2003.073 156 T 884 SYS1
BARTR1DB 2003.073 SC63 12:24:16 2003.073 156 T 881 SYS1
BARTR1DB 2003.073 SC63 16:21:01 2003.073 156 T 881 SYS1
BARTR1DB 2003.073 SC63 16:40:46 2003.073 156 T 1,612 SYS1
BARTR1DB 2003.073 SC63 16:57:46 2003.073 156 T 876 SYS1
BARTR1DB 2003.073 SC63 18:36:53 2003.073 156 T 881 SYS1
BARTTEP1 2003.087 SC63 14:21:53 2003.087 21 T 21 SYS1
TEST1 2004 . 177 0:00: 00 OOOO.OODO 9 X 11 THWSB10

Figure 6-6 Input queue display with new SubGroup field

Character enhancement on the DA panel

SDSF adds an action character, Y, to the DA panel that generates an MVS P (STOP) command
as shown in Figure 6-7 on page 134.

This is useful for stopping started tasks. This action requires confirmation when confirmation
is active. Confirmation can be controlled with the SET CONFIRM command.
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Display Filter View Print Options Help

SDSF DA SCB3 SCB3 PAG 0 SIo 701 CPU 8/ 7 LINE 67-88 (96)

COMMAND INPUT ===> SCROLL ===> PAGE

ACTION=//7-Block, =-Repea y,E-Restart,

ACTION=H-Hold, K-3ysCanc Confirm Action --@—— LW-Spin,

ACTION=X-Print,¥-SysSto

NP JOBNAME StepMame 1l 1. Process action character ing SI0
IMST10G IMS710G 2. Discard action character .00 0.00
DB2HMSTR DB2HMSTR 3. Process action character and .00 0.00

Y CICSPAPB CICSPAPB set confirmation off .00 0.00
CACDS CACDS .00 0.00
DB2GIRLM DB2GIRLM Line number: 69 CICSPAPB .00 0.00
DBYYIRLM DB7YIRLM .00 0.00
DBZ2HIRLM DB2HIRLM Fil=Help F2=8plit F3=Cancel .00 0.00
DYF1IRLM D7F1IRLM F9=Swap Fl12=Cancel .00 0.00
MQSACHIN MQSACHIN .00 0.00

Figure 6-7 New Y action character on the DA panel

ENC panel enhancement
The reset action character on the ENC panel (which includes the quiesce function) now
requires confirmation when confirmation is active.

6.7 Simplification of command authorization
SDSF enhances the AUTH keyword in ISFPARMS to make it possible to authorize a group of
users to:
» All authorized SDSF commands

» All operator commands
Operator commands are those in group 2 of SDSF’s sample ISFPARMS.

» All end user commands
End user commands are those in group 3 of SDSF’s sample ISFPARMS.

With this enhancement, system programmers can define their groups so they no longer need
to update ISFPARMS when new authorized commands are added to SDSF.

The AUTH keyword now accepts these values:

ALL The group is authorized to all SDSF commands.

ALLOPER The group is authorized to all operator commands.

ALLUSER The group is authorized to all end user commands.

6.7.1 Migration actions

Review the AUTH keyword for each group in ISFPARMS and determine if the new keywords
(ALL, ALLOPER, and ALLUSER) can be substituted for existing lists of commands. If so,
update AUTH with the appropriate keyword.

6.8 Server enhancement

SDSF adds a keyword to the COMM statement in ISFPARMS that causes SDSF to use
predefined Web Sphere MQ queues, rather than creating new queues during initialization
with Web Sphere MQ DEFINE commands. SDSF uses the queues to provide sysplex support
for browse and device displays. If you choose to have SDSF use the predefined queues, the
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SDSF server does not need administrative authority to the Web Sphere MQ DEFINE
command. However, you then have to define the queues manually.

6.8.1 Migration actions

Add QDEFINE(NO) to the COMM keyword in ISFPARMS if you don’t want the SDSF server to
issue DEFINE commands to define queues.

Define the model queue and the client request queue with DEFINE commands. This is
optional, but required if you specify QDEFINE(NO).

6.8.2 Migration actions

If you have customized field lists in ISFPARMS, add the new column to the field lists for the H,
I, O, and ST panels.

Authorize users to the Y action character with ISFPARMS or SAF.

Installations with their own field lists in ISFPARMS may want to remove PGN and DOMAIN
from the list for the DA panel, and PGN from the list for the ENC panel. These columns are
never displayed since they are not shown when the system is running in goal mode and, with
z/0OS V1R5, the system is always in goal mode.

6.9 Controlling the format of CPU information

SDSF adds an initialization option to control the format of CPU busy information on the title
line of the DA panel.

Installations can choose to display both the MVS and LPAR views (the default, when in LPAR
mode) or only the MVS view.

The option is specified with a new group-level keyword in ISFPARMS, CPUFMT.

6.9.1 Migration actions

Specify a value of SHORT for the CPUFMT keyword in ISFPARMS if you want the DA title line
to show only the MVS view of CPU.

Note: CPUFMT=LONG is the default.

6.10 Improved folding of mixed case text
SDSF implements a change to the CTITLE parameter in ISFPARMS.

Rather than controlling only the folding of column titles, it now also controls the folding of text
on the primary option menu, print pop-ups, and other mixed-case text displayed by SDSF.

This is useful when SDSF is used with codepages that do not include lowercase characters
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6.10.1 Migration actions

Review the CTITLE keyword in ISFPARMS and specify the appropriate value - ASIS or
UPPER.

Note: CTITLE=ASIS is the default.

6.11 Removal of SNAP dump

Beginning with this release, SDSF uses only SDUMP when an abend occurs. The SNAP
dump is no longer taken. As a result, the SDSFDUMP card is no longer used.

6.12 Protection of RMF services

RMF adds support for protecting the services that SDSF uses to gather data for the DA panel.

RMF protects its services with the SAF profile ERBSDS.MON2DATA or a generic-style profile,
ERBSDS.*, both in the FACILITY class.

» If either profile exists, SDSF users must have READ access to it to access the data.

» If neither profile exists, then SDSF users can access the data.

If either of the new profiles exists, users who do not have access to it will see an error
message on the DA panel.

Note: This change applies only when the DA panel is using RMF as the source of its
values.

6.12.1 Migration actions

Protect use of the RMF services using the new resources in the FACILITY class. Authorize
SDSF users to the resources, so that they may see RMF data on the DA panel.
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Infoprint Server

This chapter describes the following functional enhancements in the z/OS Infoprint Server in
z/OS Version 1 Release 5:

» Infoprint Server overview

» Summary of the new enhancements

» Changes to the ISPF primary panel

» Changes to the configuration file, AOPD.CONF

» Changes to the security environment
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7.1 Infoprint Server overview

Infoprint Server is an optional feature of z/OS that uses z/OS UNIX System Services. This
feature is the basis for a total print serving solution for the z/OS environment. It lets you
consolidate your print workload from many servers onto a central z/OS print server.

Infoprint Server delivers improved efficiency and lower overall printing cost with the flexibility
for high-volume, high-speed printing from anywhere in the network. With Infoprint Server, you
can reduce the overall cost of printing while improving manageability, data retrievability, and

usability.

As shown in Figure 7-1, Infoprint Server provides the following capabilities for:

» Businesses that print statements, such as banking statements, invoices, and bills of
materials, to print both on LAN-attached printers and on higher-volume, host-attached
printers.

» Workstation users that need to print documents, such as memos, e-mail, Web documents,
and manuals on LAN-attached Printer Control Language (PCL) and PostScript printers.

» Business applications, such as payroll, accounting, and inventory-control applications, that
need to print on the same system where the data resides.

» 2z/OS batch applications and z/OS UNIX System Services applications that need to print
on host-attached printers.

Payroll Inventory control Memos
Manuals Web documents Bill of materials
Bank statements  |nygices E-mail Sales reports
» \ Y "<

z/OS UNIX System
Services Applications

Infoprint HOS.t
Sérver Running

% TCP/IP
Network
AFP and
LPD

4ES Q = Printers /
Printers M

[——\

== Direct Socket IPPPrir:‘r;teVr\éay

Printing

Figure 7-1 z/OS Infoprint Server overview
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7.2 Infoprint Server enhancements with z/0OS V1R5

The following enhancements have been introduced with z/OS V1R5:

>

>

v

Miscellaneous enhancements and modifications:

— Infoprint Server ISPF Printer Inventory Manager panel - See “Infoprint Server primary
ISPF panel” on page 139.

— Sample configuration file AOPD.CONF enhancements - See“Sample configuration file
on page 140.

— Security enhancements - See “Security with PRINTSRYV class” on page 141.
Infoprint Central:

Infoprint Central lets help desk operators and other authorized users or job submitters
work with print jobs, printers, and NetSpool logical units (LUs); display printer definitions;
and check system status. Infoprint Central is a Web-based print management system. See
“Infoprint Central” on page 143.

Security enhancements:

— Read-only access to the Printer Inventory - See “Protect resources” on page 141.

— Control access to Infoprint Central functions.

— New profiles in RACF PRINTSRYV class - See“Security with PRINTSRV class” on
page 141.

IP PrintWay extended mode:

Another significant enhancement to Infoprint Server in z/OS V1R5 is the re-architecting of
the offering to use the Sysout Application Programming Interface (SAPI) to access jobs
and job information from the JES Spool rather than the JES Functional Subsystem
Interface (FSI) connected to one or more Functional Subsystem Applications (FSAs).

IP PrintWay extended mode uses the SAPI interface to access jobs and job information on
the spool. This change gives Infoprint Server the ability to be more flexible in the way it
accesses and processes print jobs, and improves scalability and reliability for large
distributed print environments. See “IP Printway extended mode” on page 150.

Common Message Log - See “Common message log” on page 177.
New daemons - See “New daemons with z/OS V1R5” on page 140.
IPP Server now supports Java™ 1.4,

IP PrintWay - miscellaneous enhancements:

— SMF Type 6 enhancements
— IP PrintWay support for large files > 2 GB
— IPv6 support

NetSpool enhancements.
E-mail enhancements - See“E-mail printers” on page 179.

7.2.1 Infoprint Server primary ISPF panel

On the Infoprint Server: Printer Inventory Manager panel, there are several changes in z/OS
V1Rb5, as indicated in Figure 7-2 on page 140.

New options changes
The changes to this panel for z/OS V1R5 are as follows:

Option 4 Job selection definitions (rules) for IP PrintWay extended mode are new.
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Options 5 and 6 These options now say they only work for basic mode.

Infoprint Server: Printer Inventory Manager

Option ===>
Printer Definitions
1 Add Add a printer definition
2 List List printer definitions
3 Select Select printer definitions to list

Other Functions
4 0ther Definitions Manage FS5S5, FSA, pool, and job selection definitions

5 PrintWay Queue View IP PrintWay basic mode transmission queue
6 PrintWay Message View IP PrintWay basic mode message log
7 Configure Change panel configuration

Figure 7-2 Infoprint Server primary option panel

7.2.2 Sample configuration file

The Infoprint Server configuration file, shown in Figure 7-3, contains attributes that customize
Infoprint Server. The Infoprint Server configuration file, aopd.conf, lets you customize the
Printer Inventory Manager and other components of Infoprint Server.

Note: This file is optional. If the configuration file does not exist or if an attribute in the
configuration file is omitted, default values are used.

# default aopd configuration

server-port = 515

start-daemons = {1pd xfd ippd subd ssid outd netd}
base-directory = /var/Printsrv

ascii-codepage = IS08859-1

ebcdic-codepage = IBM-1047

job-prefix = PS

ipp-port-number = 631
snmp-community = public

smf -recording = no
log-retention = 2

console-name = prtcon
max-historical-inventory-size =1
inventory = AOP1

Figure 7-3 Infoprint Server configuration file AOPD.CONF

New daemons with z/OS V1R5
The new functions added in this release are started by specifying new daemons in the
configuration file.

netd Starts the NetSpool daemon, aopnetd
outd Starts the IP PrintWay extended mode daemons, aopoutd and aopwsmd

When you start IP PrintWay again, any IP PrintWay printers that were stopped
return to the started state, and any printers that were redirected to other printers are
no longer redirected.

ssid Starts the Infoprint Central daemon, aopssid
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Important: If you add a value to the start-daemons = while Infoprint Server is running,
restart Infoprint Server to start the new daemons. You do not need to first stop Infoprint
Server daemons that are running. Also, restart the z/OS HTTP Server if you run Infoprint
Central to pick up the change.

See “Infoprint Server daemons and tasks status” on page 147 to check the status of the
daemons defined to Infoprint Server using Infoprint Central.

7.3 Security with PRINTSRYV class

In z/OS V1R5, the AOP.ADMINISTRATOR profile in the PRINTSRYV class replaces the
AOPADMIN profile in the FACILITY class.

Note: After you define the AOP.ADMINISTRATOR profile, Infoprint Server no longer
checks the AOPADMIN profile.

Consider giving those users and groups that currently have READ (or higher) access to the
AOPADMIN profile UPDATE access to the AOP.ADMINISTRATOR profile.

» READ access to the AOPADMIN profile is equivalent to UPDATE access to the
AOP.ADMINISTRATOR profile.

» After all systems that share the RACF database have been migrated to z/OS V1R5, you
can delete the AOPADMIN profile from the FACILITY class.

7.3.1 PRINTSRYV class protection

The following Infoprint Server resources can be protected by the PRINTSRYV class:

» The Printer Inventory - See “Controlling access to Printer Inventory” on page 142.

» Infoprint Central security - See “Infoprint Central security” on page 146.

» The common message log.

» Operator commands and daemons.

» Infoprint Server daemons.

If you define any profiles in the PRINTSRYV class, you must activate the PRINTSRYV class in
RACF. In addition, to improve performance, you should copy profiles in the PRINTSRYV class

into virtual storage and refresh the PRINTSRYV class after you change any profiles or permit
new users to the profiles to make the changes effective, as follows:

SETROPTS CLASSACT(PRINTSRV)
SETROPTS RACLIST(PRINTSRV)

Protect resources
The following profiles can protect Infoprint Server resources:

RDEFINE PRINTSRV (AOP.ADMINISTRATOR) UACC(READ)
SETROPTS RACLIST(PRINTSRV) REFRESH

The UACC is used as follows:

READ READ access lets users view the Printer Inventory using ISPF panels, Infoprint
Central, or the Printer Inventory Definition Utility (PIDU), as shown in
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Figure 7-4. Users do not need READ access simply to list names of printer
definitions with the 1pstat command or with Infoprint Port Monitor.

UPDATE UPDATE access lets users update the Printer Inventory using ISPF panels or

PIDU, and lets users view the Printer Inventory using Infoprint Central, as
shown in Figure 7-4.

RDEFINE PRINTSRV (AOP.ADMINISTRATOR) UACC(READ)
’ View
Printer Inventory

- UACC(UPDATE)
- HFS Update
B htcr on Vi/é/\//\// Printer Inventory
. Inventory y

RACF Groups

AOPADMIN
AOPOPER

Infoprint Central

Figure 7-4 Giving users access to protected resources

You may have defined groups to RACF for Infoprint Server administrators and operators using
the Infoprint Server suggested names, shown in Figure 7-4, as:

AOPADMIN  The AOPADMIN group is for Infoprint Server administrators, who can view

and update the Printer Inventory and view all messages in the common
message log.

AOPOPER The AOPOPER group is for Infoprint Server operators, who can start and

stop Infoprint Server daemons.

You can choose any names for these groups.

7.3.2 Controlling access to Printer Inventory

142

Define the resource profile AOPADMINISTRATOR with universal access of NONE, as
follows:

RDEFINE PRINTSRV (AOP.ADMINISTRATOR) UACC(NONE)

Access for users

Give users who need to view the Printer Inventory and the common message log, using either
Infoprint Server ISPF panels or Infoprint Central, READ access to the AOPADMINISTRATOR
profile, as follows:

PERMIT AOP.ADMINISTRATOR CLASS(PRINTSRV) ACCESS(READ) ID(userid or group)
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Access for administrators
Give administrators and other authorized personnel UPDATE access to allow updating of the
Printer Inventory and viewing of Infoprint Central, as follows:

PERMIT AOP.ADMINISTRATOR CLASS(PRINTSRV) ACCESS(UPDATE) ID(AOPADMIN)
SETROPTS RACLIST(PRINTSRV) REFRESH

7.4 Infoprint Central

Infoprint Central is a Web-based print management system primarily for help desk operators.
However, other authorized users or job submitters can also use it. Infoprint Central works with
IP PrintWay extended mode. With Infoprint Central, you can:

» Work with print jobs

» Work with printers

» Work with NetSpool logical units (LUs)
» Display printer definitions

» Check system status

7.4.1 Starting Infoprint Central

To use Infoprint Central, add the ssid value to any existing values in start-daemons= in the
configuration file, shown in Figure 7-3 on page 140. All daemons specified are started when
you use the aopstart command or AOPSTART JCL procedure to start the Infoprint Server.
This starts the aopssid daemon.

Infoprint Central requires the z/OS HTTP Server and a Web browser. No applications other
than a Web browser need to be installed on a user’s workstation.

Customizing an HTTP server

For improved performance, and because you must customize the HTTP Server for Infoprint
Central, start a separate HTTP Server to be used exclusively by Infoprint Central.

Because the HTTP Server can display Infoprint Central Web pages only for Infoprint Server
running on the same z/OS system as the HTTP Server, start an HTTP Server on each z/OS
system where Infoprint Server is running.

Tip: To encrypt and decrypt information that passes between the user's browser and the
HTTP Server, you can customize the HTTP Server to use the Secure Sockets Layer (SSL)
protocol.

z/OS HTTP Server configuration file

The z/OS HTTP Server configuration file, httpd.conf, contains directives that customize the
HTTP Server. You must add directives so that the HTTP Server can display Infoprint Central
Web pages. In addition, you can add directives to protect access to Infoprint Central Web
pages and to tune the HTTP Server.

Add the Pass directives, in the order shown, before the Serverlnit and Service directives and
before the generic Pass directive, Pass /*. File /usr/Ipp/Printsrv/samples/httpd.conf.updates
contains the required directives, as follows:

Pass /Infoprint/Scripts/* /usr/1pp/Printsrv/InfoprintCentral/Scripts/*
Pass /Infoprint/Images/* /usr/1pp/Printsrv/InfoprintCentral/Images/*
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Pass /Infoprint/help/En_US/* /usr/1pp/Printsrv/InfoprintCentral/help/En_US/*
Pass /Infoprint/En_US/*.html /usr/1pp/Printsrv/InfoprintCentral/html/En_US/*.htmi

Web browsers
The following browsers are supported:

» Microsoft® Internet Explorer 5.5 (or a higher level)
» Netscape Navigator 7.0 (or a higher level)
» IBM Home Page Reader 4.0 (or a higher level) for users with disabilities

Protecting Infoprint Central Web pages

The z/OS HTTP Server lets you use any of several methods to protect Web pages. You must
use a protection method that provides Infoprint Central with a unique z/OS user ID and
password that has been authenticated by RACF or a similar security system.

7.4.2 Accessing Infoprint Central from a browser
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To access Infoprint Central from a workstation, as shown in Figure 7-5, enter the following
URL:

http://wtsc650e.itso.ibm.com/Infoprint/En_US/IPS.html

z/OS

/\ HTTP Server e——3» Infoprint aopssid
‘:I Server Daemon

(AOPLPD Daemon)
http://wtsc650e.itso.ibm.com/Infoprint/En_US/IPS.html
'y
- | EMCS Console
BES
Spool

PRINTER1 PRINTER2

Print Files II

DEST=PRINTER1

Figure 7-5 Infoprint Central administrator communicating with Infoprint Server

EMCS console

The EMCS console, shown in Figure 7-5, is used to issue JES and MVS commands and
receive responses to the commands issued by Infoprint Server on behalf of the administrator
or operator using the browser. The console name is defined in the aopd.conf file and a default
name of AOP1 is used if no name is specified.
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User authentication
Two requirements for access to Infoprint Central are, as shown in Figure 7-6:

» RACF user ID
» Password

Unauthenticated users are not allowed access, but a user who needs access must be a z/OS
UNIX user, while a TSO segment is not required. A minimum level of READ access to the
Printer Inventory is required as follows:

PERMIT AOP.ADMINISTRATOR CLASS(PRINTSRV) ACC(READ) ID(userid or groupid)

||Enter Network Password d A
% Fleaze type your user name and password.
Siter wizcGooe t=a.ibm.com
Fealm System_Logon
Lizer Mame FOQErs
Passward Raxaih
[~ Savethis passyward in your password list
Ik Cancel

Figure 7-6 Authentication of user ID and password

7.4.3 Infoprint Central initial panel
The first panel to be displayed following authentication is shown in Figure 7-7 on page 146.
Work with Printers is the first panel displayed when you access Infoprint Central from a Web

browser. You can find and work with printers that are defined in the Printer Inventory, which
includes:

» IBM AFP printers that PSF controls (called PSF printers)

» TCP/IP-attached printers to which IP PrintWay extended mode sends print jobs (called IP
PrintWay printers)

Note: You can find and work with IP PrintWay printers only when you run IP PrintWay
extended mode.
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J%. & i
éﬂ Work with Printers

Select whether you want to work with I[P Printway printers, PRF printers, or both types of
printers. Then enter one or more walues to limit the number of printers displayed

i Printers
Show only exact matches ™

\c@ation Hostname or IP address Cueus or port

?
el

Work with Print Jobs
Find Printer Definitians ™ Work with Printers
System Status Work with NetSpool LUs

Help

Figure 7-7 Infoprint Central primary panel

7.5 Infoprint Central security

You must define users of Infoprint Central to RACF as z/OS UNIX users. While Infoprint
Central is a Web-based print management system primarily for help desk operators, in
addition, authorized job submitters can also use it.

Using the PRINTSRYV class, you can protect who can use Infoprint Central and which printers
a user can control. The types of printers that can be controlled are:

» IP PrintWay extended mode printers

» PSF printers

The PRINTSRYV class can be used to specify which jobs a user can see and what actions the

user can perform on jobs and on printers. Administrators, operators, or general users can be
authorized to:

» Start and stop printers

» Change and set job selection rules

» Change and set NetSpool LUs

» Display status of Infoprint Server daemons

7.5.1 User access to Infoprint Central

To make sure proper access is given to general users, operators, and administrators when
accessing Infoprint Central, consider the following areas of access control to the functions:

» Setting up security for Infoprint Server daemons. See “Infoprint Server daemons and tasks
status” on page 147.

» Setting up security for printers.
» Setting up security for IP PrintWay job selection rules.
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» Setting up security for print jobs.
» Setting up security for printer and printer pool definitions.
» Setting up security for NetSpool logical units (LUS).

7.5.2 Infoprint Server daemons and tasks status

Using Infoprint Central, you can see the status of all Infoprint Server daemons and tasks. This
can help you determine the cause of a printing problem. Infoprint Central lets users display
the status of Infoprint Server daemons to see whether they are started. You can define profile
AOP.DAEMON to restrict who can display daemons. If you do not define profile
AOP.DAEMON, any Infoprint Central user can display the status of daemons. Infoprint Central
does not let users start and stop daemons.

AOP.DAEMON profile

Who can display daemons is determined by the following profiles defined in the PRINTSRV
class:

RDEFINE PRINTSRV (AOP.DAEMON) UACC(NONE)

To give users access to the AOP.DAEMON resource profile, issue the following commands:

PERMIT AOP.DAEMON CLASS(PRINTSRV) ACCESS(READ) ID(userid or groupid)
SETROPTS RACLIST(PRINTSRV) REFRESH

= System Daemons and Tasks

The status of Infoprint Server daemons and NetSpool started tasks.

Printer Inventory ACP1

Sl
)
2

Component Daemon or task name Defined Status

Frinter Inventory Manager  |Printer inventory daemon (aopd) NAA Started

IMessage logging dasmon {aoplogd) N4 Started

Print Interface Line printer daemon (aoplpd) Yes Started

IPP Server daemon (aopippd) Yes Started

Print Interface subsystemn daemon {aopsubd) Yes Started

IP Prinfay Cutput daemon (aopoutd) Yes Started

Job gelection daemon (aopwsmd) N4 Started

Transzform Manager Tranzform manager dagmon (aopxid) Yes Started
SHMP Subagent SMMP subagent daemon (aopsnmpd) Mo

Infoprint Central Command daemon (aopssid) Yes Started

Inventory search database daemon (aopsdod) MNA& Started

Historical job daemon (aophimd) N4 Started

MetSpool MNetSpool dasmon (aopnetd) Yes Started

E2- IP PrintWay Job Selection Rules

Figure 7-8 Displaying Infoprint Server daemons and tasks status

You can also start and stop IP PrintWay job selection rules to change which print jobs IP
PrintWay processes.
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7.6 IP PrintWay enhancements

The IP PrintWay component of Infoprint Server transmits output data sets from the JES spool
to remote printers, print servers, and to e-mail destinations. You can run either of two modes,
as follows:

» IP PrintWay basic mode: IP PrintWay basic mode, the original mode of operation, uses
the z/OS Functional Subsystem Interface (FSI) to obtain output data sets from the JES
spool, as shown in Figure 7-13 on page 153.

» IP PrintWay extended mode: IP PrintWay extended mode, new in z/OS V1R5, uses the
z/OS Sysout Application Programming Interface (SAPI) to obtain output data sets from the
JES spool. It provides better performance, improved usability, and more function than IP
PrintWay basic mode.

Note: IP PrintWay basic mode and IP PrintWay extended mode use the same printer
definitions in the Printer Inventory. The two modes can also be operational at the same
time.

7.6.1 IP PrintWay protocols

The IP PrintWay printing protocols, illustrated in Figure 7-9 on page 149, are defined in an IP
PrintWay printer definition panel for each printer. Figure 7-9 shows the protocols using the IP
PrintWay basic mode. These protocols are shown in an IP PrintWay extended mode in
Figure 7-10 on page 149.

You can select one of the following transmission protocols that IP PrintWay can use to
transmit output data sets from the JES spool to the target system:

» LPR: The LPR protocol is a TCP/IP protocol defined by RFC 1179. An LPD that adheres
to RFC 1179 must be running in the remote printer or system.

» Direct sockets: The direct sockets printing protocol is a TCP/IP protocol in which data is
transmitted directly to a designated port. The remote printer or print server must support
direct sockets printing.

» IPP: Internet Printing Protocol (IPP) is a standard TCP/IP protocol for printing over the
Internet. An IPP server must be running in the remote printer or system.

» VTAM®: Virtual Telecommunications Access Method (VTAM) is a protocol that only IP
PrintWay basic mode supports. This support allows printing to any printer that is defined to
VTAM as LU type 0, LU type 1, or LU type 3. Supported output data streams are SNA
character string (SCS) and Data Stream Compatible/Data Stream Extended (DSC/DSE).
The Coax Printer Support feature of Infoprint Server Transforms is required to print on
VTAM-controlled printers. IP PrintWay extended mode does not support the VTAM
protocol.

» E-mail: IP PrintWay can use the z/OS UNIX sendmail function to send print output to one
or more e-mail addresses. IP PrintWay uses an e-mail protocol to send the output, which
can be in any data format, as an e-mail attachment.
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IP PrintWay FSS [Now called Basic Mode |
Each FSA selects a data set from the JES spool

PrintWay FSA PrintWay FSA
VTAM | IPP | PrintWay FSA PrintWay FSA
IPP, Client LPR e- mail

PrintWay FSA
LPR Direct Socket Print! y FSA
LPR

TCP/IP

9.12.2.140:8234

VTAM protocol not supported
with extended mode

Figure 7-9 IP PrintWay printing protocols

Note: You may have multiple FSS address spaces with multiple FSAs driving printers.

AOPOUTD Address Space

Thread 1 Thread 2
LPR Direct Socket IPP Thread 3 Thread 5
IPP Client LPR e- mail

Thredd 4
LPR

TCP/IP

Y
&
,V

9.12.2.140:8234

IP PrintWay extended mode Y

—~>="pp Server

Figure 7-10 IP PrintWay protocols with extended mode
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7.7 IP Printway extended mode

With z/OS V1RS5, IP PrintWay can operate in a new mode called IP PrintWay extended mode.
IP PrintWay extended mode uses the z/OS Sysout Application Programming Interface (SAPI)
to obtain output data sets from the JES spool. This implementation results in better
performance and improved usability. In addition, IP PrintWay extended mode provides new
functions that help you manage printers and print jobs.

IP PrintWay extended mode and IP PrintWay basic mode use the same printer definitions in
the Printer Inventory.

If you run IP PrintWay extended mode, use Infoprint Central because it lets you work with IP
PrintWay extended mode printers. It also lets you work with output data sets that IP PrintWay
extended mode is currently processing and displays the status of output data sets, including
whether IP PrintWay has retained them.

7.7.1 IP PrintWay extended mode enhancements

Using IP PrintWay extended mode, you can take advantage of a number of functional
enhancements and differences. With IP PrintWay extended mode you can:

» Manage all IP PrintWay printers and print jobs from the Web using Infoprint Central.
» Redirect print jobs from one printer to another.

» Delete and hold jobs that IP PrintWay extended mode is currently processing.

» Retain any number of print jobs, up to the limits of the size of the JES spool.

» Call data stream transforms and other filters directly without the resubmit for filtering
option.

» Process print jobs larger than 2 gigabytes.

» Process and retain more data sets on the JES spool without running out of address space.
This reduces the possibility of ending abnormally with an FO2 abend code.

» Print output data sets in priority order.
» Print to printers that have IPv6 addresses.

» The host name (instead of the colon-hexadecimal address) must be used in the DEST=IP:
JCL parameter, in Infoprint Server job attributes, and in printer definitions.

» Write the printer address for all protocol types in the SMF type 6 record.

Advantages over basic mode
In addition, IP PrintWay extended mode will provide the following advantages over basic
mode:

» Better performance

» Increased reliability

» Improved usability

» New printer management functions

» New print job management functions

» All messages written to common message log

» Automatic detection of data format and verification that job will print on selected printer
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7.7.2 Using IP PrintWay extended mode

Specifying start-daemons= in the configuration file, shown in Figure 7-3 on page 140, starts
the daemons when you use the aopstart command or AOPSTART JCL procedure to start
Infoprint Server. To run IP PrintWay extended mode, add the outd value to any existing values
in this attribute to start the aopoutd and aopwsmd daemons, shown in Figure 7-11. Enclose
all values in braces.

aopwsmd This daemon selects output from the JES spool using the SAPI SSI function
call and the defined and active job selection rules, as defined in “Defining job
selection rules” on page 155.

aopoutd The aopwsmd daemon starts a task in the aopoutd address space to select the
output data set selected and process it to a printer.

Benefits of using SAPI SSI

When using IP PrintWay extended mode printers, the SAPI SSI call is used to select output
data sets from the JES spool. The benefits of using SAPI versus the basic mode FSA job
selection are the following:

» Better control of work selection criteria.
» Improved performance.
» No need to define FSA printers to JES.

» Currently, selected data sets may not be modified using SDSF because IP PrintWay has
acquired and owns the selected data set.

» |IP PrintWay basic mode allows a limited number of FSAs within an FSS.
» Eliminate duplicate work currently done in Print Interface and Printway.

PLPA IATSISO (JES3) | <Each thread issues its own IEFSSREQ
IAZSSS2
V| aopwsmp AOPOUTD
MSTR JES Thread 1 Thread 1| [Thread n

Selects output | Tasks select output
using Job using client token
Selection rules| Obtained by AOPWSMD

SAPI Requestor Address Spaces

Figure 7-11 IP PrintWay extended mode daemons using SAPI interface

SAPI SSI call

The SYSOUT Application Program Interface (SSI function code 79) allows JES to function as
a server for the Infoprint Server daemons that need to access SYSOUT data sets residing on
the JES spool. Use of the SAPI SSI call (IEFSSREQ), shown in Figure 7-12 on page 152,

Chapter 7. Infoprint Server 151



allows the data sets to be selected independently from the normal JES-provided functions
(such as print or network). SAPI supports multiple, concurrent requests from the applications'
address spaces. Each issuer of the IEFSSREQ macro is referred to as an application thread
as shown in Figure 7-11 on page 151.

IAZSSS2 mapping macro

The IAZSSS2 (SSS2) mapping macro is used as input to the IEFSSREQ request for SAPI
processing. Fields in the SSS2 macro are differentiated into input, output, and disposition
fields.

PUT/GET request

PUT/GET request processing, shown in Figure 7-12, occurs when an application thread
issues the IEFSSREQ macro to initiate data set selection. The input SSOB and SSS2 control
blocks, provided by the application thread, specify the selection criteria used to select a data
set. The application thread can use a wide variety of selection criteria to select a SYSOUT
data set to be processed. See “Defining job selection rules” on page 155.

JES AOPWSMD
APPL request (Data set PUT/GET)
Return data set - IEFSSREQ SSOB= =
information matching —(1——® SSS2TYPE: SSS2PUGE
user's input criteria and (Allocate SYSOUT)
update data set DYNALLOC
disposition DALSSREQ
of previous returned
dataset - from SAP|--------------
DALDSNAM=dsname
DALBRTKN
JES OPEN SYSOUT
Passes s GET records
records from spool—f—» PUT records...
CLOSE SYSOUT
Clean up contro| - (Unallocate SYSOUT)
blocks ..... DUNDDNAM=ddname

Figure 7-12 IP PrintWay extended mode data set selection

7.8 IP PrintWay basic mode

IP PrintWay basic mode is the name used for the original IP PrintWay mode of operation, to
distinguish the original mode from the new IP PrintWay extended mode. You can continue to
run IP PrintWay basic mode in z/OS V1R5. However, no enhancements have been made to
IP PrintWay basic mode.

Attention: IBM will make enhancements in future releases only to IP PrintWay extended
mode.
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7.8.1 Using IP PrintWay basic mode

Both the FSA and JES use the FSIREQ GETDS parameter list to pass information to one
another (see Figure 7-13). The FSA must initialize certain fields of the FSIREQ GETDS
parameter list for each issuance of the GETDS request.

The GETDS request goes to JES to select a SYSOUT data set to process. The JES-supplied
GETDS routine in the IP PrintWay FSS address space receives control when the FSA issues
the FSIREQ GETDS macro. This routine communicates with the JES address space to
process GETDS requests. The basic function of GETDS processing is to attempt to satisfy
the GETDS request immediately by selecting a JES output data set and then despooling that
data set to the FSA. JES uses its own data set selection criteria to select the appropriate data
set.

SSI - (IEFSSREQ) EPLPA (JES Modules)

ECSA .
Basic Mode

ASID=8 ASID=10

(JES Modules)—w JES/FSS ]

JES FSS Writer

FSI
(FSIREQ)

. [rsa_lpr
Application IP

Code | PrintWay

IP PrintWay FSS
ADDRESS SPACE I

JES3
Creates an FSA ——® $SPRT1 *XWTR,0UT=PRT1

JES ADDRESS
SPACE

Figure 7-13 IP PrintWay basic mode using an FSS address space

Multiple FSAs

A functional subsystem application (FSA) is a collection of programs residing in the FSS
address space that control one device. There can be multiple FSAs per FSS. Itis
recommended that each of the FSAs for the FSS be a separate task, as shown in Figure 7-14
on page 154. The FSA can be thought of as a logical subset of the FSS and is the lowest level
of connection with JES. There is a JES function in the JES address space that starts and
communicates with the FSA. Also, you can define multiple IP PrintWay FSS address spaces.
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Manager -
PRT1 - p| PrintWay FSA
LPR
FSA Writer driver Each FSA
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set from the [ LPR
FSA Writer driver JES spoo
<] PrintWay FSA

|

y —
TCP/IP s
LPD Printer
— —
<o = b= =JF - [ [
= | =JE - [
LPD Printer LPD Printer

Figure 7-14 IP PrintWay basic mode data set selection

7.9 Working with output data sets

When you run IP PrintWay extended mode, operators can use Infoprint Central to work with
output data sets that IP PrintWay is processing or has retained on the JES spool, as shown in
Figure 7-15 on page 155. In addition, Infoprint Central lets you work with data sets that IP
PrintWay has not yet selected for processing.

When you run IP PrintWay basic mode, the IP PrintWay transmission queue data set contains
information about output data sets that IP PrintWay is processing or has retained on the JES
spool, as shown in Figure 7-15 on page 155. Operators must use Infoprint Server ISPF
panels to manage these data sets.

You can use JES and SDSF or (E)JES commands to do these actions on output data sets,
depending on whether you run IP PrintWay extended mode or basic mode.

Note: There are differences between the way IP PrintWay extended mode and IP PrintWay
basic mode work with output data sets.

7.9.1 IP PrintWay extended mode

If IP PrintWay extended mode is not currently processing a data set, you can delete, hold, and
release it. You can also change its attributes, such as its priority, DEST, CLASS, and FORMS
values. You can do these actions on data sets that IP PrintWay has:

» Not yet processed
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» Waited to retry
» Retained on the JES spool after completion

You cannot do these actions on data sets that IP PrintWay extended mode is processing.
Infoprint Central, however, lets you work with data sets that IP PrintWay extended mode is
processing.

IP PrintWay basic mode

If IP PrintWay basic mode has not selected a data set for processing, you can delete, hold,
and release it. You can also change its attributes, such as its DEST, CLASS, and FORMS
values.

However, you cannot delete, hold, or release data sets that IP PrintWay is waiting to retry, or
data sets that IP PrintWay has retained on the JES spool. The Infoprint Server ISPF panels,
however, let you work with data sets that IP PrintWay basic mode is retrying or has retained
on the JES spool by using the IP PrintWay transmission queue.

IP PrintWay IP PrintWay
extended mode basic mode

ISPF|panels

JES
I:I Spool Transmission
Queue
Data Set

Infoprint Central

Figure 7-15 Working with output data sets

7.10 Defining job selection rules

When you use IP PrintWay extended mode, an administrator defines the job selection rules in
the Printer Inventory to specify which print jobs the extended mode writers can select. You
can use either the Infoprint Server ISPF panels or the Printer Inventory Definition Utility
(PIDU) program to create, modify, and delete job selection rules in the Printer Inventory.

Note: To select a data set using the job selection rule, the attributes of the print job must
match all of the values in a rule.

For Forms, Dest, and WRITER, you can specify the exact name or include one or more

asterisks in any position in the name to represent zero or more unknown characters or one
or more question marks in any position in the name to represent one unknown character.
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7.10.1 Job Selection Rule panel

IP PrintWay extended mode uses the job selection rules to determine which output data sets
to select from the JES spool for printing. Consider the following:

» You must create at least one job selection rule for IP PrintWay to select print jobs.

» You can create as many job selection rules as you need.

» The attributes of the print job must match all of the values in a rule to be selected.

» All attributes are optional. If you do not specify any attributes, IP PrintWay extended mode
selects all output data sets.

From the Infoprint Server primary panel, shown in Figure 7-2 on page 140, select option 4 to
see the FSA, FSS, Pool, and Job Selection Rule Management panel. From this panel, select
option 10 to create a job selection rule.

The Job Selection Rule panel, shown in Figure 7-16 on page 157, is defined by filling in the
desired fields and options from among the following:

Rule name

The name of a job selection rule. This field is required.

Operator security profile The name of the RACF resource profile in the PRINTSRV class

DEST

CLASS
FORMS
Creator

WRITER

DEST IP Address

that controls who can work with this job selection rule using z/OS
Infoprint Central for the Web. This field applies only to IP PrintWay
extended mode. See “Operator security profile” on page 157.

IP PrintWay selects only print jobs with this destination name.
IP PrintWay selects only print jobs in one of these JES output classes.
IP PrintWay selects only print jobs with one of these forms names.

The user ID of the person who submitted the print job. The ID applies
only to RACF user IDs, such as TSO user IDs. IP PrintWay selects only
print jobs that this user ID submitted.

An external writer is an IBM- or installation-written program. IP
PrintWay selects only print jobs with this writer name.

Indicates whether IP PrintWay selects print jobs that specify an IP
address in the DEST=IP parameter on the OUTPUT JCL statement, as
follows:

» 1 =Include: Select only print jobs that specify an IP address.

» 2 = Exclude: Do not select any print jobs that specify an IP
address.

» 3 =Ignore: Select any print jobs, regardless of whether they specify
an IP address (default).
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RACF profile
Edit Job Selecti ule
Command ==3
Rule name . . SAPI
Description . Job SelectionTule for SAPI interface (extend)
Operator security profi
. POK.JOBSEL
DEST. . . =%
CLAsSsS . . F _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
FORMS . . sTD  __  — ~— _—~——— -~~~ ~©
Creator .
WRITER.
DEST IP address . 3 1. Include 2. Exclude 3. Ignore

Figure 7-16 Job Selection Rule panel to create selection rules for extended mode

Note: You must create at least one job selection rule for IP PrintWay to select print jobs.

7.10.2 Operator security profile

To provide protection for who can display, start, and stop job selection rules using Infoprint
Central, the security administrator can define a RACF resource profile in the PRINTSRV
class, as shown in Figure 7-16 with POK.JOBSEL. See Figure 7-17 on page 158.

Note: This resource profile can be any combination of letters, numbers, and special
characters except for commas, semicolons, parentheses, and blanks. If the value contains
special characters, enclose it in single or double quotation marks. Lowercase letters are
converted to uppercase. Do not start names with AOP.

You must specify the name of that RACF resource profile in the job selection rule. If you do
not specify a RACF resource profile in the job selection rule, any Infoprint Central user
authorized to read the Printer Inventory can display, start, and stop the job selection rule. You
can specify the following RACF commands to allow no one access:

RDEFINE PRINTSRV POK.JOBSEL UACC(NONE)
RDEFINE PRINTSRV (AOP.ADMINISTRATOR) UACC(NONE)

To display, start, or stop the job selection rules, the following access levels are required:

Display PERMIT AOP.ADMINISTRATOR CLASS(PRINTSRV) ACCESS(READ) ID (userid or group)
Start PERMIT POK.JOBSEL CLASS(PRINTSRV) ACC(CONTROL) ID (userid or group)
Stop PERMIT POK.JOBSEL CLASS(PRINTSRV) ACC(CONTROL) ID (userid or group)

Defined job selection rules

To display the currently defined job selection rules, use either the ISPF panels or Infoprint
Central, as follows:

ISPF panels From the Infoprint Server primary panel, shown in Figure 7-2 on
page 140, select option 4 to see the FSA, FSS, Pool, and Job Selection
Rule Management panel. From this panel, select option 11 to list the
defined rules, as shown in Figure 7-17 on page 158.
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AOPIPWLI Job Selection Rule List Row 1
Command ===> Scroll
Actions:

A-Add B-Browse C-Copy D-Delete E-Edit
A Rule Name DEST Description
_ FSHIFT * Printing during the first shift
_ Night-Shift * Output selection for the night shift
_ SAPI * Job Selection rule for SAPI interface
KKK K KKK O R RO R KK KRR KR KRR KRR KRR BOTtom OF data =k w sk m KKK K K K K K KK KKK

Figure 7-17 Listing the job selection rules with the ISPF panels

7.10.3 Starting and stopping job selection rules

Use Infoprint Central to select the system status icon on the Infoprint Central panel. This
displays the system status of the daemons and tasks, shown in Figure 7-18. Click the Job
Selection Rules button to display them, as shown in Figure 7-19 on page 159.

System Status b}tton to display this panel

& System Daemons ard Tasks

i
g
It

Component Daemon or task name Defined Status

Printer Inventory Manager  |Printer inventory daemon (aopd) NJA Started

Message logging daemon (aoplogd) IR Started

Print Interface Line printer daemon {aoplpd) Yes Started

IPP Server daemon (aoppzdf Yes Started

Print Interface subsy;sf(e{n daemon (aopsubd) es Started

IF Prinfiday Cutput daemon/éﬁﬁpoutd) Yes Started

Job zelec daemon (aopwamd) T4 18, Started

Transform Manager Tran manager dasmon [aopxfd) Yes Started
SMNMP Subagent AP subagent daemon (aopsnmpd) Mo

Infoprint Central Command daesmon (aopssid) Yes Started

Imventory search database dasmon {aopsdbd) INLAA Started

Historical job dasmon {aophinvd) IR Started

NetSpg)J/ MetSpool daemon (aopnetd) Yes Started

a

Ed- IP Priniway Job Selection Rules

Figure 7-18 System Status panel for access to Job Selection Rules

The operator can use Infoprint Central to start and stop the job selection rules, as shown in
Figure 7-19, or the administrator can automate the starting and stopping of job selection rules
by using the cron daemon.
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To stop (disable) a rule - Select the red button
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Figure 7-19 Starting and stopping job selection rules with Infoprint Central

Attention: If you want to run IP PrintWay extended mode and IP PrintWay basic mode at
the same time, make sure that IP PrintWay extended mode does not select the same print
jobs that IP PrintWay basic mode does. For example, both IP PrintWay basic mode and IP
PrintWay extended mode should not select print jobs in the same class.

7.11 Working with printers

Using Infoprint Central, you can display the properties of any printer definition in the Printer
Inventory. You can use a variety of search criteria to find printer definitions, including the
printer definition name and the printer's location. This can help you find the name of a printer

in your area. You can find and work with the following types of printers that are defined in the
Printer Inventory:

»

IBM AFP printers controlled by PSF (called PSF printers)

You can start, stop, space, interrupt, pause (JES2 only), and ping PSF printers. You can
also change forms and other job-selection criteria for PSF printers.

TCP/IP-attached printers to which IP PrintWay extended mode sends print jobs (called IP
PrintWay printers).

You can start, stop, redirect, restore, and ping IP PrintWay printers. You can also see

messages in the common message log for printers. See “Common message log” on
page 177.

Note: You can find and work with IP PrintWay printers only when you run IP PrintWay
extended mode. See “Managing printers with Infoprint Central” on page 162.
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7.11.1 Security for access to printers

When using Infoprint Central, you can protect IP PrintWay and PSF printers with profiles in
the following RACF classes:

PRINTSRYV class This new RACF class in z/OS V1R5 is used by Infoprint Server to
create profiles to restrict who can work with IP PrintWay and PSF
printers. The profiles you can define in the PRINTSRYV class can apply
to both IP PrintWay and PSF printers.

You can define profiles in the following ways:
» A separate profile to protect each printer
» One profile to protect a group of printers
»  One profile for all printers

OPERCMDS class Profiles in the OPERCMDS class restrict who can work with PSF
printers using operator commands.

Note: If you define profiles in both classes, users must have access to both profiles to
perform actions on PSF printers.

With Infoprint Central, users can work with printers of the following types:

IP PrintWay printers Define profiles in the PRINTSRYV class to protect printers. Otherwise,
any Infoprint Central user can work with any IP PrintWay printer.

Specify the profile name in the printer's printer definition.

PSF printers Define profiles in the PRINTSRYV class to protect printers, or define
profiles in the OPERCMDS class to protect printer actions. Otherwise,
any Infoprint Central user can work with any PSF printer.

Specify the profile name in the printer's FSA definition.

7.11.2 Using Infoprint Central with printers

You can use Infoprint Central to start, stop, redirect, restore, and ping IP PrintWay printers.
Messages related to these printers can be seen in the common message log for printers.
Users require the proper access level to be able to work with printers with Infoprint Central.

Protecting printer access with the PRINTSRV class

You can define profiles in the PRINTSRV class to restrict who can work with printers. You
create your own profile names in the PRINTSRYV class. The following examples of profiles in
the PRINTSRV class can apply to both IP PrintWay and PSF printers.

There are several types of profiles that can be defined in the PRINTSRV class where you
create your own resource profile name for the printers in the Printer Inventory, as follows:
» Define a separate profile to protect each printer, as follows:

RDEFINE PRINTSRV (POK.PRINTER1) UACC(READ)

» Define one profile to protect a group of printers or all printers. An example of these profiles
is shown in Figure 7-20 on page 161.

RDEFINE PRINTSRV (POK.ROOM1) UACC(READ)
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Edit LPR Protocol
Command ==>

Printer definition name . POK45ANE
Operator security profile
. POK.ROOM1

Printer IP address . 9.12.6.3 (extend)
Print queue name . . afccu2 (extend)

Figure 7-20 Protocol panel for defining an operator security profile

» Define a profile for all users to use all printers:
RDEFINE PRINTSRV (POK.PRINTALL) UACC(READ)

The profiles can be defined with UACC(NONE). An example follows:

RDEFINE PRINTSRV (POK.ROOM1) UACC (NONE)
PERMIT POK.ROOM1 CLASS(PRINTSRV) ID(user ID or group ID) ACC(READ)

Printer access levels

Many of the printer options for controlling them require different access levels. They may
require either READ, UPDATE, or CONTROL access levels; the appropriate access is as
follows:

READ Find and display printers
Ping printers
View log - IP PrintWay printers only
View properties
UPDATE Change forms - PSF printers only
Change job selection - PSF printers only
CONTROL Interrupt - PSF printers only
Pause - PSF printers only
Redirect - IP PrintWay printers only
Repeat - PSF printers only
Restore - IP PrintWay printers only
Space printers- PSF printers only
Start printers
Stop printer and delete the current print job
Stop printer after the current print job completes

Important: You must specify the name of the profile, for example POK.ROOM1, that
applies to each printer in the Printer Inventory.

7.11.3 Adding security profiles to existing printer definitions

The pidu list command lists the names of all objects in a specified object class or only objects
that meet certain criteria. You can use the list command in combination with the modify
command to list all or selected objects in an object class and then modify one or more
attributes. For example, the following command lists all IP PrintWay FSS definitions:

pidu -c 'lTist printway-fss ; '

The programming language awk lets you work with information stored in files. Since awk is a
file-processing language that is well suited to data manipulation and retrieval of information
from text files, it can be used with the PIDU list command for files that you specify on the
command line to provide the input data for awk to manipulate. One at a time, and in order,
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awk compares each input record with the pattern of every rule in the program. When a pattern
matches, awk performs the action part of the rule on that input record.

IP PrintWay printer definitions

The PIDU command can be used to specify the name of the same RACF profile in all IP
PrintWay printer definitions that do not already contain a profile name. This example of the
PIDU list command lists the names of all IP PrintWay printer definitions with no value in the
operator-security-profile attribute. These names are piped to the awk program, which writes
modify commands to modify the printer definitions to file /tmp/defs. An example of the pidu list
command follows:

pidu -qc "Tist printer where printer-type=ip-printway and

operator-security-profile=null;" | awk'{print "modify printer
" operator-security-profile = \"POK.ROOMI\";"}' > /tmp/defs

Inspect the /tmp/defs file to make sure the modify commands are acceptable. Then, enter the
following pidu command to update the Printer Inventory:

pidu < /tmp/defs

Note: See Figure 7-20 on page 161 for the Printer Inventory panel that would get updated
after using the pidu command.

PSF printer definitions
For PSF printers, the operator security profile is kept in the PSF FSA definitions for
TCP/IP-attached printers. For all of these defined printers that do not already have a profile,
issue the following command:

pidu -qc "Tist fsa where fsa-type=psf-tcpip and

operator-security-profile=null;" |awk '{print "modify fsa " $1

" operator-security-profile=\"POK.PRINTALL\";"}' > /tmp/defs

Inspect the /tmp/defs file to make sure the modify commands are acceptable. Then, enter the
following pidu command to update the Printer Inventory:

pidu < /tmp/defs

Note: The pidu list command lists the names of all printer definitions with a specified
object. Therefore, when you are scanning the Printer Inventory for printers to modify, you
can specify any specific object such as output-class=K. If you wanted to change all class J
definitions to class F, issue the following command:
pidu -qc "list printer where output-class = J ; " |
awk '{ print "modify printer " $1 " output-class = \"F\";" }' |
pidu

7.12 Managing printers with Infoprint Central

Using Infoprint Central, you can find and work with printers that are defined in the Printer
Inventory, including IBM AFP printers controlled by PSF (called PSF printers), and
TCP/IP-attached printers to which IP PrintWay can send print jobs (called IP PrintWay
printers).

Use the following steps to display the list of printers that match a particular criteria:

1. Select the Work with Printers button on the Infoprint Central primary panel, shown in
Figure 7-7 on page 146.

2. Enter a value in one or more of the search fields, as shown in Figure 7-21 on page 163.
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3. Select the Find button.

Printers that match all of the specified values are displayed, as shown in Figure 7-22 on
page 164.

i
o

% Work with Printers ﬂ

Select whather you want to work with P PrintWay printers, PSF printers, or both types of
printers. Then enter one or more values to limit the number of printers displayed.

P FrintWay Printers

© PSF Printers Show only exact matches
& Both

Printer name Location Hostname or IP address Queue or port

J# | | |

Figure 7-21 Selecting both types of printers that have a name beginning with p

7.12.1 Stopping a printer

The printer list displayed by Infoprint Central, as shown in Figure 7-22, provides two buttons
for starting and stopping one or more of the printers on the list. To stop one of the printers, do
the following:

» Select the box next to the printer name.

» Click the Stop button. This stops the selected printer so that IP PrintWay does not process
any more print jobs for the printer. However, data IP PrintWay has already transmitted to a
printer and that is already in the printer's buffer continues to print. Infoprint Server and JES
continue to accept print requests for stopped printers and add print jobs to the printers'
queues.

» To start or stop a printer requires CONTROL access. An example of the RACF profile

commands that would allow user ID AOPOPER to stop the printer are the following:

RDEFINE PRINTSRV (POK.POK1228) UACC(NONE)
PERMIT POK.POK1228 CLASS(PRINTSRV) ID(AOPOPER) ACC(CONTROL)
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Select printer to stop
Select stop printer button
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& | Bpokizen @Bide |POK 24300 LPR |pokiplzzaitso bm.com |afccu2

O §POK45AN POKA5AWE @m POK 2-A30(0 LPR. 5.12.6.15 afccuz

| 2pokasanE @Bide |PoK 24300 LPR.  |pokinll4sh.itso.brn.com|afccuz

O §POK45AW @m POK 2-A30(0 LPR. 5.12.6.15 FASS
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"
B

PST Printers (0)

> o L id

alr ‘f Mame ‘Status |Locat\on |Actwe job count |nge ‘Host name o IP address |Port number |LU Mamne |DEST |CLASS |FORMS ‘WRITER ‘Process mode (PRMODE

‘ Mo objects were found that meet the specified critenia or you are not authorized to view the objects

Figure 7-22 Operator request to stop a printer using Infoprint Central

Stop printer dialog

A dialog box is displayed when the Stop printer button is clicked, as shown in Figure 7-23 on
page 165. Here you can specify what to do with the data set currently printing.

On the Stop Printer panel, you can select whether to stop the printer immediately or wait until
the current print job completes printing. If you stop the printer immediately, the current print
job is deleted.

To stop a printer immediately but without deleting the current print job, do the following:

» On the Stop Printer panel, select “Complete the current print job” and click OK.

» On the IP PrintWay Printer Information panel, expand the Print Job Queue section.

» On the Infoprint Server Print Jobs panel, hold the print job that is processing.

If a printer is not working, you can redirect all print jobs to an alternate IP PrintWay printer

after you stop it. To redirect a printer, select (Redirect). To restart a stopped printer, select
(Start). If IP PrintWay is restarted, all stopped printers are automatically restarted.
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/3 stop Printer -- Web Page Dialog 2=l

4= Select the action to take for

==l any printjob that might be
Processing.

& Complete the current printjob
¢ Delete the current printjob

(o138 I Canoel| Help |

Figure 7-23 Panel to stop a printer and select the action to take for the data set

Display detailed information for a printer
To display detailed information about one of the printers listed in Figure 7-22, do the following:

» Click the name of the printer, the printer host name, or the IP address field for the printer.

» The IP PrintWay Printer Information panel shown in Figure 7-24 is displayed. By clicking
on the plus sign (+) beside each item, you can expand any of the listed categories to get
details about the printer’s properties, print job queue, printer definitions, and its Web page.
Figure 7-25 on page 166 shows the same Printer Information screen with the Properties
field expanded. To expand all the categories, click the top + button.

» The IP PrintWay Printer Information panel also provides a set of action buttons that let you
start, stop, ping, redirect, and view the log for the printer. These buttons are identified in
Figure 7-25.

= [P PrintWay Printer Information

s

Select an action, o expand a section to see information about the printer.

Back to Work with Printers > Refresh IP PrintWay Printer Information

Lastrefresh: Thu Jul1517:54:29 EOT 2004

LU i

Ed- Properties

ﬁ
F_.H
27

B3 Print Job Queue

B3 Printer Definitions

B3 Printer's Web Page

Figure 7-24 Display of detail printer information panel
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Start

Stop
Ping
Redirect

\iew lna
V I VY lvu

Baczk to Work with Piinters > Refresh IP PrinieWay Printer Information

Lagtrefregh: ThHO Jul 121 6:44.66 EDT 2004

& Properties

The properties of this printer

MName POK1228

Status |dle

Location POK 2-A30

Active job count 0

Type LFR

Printer host name or IP address pokip1228.itso.ibm.com
Print queue name afccu?

Fort number

Frinter URL

Cperator security profile POK.ITSO

Figure 7-25 Action buttons and properties details for a printer

7.12.2 Ping a printer

When you ping a printer, this tests the TCP/IP network connection to a remote printer or print
server. Figure 7-26 on page 167 is the response back from clicking the Ping button in

Figure 7-25. The Connection status shows that the printer is active. The possible returned
status is either success of failure, as follows:

Success This is indicated by a green check mark in the box, which means the TCP/IP
network is working and the z/OS system can communicate with the printer. If
you ping a printer instead of a print server, a successful response also means
the printer is turned on. However, the printer might be offline.

Failure This is indicated by a red X in the box. This means the printer did not respond in
1 second. This can occur if the network is not working, the printer is not turned
on, or the remote host is slow to respond.
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/Z} Ping Printer -- Web Page Dialog : 21|

% The test of the printer connection returned the following information.

Connection
Command Response
status
I\ j Ping CS% V1RS: Pinging host pokiplZZzS.itso.ibm.com (9.
Ping #1 response took 0.000 zeconds.
I\ j LPQ No entries
4| | |

Help |

Figure 7-26 Panel showing the response from a ping of the printer

For LPQ, this provides information about jobs on the LPD's print queue. The information
provided depends on the printer's implementation of the LPD. You can see a response from
this command only for IP PrintWay printers that use the LPR to LPD protocol to communicate
with the printer.

7.12.3 Redirect a printer

The panel shown in Figure 7-27 on page 168 lets you move all print jobs currently on the
queue of an IP PrintWay printer and all print jobs that are subsequently submitted to this
printer to an alternate IP PrintWay printer. When you select the alternate printer, consider the
following:

» The alternate printer must be an IP PrintWay printer.

» If a printer definition does not exist for the alternate printer in the Printer Inventory, the
printer must support either the LPR or direct-sockets printing protocol.

» The alternate printer must not itself be redirected to an alternate printer.

» The alternate printer should be able to print the same types of data streams (for example,
PostScript or PCL) as the original printer so that data prints correctly.

Selecting a printer

To select, enter the name of the printer definition for the alternate printer. IP PrintWay
redirects print jobs to the printer address specified in this printer definition. However, IP
PrintWay continues to use attributes in the printer definition for the original printer to format
data.
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A second option is to enter the Host name or IP address of an alternate printer. Also, enter
either the print queue name or the port number of the alternate printer. Then select either
Queue or Port to identify the type of value you entered.

/] Redirect IP PrintWay Printer - Web Pag i |

&L Enter either the printer definition name or

==l the hostname for the alternate printer. |f
you enter a host name, also enter either a
print gueue name or port number.

Redirect to:

; | Printer definition
|
Hostname or [P
address

|
| IQueuej

Ok I Cancel Help

Figure 7-27 Panel to redirect a printer

7.12.4 Viewing the printer log

Figure 7-28 shows the printer log, which lists messages from Infoprint Server for the selected
printer. Fields before and after the message text contain additional information, such as the
time the message was sent.

IP PrintWay Printer Log
Enter one or more values to change the number of messages displayed.

o

Back to Work with Printers > Back to IP PrintWay Printer Information > Refresh IP PrintWay Printer Log

Lastrefresh: Fri Jul 16 18:49:43 EDT 2004

iﬂ
Fﬂ
m

IP PrinfWay Printer POK1 228
lasued within: [ FlDays
Maximum messages toreturn— [so
Time: Severity Message User ID.
| Thu Jul 15 18:50:4% 2004/ i Information ACF 35011 [P PrintWay created the printer in the Printer Inventory. HAIMC
Thu Jul 15 15:50049 2004 | 1 Information AGP 35021 The administrator added printer definition POIK 1228 for this printer, |HAIMO

Figure 7-28 Infoprint View log for the specified printer
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Note: To change the time period for which messages are displayed, specify the desired
number of days in the “Issued within” field. The “Maximum messages to return” field lets
you specify a number of messages to be returned, and can be any value from 1 to 999.
Click Refresh.

7.13 Working with print jobs

A print job consists of one or more documents submitted in the same job and that prints on
the same printer. With Infoprint Central, you can work with all print jobs on the z/OS JES
spool.

Using Infoprint Central, you are able to see more information about print jobs that Infoprint
Server processes. For example, you can see whether an Infoprint Server print job completed

S

uccessfully and where it printed even if the print job is no longer on the JES spool.

As shown in Figure 7-29 on page 170, the following print jobs on the JES spool can be

d

»

isplayed:
Infoprint Server print jobs: All print jobs that Infoprint Server is processing or has
processed. This includes print jobs that Infoprint Server (either the Print Interface or
NetSpool component) creates on the JES spool, and print jobs that are submitted from
TSO/E and directed to the IP PrintWay extended mode component of Infoprint Server.
Also, Infoprint Server processes documents submitted from:
— Remote workstations through Print Interface
— VTAM applications (such as CICS and IMS) through NetSpool
— 2z/OS jobs to any IP PrintWay-controlled printer
— z/OS jobs to any printer using the Infoprint Server subsystem.
JES print jobs: All print jobs that are currently on the JES spool, including Infoprint Server

print jobs that are currently on the JES spool. JES print jobs also include jobs that are not
Infoprint Server print jobs. For example, print jobs submitted from TSO/E and directed to
PSF printers are JES jobs, but not Infoprint Server print jobs unless they were submitted to
the Infoprint Server subsystem.

Note: If you run IP PrintWay basic mode, you cannot use Infoprint Central to work with jobs
submitted to IP PrintWay or IP PrintWay printers. However, you can use Infoprint Central to
do other functions.
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/ Work with Print Jobs

59 Work with Print Jobs L
z 2

Select whethar you want to work waith Infoprint Server or JES print jobs. Then enter one or mote values
ta limit the nurnber of jobs displayed.

@ |nfoprint Senver Print Jobs
© JES Print Jobs

Job name Job ID Chner Submitted to: Submitted within

| Jisl | | | Hours
DEST CLA FORMS WRITER

| | | |
Clear | | Save

Show only exact matches ™

=
S
Fﬁ
2]

Job ID = ps

Click Find button

Figure 7-29 Selecting print jobs to display

7.13.1 Displaying print jobs

When print jobs are submitted to z/OS for processing with Infoprint Server, typically that print
consists of one output data set. However, a print job can consist of several output data sets
submitted together in the same batch job.

A print job is typically one output data set. However, a print job can consist of several output
data sets submitted together in the same batch job. In JES2, a print job is called an output

group.

Selection criteria for print job search
When selecting Infoprint Server print jobs, you can specify the following selection criteria:

Job name Windows® logon name - TSO job name
Job ID Job IDs beginning with PS - JES Job IDs
Owner TSO user ID of the job submitter - Windows logon name

Submitted to:  Name of the printer - NetSpool LU name for the printer

When select JES print jobs, you can specify the following:

Job name TSO job name

Job ID JES Job IDs

Owner TSO user ID of the job submitter

DEST Printer destination if defined in the Printer Inventory
CLASS Any JES SYSOUT class

FORMS Any JES defined forms

WRITER An external writer that processes the data sets
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Figure 7-29 on page 170 shows the Work with Print Jobs panel, where the user is requesting
to display all Job IDs beginning with “ps” as a selection criteria. When the user clicks the Find
button to display the selected jobs, the resulting display is shown in Figure 7-30. Also
displayed is a job history of print jobs that have already printed. These are print jobs that
Infoprint Server finished processing and that have been deleted from the JES spool. You can
see whether historical print jobs completed successfully or not, and you can see all messages
in the Infoprint Server common message log for a print job.

Release Move
/ /Hold Delete

|
L e "

I[BM.
i*m Al |/ JobID Job name Skatus Cwner Printer definition MetSpool LU name Printer Subrmwik kirne
Fﬁ [#ps000597 | VAN Completed with errors \VAINI - |ILPOD Wed Sep 3 11:36-
[Elpsonoas| VAN Completed with errors| VAINL - |ILPOD Wed Sep 3 11:40
Flpsooos00| VAN Completed with errors| VAIN LR Fri Sep 5 05:55:3¢
[Elpsonosos | VAIND Completed with errors| VAINL - |ILPQD Tue Sep 2 02155
| |

oprint Server Print Job History (3)

<
/ Job IDv Job name Status Completion bme COWNEr Printer definition MetSpool LU name
@ipsooa704 [COMWAYOZ | Completed successfully |Wed Apr 14 17:24:13 EDT 2004 CONWAYDZ |SYSLABA4S
@psons7os ppprintuser | Deleted Thu Apr 15 07:41:53 ECT 2004 |ippprint user |LPC
Epsooazor ppprintuser | Deleted Thu Apr 15 09:29:49 ECT 2004 |ippprint user |ILPC

Figure 7-30 Display of Infoprint Server print jobs

7.13.2 Modifying selected print jobs

To work with a print job, select either the All box to specify all selected jobs, or select an
individual print job box. Then, click one of the four action buttons, shown in Figure 7-30, to
perform the desired action on the selected job.

Release
Release makes the print job available for printing. Select this action to:

» Print a job that has a status of Held.

» Retry the transmission of a print job that has a status of Waiting for retry. The retry occurs
immediately instead of at the next scheduled retry time.

» Retry a retained print job that has a status of Completed with errors or Completed
successfully.

Hold

Hold prevents the selected print jobs from printing. It also prevents a print job that Infoprint
Server has retained on the JES spool from being deleted when the retention time expires.
Select this action to:

» Print a print job at a later time.
» Prevent a retained print job from being automatically deleted from the JES spool when the
retain time expires.
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Move

The Move button moves the selected print jobs to an alternate printer of the same type and
on the same system. For example, you can move a print job that was submitted to print on an
IP PrintWay printer to another IP PrintWay printer. If you select to move more than one print
job at a time, you must move all print jobs to the same printer. You might want to move a print
job when the printer is busy processing other print jobs.

You can move a print job that is currently processing on an IP PrintWay printer. However, the
entire print job, including all copies, prints again from the beginning on the alternate printer.

On the Move Print Job panel, you can specify the name of the printer definition for the
alternate printer. If you do not know the printer definition name or if no printer definition exists
for the alternate printer, you can specify either the host name or IP address of the alternate IP
PrintWay printer; or CLASS, DEST, FORMS, PRMODE, and WRITER values of the alternate
PSF printer.

Delete

The Delete button deletes the selected print jobs from the JES spool. If the print job is
currently processing on an IP PrintWay printer, the print job is not retained on the JES spool.

7.13.3 Displaying print job information

172

To see detailed information about a print job, select a job and click any highlighted values, as
illustrated in Figure 7-31. In this example, there are two highlighted fields:

Job ID Displays the Infoprint Server Print Job Information panel, as shown in
Figure 7-32 on page 173.

Printer definition Displays the Printer Definition Information panel, as shown in Figure 7-33
on page 173.

Select print job Click on any
/ highlighted field

Back to search

opriny Server Print Jobs (8)
> o & x| & 7
e
4 Jb 10 Job name Stgls Quaner Printer definition HMetSpool LU name Erinter Submit time:

EPSOOOSQT WAINI Completed with errars | VAIND ILFOD Wed Sep 3 11:35:52=
Flpsonoses | VAIND Completed with errors | VAN LPOD Wed Sep 3 11:40:30
Flpsoooson VA}N/ Completed with errars | VAIN ILFO FriSep 5 05.55:35 El
@PSOOOSO%VAINI Completed with errors | VAN LPOD Tue Sep 9 09:55:26
®P50099T2 ROGERS03 Mot spooled ROGERSO3|POK1228 Mom Jul 19 14:06:33

®P5009973‘ROGER503 Mot spooled ROGERSO3[POK 1226 Mon Jul 19 14:58:27 *
3

Ll

Figure 7-31 Selecting a job to display print job information

Important: When displaying panels with a +, expand these sections by selecting the + to
the left of each section title.
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Print Job Information panel

On the Infoprint Server Print Job Information panel, shown in Figure 7-32, you can see more
details about the print job and perform these additional actions: Release, Change priority,
Hold, Delete, View properties, and View log.

Release Change priority Hold 1 olete View properties  yjjqyy Log

2]

Ed- Properties

E¥ Documents

E3 Printer Definition

Figure 7-32 Infoprint Server Print Job Information panel

View properties
To view the selected printer properties, click the View properties button as shown in
Figure 7-33.

View properties

i Printer Definitigfi Information

Frinter Definitio

s

Back to Find Printzr Definitions > Refresh Printer Definition Information

Lastrefregh: Tue Jul 20 09:14:00 EDT 2004

& Properlies
& IP PrintWay Printer
& Print Jobs

Figure 7-33 Printer Definition Information panel
Printer Definition Properties

The panel shown in Figure 7-34 on page 174 displays all the properties of the selected printer
that were defined in the Printer Inventory.
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i a Printer Definition Properties

Printer Definition Propearties

=

Back to Find Printer Definitions ~ Back to Printer Definition Information > Refresh Printer Definition Properties

Lastrefrezh: Tue Jul 20 02:45:04 EDT 2004

- General Properlies

- Allocation

- NetSpool End Of File Rules

- NetSpool Options

- IP PrintWay Oplions

I TC TG

- Processing

[+

- Protocol

Figure 7-34 Printer Definition Properties panel

7.13.4 Other display options for print jobs

After using a search criteria to find print jobs, and specifying a print job to work with, you can
use the action buttons shown in Figure 7-32 on page 173 to perform the following functions:

» Release the job if it was held, waiting to be retried, or when the problem with the print job
or printer is fixed, so that it prints immediately.

Change the job’s priority as discussed in “Change a print job’s priority” on page 175.
Place the job in hold

Delete a print job

View the job properties

View the job’s message log

vyvyyvyyy

Active print jobs
These are print jobs that Infoprint Server is writing to the JES spool and print jobs that are on
the JES spool that have not yet completed.

Some actions you can take on active print jobs are:

» Check the status of a print job. See the Status column for the jobs displayed in Figure 7-31
on page 172.

» Increase the priority of a print job. This can be done from an Infoprint Server Print Job
panel or a JES Print Job panel.

» Release a print job if it was held or is waiting to be retried so that it prints immediately.
» Delete a print job.

Retained print jobs

These are print jobs that have completed processing on IP PrintWay printers but have not
been deleted from the JES spool. Infoprint Server retains print jobs on the JES spool for the
retention period specified for the printer or print job. After the retention period expires,
Infoprint Server automatically deletes the print job.
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Some actions you can take on retained print jobs before they are deleted are:
» Release a print job to print when a problem with the print job or printer is fixed.
» Move a print job to another printer and release it to print.

» Hold a print job to prevent the print job from being deleted when its retention period
expires.

» Delete the print job if the specified retention period is FOREVER.

Historical print jobs

These are print jobs that Infoprint Server finished processing and that have been deleted from
the JES spool. You can see whether historical print jobs completed successfully or not, and
you can see all messages in the Infoprint Server common message log for a print job.

Note: Messages related to the print job are placed into the common message log. See
“Common message log” on page 177.

7.13.5 Change a print job’s priority

The priority of a print job, either an Infoprint Server print job or a JES print job, can be
changed by clicking the Change priority button, as shown in Figure 7-35. A pop-up window
appears on the same panel to allow you to change the priority of the print data set.

IES JES Print Job Information
Select an action, or expand a section to see information about the print jOD.

2|
L |

['B  Entera new priority

4ES niumber The priority can
affect how soon the job will
print. 0is the lowest
priority; 255 is the highest
priority.

SP'P(‘." Priority (O -
B & Properties 255)W 0

The basic properties « roperties action.

Ok | Canoe\| Help |

Job 1D

Job name oo
Status Pending
Hold reason

Cwner ROGERS

Figure 7-35 Changing a print job’s priority

7.13.6 Job submission without a valid destination

A job is submitted, in this example as a JES job to be processed by Infoprint Server for output,
and the specified destination printer was not valid. The output data set is assigned the
DFLTNTRY printer defined in the Printer Inventory, as shown in Figure 7-36 on page 176.
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Infoprint Server Print Jobs (2)

_JQ%_J o 2|

m Al |/ JobID Job name: Status Cianer Printer defirition MetSpool LU name Printer Subnit ime

Ll D]

| [ opo4s7s|ROGERSW Rejected  |ROGERS  |DELTNIRY Tue Jul 20 13:09:21 EDT:I
r | [Elpsoossre|ROGERSDI [Nt spooled | ROGERSO3|POK1228 Tue Jul 20 08:52:38 EDT

Figure 7-36 JOB04875 has a Printer definition of DFLTNTRY

Error messages issued
The following messages were issued to the log and the common message log.

+A0P3201E The DEST, CLASS, and FORMS JCL keywords do not match a printer definition in
the Printer Inventory. - JOB04875 - ROGERS

+A0P34171 IP PrintWay rejected the print job. The print job remains on the JES spool. -
JOB04875 - ROGERS JOB04875

Figure 7-37 Messages for JOB04875 in the OPERLOG and common message log

Explanation for AOP3210E: IP PrintWay extended mode cannot find a printer definition in
the Printer Inventory that matches the DEST, CLASS, and FORMS JCL parameters for the
print job. The job submitter might have specified incorrect DEST, CLASS, and FORMS values
on the OUTPUT JCL statement, or the printer definition in the Printer Inventory might be
missing or have incorrect values. The aoplogu command provides more information in fields
before the message text. IP PrintWay extended mode rejected the print job and did not
process it. The print job remains on the JES spool with a status of “rejected” so that IP
PrintWay extended mode does not attempt to process the print job again until the operator
releases it.

Explanation for AOP3417I: IP PrintWay extended mode cannot process the print job due to
an error. The aoplogu command provides more information in fields before the message text.
The print job remains on the JES spool in the rejected state. Printer messages are shown in
Figure 7-38 on page 177.
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07/20/04 13:09:22 (UTC-5) priority:info user:ROGERS job:JOB04875 dsn:ROGERS.ROGE
RSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP32041 IP
PrintWay received the document from JES.

07/20/04 13:09:22 (UTC-5) priority:error user:ROGERS job:J0B04875 dsn:ROGERS.ROG
ERSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP3201E Th
e DEST, CLASS, and FORMS JCL keywords do not match a printer definition in the P
rinter Inventory.

07/20/04 13:09:22 (UTC-5) priority:info user:ROGERS job:JOB04875 dsn:ROGERS.ROGE
RSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP34171 IP
PrintWay rejected the print job. The print job remains on the JES spool.
07/20/04 14:08:42 (UTC-5) priority:info user:ROGERS job:JOB04875 dsn:ROGERS.ROGE
RSW.JOB04875.D000000A.? program:Infoprint_Central msg:AOP3017I IP PrintWay rejec
ted the request to move the print job to printer Tpr://pokipll45b.itso.ibm.com/a
fccu2.

07/20/04 14:09:34 (UTC-5) priority:info user:ROGERS job:JOB04875 dsn:ROGERS.ROGE
RSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP3204I IP
PrintWay received the document from JES.

07/20/04 14:09:34 (UTC-5) priority:error user:ROGERS job:J0B04875 dsn:ROGERS.ROG
ERSW.JOB04875.D000000A.? job _selection_rule:SAPI program:aopwsmd msg:AOP3201E Th
e DEST, CLASS, and FORMS JCL keywords do not match a printer definition in the P
rinter Inventory.

07/20/04 14:09:34 (UTC-5) priority:info user:ROGERS job:JOB04875 dsn:ROGERS.ROGE
RSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP34171 IP
PrintWay rejected the print job. The print job remains on the JES spool.
07/20/04 14:12:11 (UTC-5) priority:info user:ROGERS job:JOB04875 dsn:ROGERS.ROGE
RSW.JOB04875.D000000A.? program:Infoprint Central msg:AOP3017I IP PrintWay rejec
ted the request to move the print job to printer Tpr://pokipll45b.itso.ibm.com/a
fccu2.

07/20/04 14:14:50 (UTC-5) priority:info user:ROGERS job:JOB04875 dsn:ROGERS.ROGE
RSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP3204I IP
PrintWay received the document from JES.

07/20/04 14:14:50 (UTC-5) priority:error user:ROGERS job:J0B04875 dsn:ROGERS.ROG
ERSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP3201E Th
e DEST, CLASS, and FORMS JCL keywords do not match a printer definition in the P
rinter Inventory.

07/20/04 14:14:50 (UTC-5) priority:info user:ROGERS job:JOB04875 dsn:ROGERS.ROGE
RSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP34171 IP
PrintWay rejected the print job. The print job remains on the JES spool.
07/20/04 14:15:35 (UTC-5) priority:info user:ROGERS job:JOB04875 dsn:ROGERS.ROGE
RSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP3204I IP
PrintWay received the document from JES.

07/20/04 14:15:35 (UTC-5) priority:error user:ROGERS job:JOB04875 dsn:ROGERS.ROG
ERSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP3201E Th
e DEST, CLASS, and FORMS JCL keywords do not match a printer definition in the P
rinter Inventory.

07/20/04 14:15:35 (UTC-5) priority:info user:ROGERS job:JOB04875 dsn:ROGERS.ROGE
RSW.JOB04875.D000000A.? job_selection_rule:SAPI program:aopwsmd msg:AOP34171 IP
PrintWay rejected the print job. The print job remains on the JES spool.

Figure 7-38 Printer messages for JOB4875

7.14 Common message log

In previous releases, Infoprint Server components such as Print Interface, IP PrintWay, and
NetSpool wrote messages to different locations. In zZOSV1R5, Infoprint Server components
write messages to a common message log. This makes it easier to find messages that might
be related to each other. The common message log lets you see messages from most
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Infoprint Server components in one place. The log contains messages from all components of
Infoprint Server except for IP PrintWay basic mode. It does not contain messages from
Infoprint Server Transforms or other transform products. By default, no messages are kept in
the common message log.

Note: Only IP PrintWay basic mode and Infoprint Server Transforms do not write
messages to the common message log.

IP PrintWay extended mode writes its messages only to the common message log. Other
components, such as NetSpool and Print Interface, write their messages to other locations
such as the NetSpool message-log data set and the system console log, as well as to the
common message log.

Infoprint Central lets authorized users view messages in the common message log for
selected print jobs and IP PrintWay extended mode printers. In addition, Infoprint Server
administrators can use the aoplogu command to select messages in a particular time range
and copy them to a file or view them on the terminal. Enter this command from the z/OS UNIX
(OMVS) command line in the following ways:

» To specify the begin and end time:
aoplogu [-b time] [-e time]

» To specify the most recent messages for the specified time:
aoplogu -1 time -

Note: To use the aoplogu command, you must be defined to RACF as a z/OS UNIX user
and be connected to the RACF AOPADMIN group.

7.14.1 Common message log messages

Figure 7-39 shows some examples of the common message log messages received when
you issue the aoplogu command.

07/20/04 11:48:22 (UTC-5) priority:info user:ROGERS job:PS009986 filename://DD:S
YSIN dsn:ROGERS.ROGERS.JOB04862.D000000C.DD#SYSIN program:1p msg:AOP119I Job 998
6 document //DD:SYSIN completed spooling with status "pending".

07/20/04 11:48:23 (UTC-5) priority:info user:ROGERS job:PS009986 filename://DD:S
YSIN dsn:ROGERS.ROGERS.JOB04862.D000000C.DD#SYSIN job_selection_rule:SAPI progra
m:aopwsmd msg:AOP3204I IP PrintWay received the document from JES.

07/20/04 11:48:23 (UTC-5) priority:info user:ROGERS job:PS009986 filename://DD:S
YSIN dsn:ROGERS.ROGERS.J0B04862.D000000C.DD#SYSIN output_device:mailto: program:
aopoutd msg:AOP3402I IP PrintWay added the print job to the printer's queue.
07/20/04 11:48:23 (UTC-5) priority:info user:HAIMO job:PS009986 filename://DD:SY
SIN dsn:ROGERS.ROGERS.JOB04862.D000000C.DD#SYSIN output_device:mailto: program:a
opoutd msg:AOP3609I IP PrintWay has started to process the print job.

07/20/04 11:48:23 (UTC-5) priority:info user:HAIMO job:PS009986 filename://DD:SY
SIN dsn:ROGERS.ROGERS.JOB04862.D000000C.DD#SYSIN output_device:mailto: program:a
opoutd msg:AOP39511 IP PrintWay is sending the files in an e-mail with the follo
wing information: From: "Paul C. Rogers"<ROGERS@wtsc65.itso.ibm.com> To: paulrog
e@us.ibm.com Cc: paulroge@us.ibm.com Bcc: paulroge@us.ibm.com Reply-To: paulroge
@us.ibm.com Subject: Monthly Report .

Figure 7-39 aoplogu command messages
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Note: If you use Infoprint Central to view messages in the common message log, set the
TZ and either the LC_TIME or LC_ALL environment variables. These variables affect the
date and time displayed in messages.

7.14.2 Historical Inventory

The Historical Inventory contains information about data sets that Infoprint Server has
processed but that are no longer on the JES spool because they finished processing or were
deleted. Infoprint Central lets authorized users display information about data sets (called
print jobs) in the Historical Inventory.

Definition in AOPD.CONF

To customize the common message log and the Historical Inventory, specify these attributes
in the aopd.conf configuration file, as shown in Figure 7-3 on page 140. The definitions are as
follows:

log-retention The number of days worth of messages to keep in the common message
log and information about output data sets that are no longer on the JES
spool to keep in the Historical Inventory. You can specify a value from 0 to
59. A value of 0 means that no messages are kept in the common message
log, and no information is kept in the Historical Inventory.

max-historical-inventory=size=1

Note: Because the common message log and Historical Inventory can contain a large
amount of data, start with a value of 1 (day). Increase the value by 1 (day) if users request
to see more messages or historical information.

7.15 E-mail printers

Infoprint Server e-mail support was added shortly after the z/OS V1R2 release. To customize
this support requires the following changes:

» One or more printer definitions in the Printer Inventory.

» When the e-mail protocol is selected in a printer definition, IP PrintWay uses z/OS UNIX
sendmail to prepare and send e-mails to the recipients listed in the printer definition.
Sendmail is a mail transfer agent provided with zZOS Communications Server that
provides enhanced SMTP support. Sendmail version 8.12.1 runs on z/OS 1.5.

In the sendmail aliases file, you can create alias nhames to represent a list of real e-mail
addresses. When you create an alias, you should specify the user ID that owns the list in
the owner-alias statement. The user ID that owns the list receives notification about
bounced e-mails. If you do not specify the user ID that owns the alias name, sendmail
sends notification of bounced e-mails to the user ID assigned to the IP PrintWay startup
procedure (basic mode) or to the user ID who started the Infoprint Server daemons
(extended mode).

7.15.1 Printer Inventory definitions

You define a printer as an e-mail printer just like a normal printer. In the protocol panel for an
e-mail printer, you specify the e-mail addresses this printer uses to send the file (preferably a
PDF) to the specified users.
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Processing panel

On the Processing panel for the e-mail defined printer, make sure that all potential data
streams are transformed into a PDF stream.

Edit Processing
Command ==>
Printer definition name . EMAIL10 AFP OUtpUt

Send to Print Interface
for transform to PDF

and Associated Filters:

Document code page . .
Printer code page. . . IBM=1047

Print Interface § orted Data Format

Data format: ilter:

/ Line dat afp2pdf.dll %filtsr-options (extend)
/ MO:DCA-P afp2pdf.dil %#ilter-options (extend)
/ PostScript ps2pdf.dllL%filter-options (extend)
I Text aopfilir’so (extend)
/ PCL pcl2pdf.dll %filter-options (extend)
_ PDF (extend)
_ SAP (extend)
_ XML x»ml12pdf . dll %filter-optiong (extend)
_ 0th (extend)

[~

esubmit for filtering

Figure 7-40 Processing panel for e-mail printer EMAIL10

Other Processing panel options
The following panel options are necessary:

>

Y%filter-options causes options that are specified in the filter-options job attribute
(specified, for example, on the 1p command) to be passed to the transform.

The Resubmit for filtering single-valued attribute indicates whether a filter in the filters
attribute is to be used for data sets submitted as batch jobs to IP PrintWay basic mode.
When resubmit-for-filtering=yes is specified, IP PrintWay resubmits batch data sets to
Print Interface. Print Interface calls the filter (if any) associated with the input data format
and then writes the data to a new output data set on the JES spool for subsequent
processing by IP PrintWay.

Note: The Resubmit for filtering option is not required with IP PrintWay extended mode
defined printers.

Protocol panel

The ISPF panel that you use to fill in the Protocol section of an IP PrintWay printer definition is
different for each transmission protocol. You can select one of these transmission protocols
when you add a printer definition: LPR, direct sockets, Internet Printing Protocol (IPP), VTAM,
or e-mail. The e-mail protocol panel for the EMAIL10 printer is shown in Figure 7-41 on
page 181.
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Edit E-mail Protocol
Command ==>

Printer definition name . EMAIL10

To addresses

. . . haimoBus. ibm.com (more)

CC addresses
Lo (more)

BCC addresses
(more)

From name . .
Reply address .

Figure 7-41 E-mail Protocol panel to define printer EMAIL10

7.15.2 E-mail support before z/OS V1R5

In the following example, a batch job is used to send an AFP™ data set to the e-mail address
specified for printer EMAIL10 in the Protocol panel. The following JCL example is used. The
output is in SYSOUT class J, which is selected by an FSA writer in the IP PrintWay FSS
address space.

//
/1l
/!
/!
/1
/l
/1l

ROGERSZ  JOB  (POK,999) ,MSGCLASS=A,NOTIFY=ROGERS
PRINT EXEC PGM=IEBGENER

SYSPRINT DD SYSOUT=A

SYSUT2 DD SYSOUT=J,DEST=EMAILI10

SYSUT1 DD DISP=SHR,DSN=ROGERS.SAPI.LIST3820
SYSIN DD DUMMY

Figure 7-42 JCL batch job submitted to send the output data set to an e-mail address

Figure 7-43 on page 182 shows the flow of the output being delivered to the e-mail address,
as follows:

1.

The batch job is submitted from TSO/E. After executing, the output is now on the JES
spool.

The IP PrintWay FSS address space selects the AFP output from the JES spool.

3. The Printer Inventory is checked for EMAIL10 printer and the Resubmit for filtering option

is detected.

4. The output data set is sent back to the Print Interface for a data stream transform.

5. The Print Interface sends the data set to the Transform Manager for conversion from AFP

to PDF.
The PDF data set is placed back on the JES spool.

Note: The second sysout data set, which Print Interface allocates on the JES spool,
contains the same job name, job ID, and last qualifier of the data set name as the
original sysout data set on the JES spool. Therefore, the operator can use these values
to find the job submitter's data set on the JES spool.

7. The IP PrintWay FSS address space selects the PDF output from the JES spool.

IP PrintWay transmits the PDF via TCP/IP to the e-mail address specified in the Protocol
panel.
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Batch job — Prl‘r;‘tolrlrfgance
AFP output to spool -
2 | (M AFP outputto | (5)
Select Output frpm spool
Chirs | |
. Transform
Printer <a——p(3) [P PrintWay (4) Manager
Inventory )
Resubmit for Convert AFP | (5)
filtering (8) Print PDF joutput output to PDF,

Infoprint Server J
Transforms

AFP printers

PostScript/PCL/PDF printers

Figure 7-43 Flow of a batch job submission output to an e-mail address

Note: IP PrintWay extended mode transforms data without resubmitting data sets to Print
Interface, so the resubmit for filtering option does not apply. IP PrintWay extended mode
ignores the Resubmit for filtering field if it is selected.

7.15.3 E-mail enhancements in z/OS V1iR5

Infoprint Server lets you send output directly to one or more e-mail addresses instead of
printing the output. This support was added on z/OS Version 1 Release 2 of Infoprint Server.
In previous releases, you specified the e-mail addresses in a printer definition. In the z/OS
V1R5 release, you can now also specify the e-mail addresses in the OUTPUT JCL statement
with new parameters. In addition, you can specify these e-mail items in the printer definition in
the Printer Inventory, as shown in Figure 7-41 on page 181. The following specifications are
possible:

» E-mail addresses of the recipients of the e-mail

» File name of the attachment to the e-mail

» Descriptive name or other identifier of the sender of the e-mail
» Blind copy (bcc) recipients of the e-mail

» Copy (cc) recipients of the e-mail

» E-mail address that recipients of the e-mail can reply to

7.15.4 JCL OUTPUT keywords for Infoprint Server e-mail support

JCL has been enhanced to add JCL OUTPUT keywords for Infoprint Server e-mail support.
Also, the PRMODE keyword was added to the PRINTDEV JCL statement.
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The new JCL OUTPUT keywords are added to allow end users to specify parameters to be
used by Infoprint Server when the user wants to send the output as an e-mail attachment
rather than printing it. The keywords added are described in the following section.

MAILTO

to address

Use the MAILTO parameter to specify one or more e-mail address of the
recipients of an e-mail. The syntax is:

MAILTO= {('to address'[,'to address']...)}
{to-address }

Specifies the e-mail addresses of the recipients. You can code up to 32
addresses. Each address can be 1 to 60 EBCDIC text characters. There
is no default for MAILTO.

Example: //0UTDS2  OUTPUT MAILTO=("'sahoo@cbc.com', 'bob@abc.com')

MAILFROM

from address

Use the MAILFROM parameter to specify the descriptive name or other
identifier of the sender of an e-mail. The syntax is:

MAILFROM = {'from address'}
{from-address }

Specifies descriptive name or other identifier of the sender of an e-mail.
The from address can be 1 to 60 EBCDIC text characters.

There is no default for MAILFROM. However, Infoprint Server always
includes userid@domainname to identify the sender. The user ID is the
TSO user ID of the job submitter and domainname is the domain name
where Infoprint Server is running.

Example: //0UTDS2  OUTPUT MAILFROM='sahoo@abc.com'

MAILCC

cc address

Use the MAILCC parameter to specify one or more e-mail addresses of
the copy (cc) recipients of an e-mail. A cc means that other recipients of
the e-mail can see the cc recipient listed. The syntax is:

MAILCC= {('cc address'[,'cc address']...)}
{cc-address }

Specifies the e-mail addresses of the copy (cc) recipients of an e-mail.
You can code up to 32 cc addresses. Each address can be 1 to 60
EBCDIC text characters. There is no default for MAILCC.

Example: //0UTDS2  OUTPUT MAILCC=("'rob@abc.com', smith@abc.com')

MAILBCC

bcc address

Use the MAILBCC parameter to specify one or more e-mail addresses of
the blind copy (bcc) recipients of an e-mail. A bcc means that other
recipients of the e-mail do not see the bcc recipient listed. The syntax is:

MAILBCC= {('bcc address'[,'bcc address']...)}
{bcc-address }

Specifies the e-mail addresses of the blind copy (bcc) recipients of an
e-mail. You can code up to 32 bcc-addresses. Each address can be 1 to
60 EBCDIC text characters. There is no default for MAILBCC.

Example: //0UTDS2  OUTPUT MAILBCC=('rob@abc.com',"'smith@abc.com')
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MAILFILE Use the MAILFILE parameter to specify the file name of the attachment to
an e-mail. The syntax is:

MAILFILE= {'file id'}
{file-id }
file id Specifies the name of a file attached in an e-mail. The file id can be 1 to
60 EBCDIC text characters. As default, Infoprint Server uses the last
qualifier of the data set name as the name of the e-mail attachment.

Example: //0UTDS2  OUTPUT MAILFILE='redbook chapter 1'

REPLYTO Use the REPLYTO parameter to specify the e-mail address to which
recipients of the e-mail can respond. The syntax is:

REPLYTO = {'reply address'}
{reply-address }

reply address Specifies the e-mail address to which recipients of the e-mail can
respond. The reply address can be 1 to 60 EBCDIC text characters.
There is no default for REPLYTO.

Example: //0UTDS2 ~ OUTPUT REPLYTO='sahoo@abc.com'

7.16 NetSpool enhancements

The NetSpool component of Infoprint Server intercepts print data from VTAM applications,
such as CICS and IMS; transforms the data streams to EBCDIC line data, PCL, PDF, or other
formats that the printer accepts; and creates output data sets on the JES2 or JES3 spool. You
can configure NetSpool so that you do not need to change existing VTAM applications. That
is, existing VTAM applications can send print requests to NetSpool in the same manner as
they currently send print requests to SNA network printers.

VTAM applications, such as CICS or IMS, establish communication sessions with NetSpool
printer logical units (LUs) instead of with SNA-network printers. Each NetSpool printer LU
must be defined to VTAM as an application logical-unit (LU). NetSpool runs as a VTAM
application on the same or different z/OS system. NetSpool can process VTAM print requests
sent to different NetSpool printer LUs.

NetSpool can process these types of VTAM data streams:

» SNA character string (SCS) data over an LU type 1 session
» 3270 data over an LU type 3 or LU type 0 session
» A binary data stream over an LU type 0, type 1, or type 3 session

7.16.1 Starting the NetSpool daemon

To start the NetSpool daemon aopnetd shown in Figure 7-44 on page 185, with the aopstart
command, add netd to the values in the start-daemons statement in the aopd.conf
configuration file. By default, only the Printer Inventory Manager and the LPD start. Therefore,
this statement is required to start the NetSpool daemon. The daemon aopnetd controls part
of the NetSpool processing. You can only run one NetSpool daemon, but it can control several
NetSpool started tasks.
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Figure 7-44 NetSpool overview

Starting NetSpool
If you use the NetSpool startup procedure with a member named APIJPJCL in the
SYS1.PROCLIB library, enter the following command:

START APIJPJCL

Note: To stop NetSpool processing, you do not need to stop the NetSpool daemon
(aopnetd). When you stop the NetSpool task, NetSpool processing ends. You can restart
the NetSpool task without restarting the NetSpool daemon.

NetSpool printer LUs

When you start NetSpool, the NetSpool printer LUs that are assigned to the LU classes
specified on the EXEC statement in the NetSpool startup procedure are started. After
NetSpool is started, you might want to start an LU that is assigned to a NetSpool LU class
that has not been started, or to restart an LU that you stopped. To do this, you can use one of
the following methods:

» Infoprint Central panels
» VTAM VARY ACT and LUNAME ADD commands

If you specify a printer LU name in a printer definition after NetSpool is started, NetSpool
automatically tries to start the LU if it is assigned to one of the LU classes that NetSpool has
already started. This means that you do not need to start the LU with the NetSpool ADD
command. However, you must still activate it in VTAM using either Infoprint Central or the
VARY ACT command.
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7.16.2 Using Infoprint Central

The operator can control NetSpool LUs from Infoprint Central, as shown in Figure 7-45, from
the system console, or from extended MCS consoles. For example, the operator can display
the status of NetSpool LUs, stop them, and start them.

The operator can use tools such as SDSF and Infoprint Central to find output data sets that
NetSpool writes to the JES spool. Infoprint Central can display additional status such as
whether the output data sets (called print jobs) completed successfully, were retained due to
failed transmission to LAN printers, or were deleted before printing.

Select Button

=

Work with NetSpool Logical Units ;J
Enter the name of the NetSpool logical unit (LU).

Show only exact matches T

Mame

|sc65pr02
Find | | Clear | | Save

Figure 7-45 Work with NetSpool LUs with Infoprint Central

After entering the LU name, click the Find button to display the LU specified, as shown in
Figure 7-46.

B
e W pacrosemen [
T B
NetSpool Logical Units (1)
.

Sh> e 9 2
3 I |/ Mame Status Session status LU tvpe Printer definition Printer poal definition End of file method Primary LLI LU classes
Buscesproz|Unknown 1azrss 1 4

Figure 7-46 NetSpool LU displayed with Infoprint Central

To get the specified definitions for the LU, select the LU name; Figure 7-47 on page 187 is
displayed.

Restriction: You cannot use Infoprint Central to start, stop, or display the status of
NetSpool LUs if you start more than one NetSpool task. However, you can use Infoprint
Central to perform other functions.
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NetSpool Logical Unit Information
Select an action, or expand a sedion to see information about the NetSpool logical unit.

s

Back to Work with NetSpool Logical Units = Refresh MetSpool Logical Unit (LU} Information

Lastrefresh: Tue Apr 27 16:26:53 EDT 2004
>e

& Properties

Fﬁ
2]

The properties of the MNetSpool logical unit {LU).

MName 3C6E5PRO2
Status Started
Session status Inactive
LU type

Printer definition IAZF3S

Printer pool definition
End of file mathod
Primary LU

LU ¢lasses 1

Figure 7-47 NetSpool LU information panel display

7.16.3 NetSpool default owner

A new attribute has been added to the NetSpool-options panel, shown in Figure 7-48:
“Default owner” for the associated logical unit. This attribute is used if the print data does not
specify an owner. The job owner is used for output data sets created for this NetSpool LU. If
this field is blank, the default job owner is the user ID of the NetSpool daemon AOPNETD.

The Infoprint Server job owner helps you find jobs when you are using z/OS Infoprint Central.
The JES job owner is always the user ID of the NetSpool task. The job owner in this field is
also used as the JES job name if no other owner or job name is specified in the print data.

Note: This Default owner can be printed on jobs’ separator pages.

Edit NetSpool Options
Command ==>

Printer definition name . NS

Formatting . . . . 2 1. Mone 2. Convert to line 3. Convert to PCL
Record size .
RECFM . . . . . 1. VB 2. VvBA 3. VBM

Default owner. . .
Embedded attributes prefix .

Figure 7-48 NetSpool Options panel with new field Default owner
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7.16.4 NetSpool and MVS commands

To control NetSpool printer LUs, you can use the MVS MODIFY (F) command to direct
NetSpool commands to NetSpool. You can also use the MVS STOP command to stop a
NetSpool started task.

To use the NetSpool modify command with the DISPLAY option, issue the following type
commands:

» Specific LU by LUNAME:
F NETSPOOL, DISPLAY LUNAME=SC65PR02
» All LUs that are started:
F NETSPOOL, DISPLAY STARTED
» All LUs that are selected for processing:

F NETSPOOL,DISPLAY SELECTED
API1008I Display of SELECTED LUs.
API1002I LUPRT002 -- LU IS STARTED SESSION=ACTIVE
PRINTERNAME=MYPRINTER LUTYPE=1
PLU=IMS001 EOFRULE=EB.
APT1050I LUPRTO00 -- LU IS PENDING CLOSE.
APTI1002I LUPRTO01 -- LU IS STARTED SESSION=INACTIVE
PRINTERNAME=YOURPRINTER LUTYPE=0
PLU=IMS002 EOFRULE=TIMER.
API1003I LUPRT003 -- LU IS WAITING.

Note: When you use the DISPLAY command with LUNAME, SELECTED, or STARTED, you
see additional information with z/OS V1R5 that can help you diagnose problems with
NetSpool LUs, VTAM definitions, and VTAM application programs. The new fields in the
messages are PRINTERNAME=, SESSION =, LUTYPE=, POOLNAME=, PLU=, and
EOFRULE=

188  z/OS Version 1 Release 5 and Version 1 Release 6 Implementation



z/OS V1R5 ISPF enhancements

This chapter describes the changes made to ISPF for z/OS V1R5. The enhancements are
aimed at improving end-user productivity. The set of functions available to dialog writers is
also broadened.

This chapter covers the following topics:

» Scrollable fields on ISPF panels

» Miscellaneous changes to the ISPF panel processing

» Catalog name in data set list

» MOVE/COPY alias support

» PDS/PDSE member delete by pattern

» PDS/PDSE member list enhancements

» Additional command tables

» System symbolics in temporary data set names

» Configure min and max scroll amounts

» Configuration table identification

» SuperC command output highlighting

» SCLM enhancements

» Other miscellaneous ISPF changes
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8.1 Scrollable fields on ISPF panels

Before this enhancement, the display and input of data in ISPF panels was limited to the
panel field size. With z/OS V1R5, ISPF has been enhanced to support scrollable fields. A
scrollable field can be used when the size of the field defined on the panel is smaller than the
amount of data to be displayed or entered. Defining a field as scrollable provides the ability to
the end-user to display and input a variable larger than the display area that the dialog
variable occupies.

To support this enhancement:

» A new )FIELD panel definition section has been added, providing support for application
developers to define panel fields as scrollable.

» A new EXPAND command is introduced, and LEFT and RIGHT commands are changed
to display the scrollable fields.

» Dialog Tag Language (DTL) includes new tags which support the definition of scrollable
fields.

Note: The support for scrollable fields has been rolled down to z/OS 1.2, 1.3, and 1.4 via
APR OW57368. However, this is limited to enhancing ISPF panel services to add new
keywords and associated logic to define, display, and manipulate scrollable fields. This
does not include the enhancements to DTL to support scrollable fields. Documentation for
this new support is delivered in SISPSAMP member ISPSCRFL. It can be downloaded and
viewed with Adobe Acrobat (PDF).

8.1.1 Defining scrollable fields in ISPF panel services

The )FIELD section of a panel definition specifies what fields, if any, are scrollable fields.
Defining a field as scrollable provides the ability to display and input a variable larger than the
display area that the dialog variable occupies. The LEFT, RIGHT, and EXPAND primary
commands are active when the cursor is positioned within the variable on the display panel.
This enables left and right scrolling and expansion of the variable into a pop-up panel. The
)FIELD section and its parameters are shown in Figure 8-1.

YFIELD
FIELD(field-name) ............ Identify scrollable panel field
[LEN(value|field-name)] ...... Length of displayed variable
[IND(field-name,value)] ...... Left & right scroll indicator
[LIND(field-name,value)] ..... Left scroll indicator
[RIND(field-name,value)] ..... Right scroll indicator
[SIND(field-name,value)] ..... Separator scroll indicator
[LCOL(field-name)] ...evvnnnn. Left column position indicator
[RCOL(field-name)] ...ovvnnnn. Right column position indicator
[SCALE(field-name)] .......... Scale indicator
[SCROLL(value|field-name)] ... Scroll control switch

Figure 8-1 )FIELD section for scrollable fields

The following are brief descriptions of parameters of )FIELD section:
FIELD(field-name) The name of the panel field that is scrollable.
LEN(value | field-name) Length of the displayed variable.

value: Specify a value between 1 and 32 767.
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IND(field-name,value)

LIND(field-name,value)

RIND(field-name,value)

SIND(field-name,value)

field-name: The length dialog variable can be used to specify an
initial length if it contains a value between 1 and 32 767. After the
display, this variable contains the calculated display length.

Calculated display length: The length of the variable is the
maximum value of the default display variable length and the
specified length.

Default: If the LEN parameter is not specified, the field defaults
to the length of the dialog variable, if it exists. For variables
referenced in a )MODEL section, the dialog variable length is the
maximum of all instances on the current display for that variable.

Left and right scroll indicator dialog variable.

field-name: This must refer to a 2 byte scroll indicator dialog
variable that is updated on the panel to indicate whether left
and/or right scrolling can be performed.

value: (Default -+) Specify a 2 byte literal (enclosed in quotes) to
override the default scroll indicator values. Each byte must be
nonblank.

Displays as:
-+ Indicates that you can scroll left and right
- Indicates that you can only scroll left
+ Indicates that you can only scroll right
Left scroll indicator dialog variable.

field-name: This must refer to a 1 byte left scroll indicator dialog
variable that is updated on the panel to indicate whether left
scrolling can be performed.

value: (Default "-") Specify a 1 byte nonblank literal (enclosed in
quotes) to override the default left indicator value.

Displays as:

value: Indicates that you can scroll left

blank: Indicates you are positioned at the start of the field
Right scroll indicator dialog variable.

field-name: This must refer to a 1 byte right scroll indicator dialog
variable that is updated on the panel to indicate whether right
scrolling can be performed.

value: (Default "+") Specify a 1 byte nonblank literal (enclosed in
quotes) to override the default right indicator value.

Displays as:
value: Indicates that you can scroll right
blank: Indicates you are positioned at the end of the field

Separator scroll indicator dialog variable. This field is initialized
with the value repeated for the length of the field on the panel. If
the field is scrollable to the left, the leftmost byte is the value of
the left indicator (default "-"). If the field is right scrollable, the
rightmost byte is the value of the right indicator (default "+").
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LCOL(field-name)

RCOL(field-name)

SCALE(field-name)

SCROLL (valuelfield-name)

field-name: This must refer to a 3 byte scroll indicator dialog
variable that is updated on the panel to indicate whether left
and/or right scrolling can be performed.

value: (Default "<->") Specify a 3 byte literal (enclosed in quotes)
to override the default separator indicator values. The 3 bytes
represent the left scroll indicator, the separator value and the
right scroll indicator respectively. Each byte must be nonblank.

Left column dialog variable - to display current left position.

field-name: This must refer to a dialog variable that is updated
when the field is scrolled to contain the left column value. You
can use this to specify an initial left column position for the
scrollable field. It must be a numeric value greater than or equal
to 1. Values greater than the maximum left column position are
set to the maximum left column position.

Note: Fields with the same left column dialog variable will
scroll simultaneously and will have the same left column value
up to the maximum for each field.

Right column dialog variable - to display current right position.

field-name: This must refer to a dialog variable that is updated
when the field is scrolled to contain the right column value. It is
an output field only. Any pre-existing values are ignored and are
replaced with the current right column value.

Scale indicator dialog variable. This field is initialized with a scale
line reflecting the current columns within the field being
displayed. The variable occupies the display length on the panel
with the value as follows:

mmmetmmeo]lemeo4oon2--o—4----3..and so forth.

field-name: This must refer to the dialog variable that is placed on
the panel in the position at which the scale line is to be initialized.

Scroll control field.
value: OFF - Field is not scrollable
ON - Field is scrollable

field-name: specifies a scroll control dialog variable which you
can set to a value of OFF to turn scrolling off from the application
or from the panel.

Default: If the SCROLL parameter is not specified, the default for
the scroll control is ON.

Note: For details of FIELD section description, refer to chapter 7 in zZOS V1R5.0 ISPF
Dialog Developer’s Guide and Reference, SC34-4821.

Primary commands for scrollable fields

You can move to the left or right or expand the scrollable fields using function keys or primary
commands. The following commands can be used when the cursor is placed within a

scrollable field:

LEFT Scroll left the specified scroll amount.
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RIGHT Scroll right the specified scroll amount.

EXPAND Display the variable in a dynamic area in a pop-up expand window. If the scrollable
field is defined for input, then you are able to update the variable in the expand
window.

The expand panel displays the variable in a scrollable dynamic area. Standard up
and down scrolling is supported. You can display the variable in character and
hexadecimal using the following primary command.

HEX ON/OFF - Turn hexadecimal display on and off. When set, the setting is
remembered for subsequent expand processing.

If a scroll field is found on the current panel, then the scroll amount is honored for up and
down scrolling, where:

PAGE Page is the equivalent of the length of the display field.

DATA Data is the equivalent of the length of the display field minus 1.

HALF  Half is half the length of the display field.

CSR CSR will scroll relative to the cursor position.

You can enter M in the command line to scroll the maximum distance in the left or right
direction. The maximum right position is the field length minus the display length. The

maximum left position is 1. You can also enter a number in the command line to specify the
number of characters to scroll to the left or right.

Example of ISPF panel services with scrollable fields

This example illustrates the scrollable field, the left and right scroll indicators, the left and right
column of the data field in the panel, scrollable field length, scale and the scroll indicator. This
example further illustrates:

» The use of LEFT, RIGHT, and EXPAND commands to manipulate the data in the scrollable
field.

» Use of EXPAND command to display the pop-up panel to manipulate the entire length of
data in EBCDIC or HEX.

Figure 8-2 on page 194, shows the source of an ISPF panel service. The Value field has been
defined as scrollable.

Chapter 8. z/OS V1R5 ISPF enhancements 193



JPANEL KEYLIST(ISRSAB,ISR)
JATTR
| TYPE(OUTPUT) CAPS(OFF) JUST(ASIS )
_ TYPE(INPUT) CAPS(OFF) JUST(ASIS ) FORMAT(MIX)

Gmmmmm—- Left/Right Scroll Panel Example -------
%0PTION ===> Z(CMD

+
+ Field Value
F e =
+ Value : LR1 +
+ Scroll Indicator :|lrlin
+ Left & Right [ 1ril [Trir
+ Left/Right cols :_Lrllf _Trlri
+ Length :_1Irlln
+ Scale :[1rlsc +
+ Separator :1risp +
)INIT
.CURSOR = ZCMD

)FIELD

Field(LR1)

Len(100)

Ind(1rlin,'<>")
Lind(Tril,'<') Rind(Trir,'>")
Lcol(1r11f) Rcol(1rlri)
Len(1rlln)

Scale(Irlsc)

Sind(Trisp)

)END

Figure 8-2 Panel source with scrollable fields

Figure 8-3 displays an initial panel, generated from the ISPF panel source defined in

Figure 8-2.

SCROLL1 Left/Right Scroll Panel Example -------
OPTION ===

Field Value

Value : - | Scrollable field
Scroll Indicator : >

Left & Right : >

Left/Right cols : 1 12

Length : 100

Scale R

Separator Dommmmmmmm e >

Figure 8-3 SCROLL1 panel 1 showing scrollable Value field
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In this panel, the cursor is in col1 of the Value field and only the right scroll indicator (“>”) is
displayed. Left Col. shows 1 and right Col. shows 12. This is because we have defined panel
field size for the Value field as 12. However, we have defined the length of the Value field as
100. In this panel, ASIS, we can input, change, or display data from col1 to col12 of the Value
field without scrolling left or right.

In the initial panel, We enter some data in the Value field and then press the pf11(RIGHT) key
to scroll to the right. Now the values in the panel change as shown in Figure 8-4. In this panel,
both the scroll indicators (“<“and “>”) are displayed. The left Col. shows 13 and the right Col.
shows 24.This means we can input, change, or display data from col13 to col24 of the Value
field.

Thus we can move left and right using the LEFT and RIGHT PF keys in the Value field to input
or change or display the data.

SCROLL1 Left/Right Scroll Panel Example -------

OPTION ===

Field Value

Value : k1 1234 - Scrollable field
Scroll Indicator : <

Left & Right : < >

Left/Right cols : 13 24

Length : 100

Scale R kb bt

Separator D >

Figure 8-4 SCROLL1 Panel 2 showing Value field as scrollable

Keylist ISRSAB has been assigned for this panel in the panel definition source. When the
panel is displayed, we can assign commands to various PF keys in keylist ISRSAB. For
example, we assign the EXPAND command to key PF4. Now, keeping the cursor in the Value
field, if we press the PF4 key, a pop-up panel ISPEXPND displays the entire scrollable field, in
which the cursor is placed. This is shown in Figure 8-5.

LR1+0
ISPEXPND Line 1 of 2
Command ===> Scroll ===> PAGE

abed efgh ijkl 1234

Figure 8-5 Pop-up panel showing the complete length of Value field
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If we want to display the data in HEX, we can enter HEX ON primary command in the pop-up
panel shown in Figure 8-5; now the panel shows the HEX data as shown in Figure 8-6.

LR1+X'0" (0)
ISPEXPND Line 1 of 2
Command ===> Scroll ===> PRGE

abed efgh ijkl 1234
888848888489994FFFF4444444444444444444444444444444444444444444444444444444
12340567809123012340000000000000000000000000000000000000000000000000000000

44444444444444444444444444
0000000000000000000EDD0000

Figure 8-6 Pop-up panel showing the complete length of Value field in HEX

The same pop-up panel that is shown in Figure 8-5 on page 195 is displayed by entering the
EXPAND command in the command line, placing the cursor in the Value field, and pressing
enter. This is shown in Figure 8-7.

SCROLL1 Left/Right Scroll Panel Example -------

OPTION ===> expand <\
| Expand command |

Value : k1 1234 Cursor

Scroll Indicator : <>

Left & Right : < >

Left/Right cols : 13 24
Length : 100

Scale PRSP, V.

Separator Y TSy >

Figure 8-7 Panel showing the entry of EXPAND primary command

The data, which is displayed in the pop-up panel, can easily be manipulated.

Note: Scrollable field support is panel-specific. A subsequent panel display that references
the same variable but does not define it as scrollable may cause data truncation
(depending on the data lengths involved).

8.1.2 DTL support for scrollable fields

The dialog tag language (DTL) is a set of markup language tags that you can use to define
dialog elements. You can use DTL tags in addition to or instead of ISPF methods for defining
panels, messages, and command tables. In addition, when you define a panel using DTL
tags, you can assign a specific keylist to be associated with and displayed on that panel, if
requested by the user.
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The SCRFLD tag defines a field on an application panel as being scrollable. The panel field is
defined using either the DTAFLD or LSTCOL tag. The SCRFLD tag must be nested within

either a DTAFLD or LSTCOL tag.

Using the SCRFLD tag with a DTAFLD or LSTCOL tag causes the conversion utility to format
an entry in the )FIELD section of the generated panel.

The SCRFLD tag and its parameters are shown in Figure 8-8.

<SCRFLD
[DISPLEN=TEN] ttuvrriitiiieiieeeineennnennns
[INDVAR=ind-var] [INDVAL='ind-chars'] .......
[LINDVAR=Tind-var] [LINDVAL='lind-char'] ....
[RINDVAR=rind-var] [RINDVAR='rind-chars'] ...
[SINDVAR=sind-var] [SINDVAL='sind-chars'] ...
[LCOLIND=1col-var] [LCOLDISP=NO|YES] ........
[RCOLIND=rcol-var] [RCOLDISP=NO|YES] ........
[SCALE=SCATE-VAr] +vurrrrneernneenneennnennns
[SCROLL=ON|OFF] tuvvrireiniieeeennananennns
[FLDPOS=BELOW|ABOVE] +.evvvreerenennnnannnnn

</SCRFLD>

Length of variables
Left/Right scroll indicator
Left scroll indicator

Right scroll indicator
Separator scroll indicator
Left column indicator

Right column indicator
Scale indicator

Scroll switch

Scroll indicator position

Figure 8-8 SCRFLD tag for scrollable fields

The following are brief descriptions of parameters of the SCRFLD tag:

DISPLEN=n | %varname

INDVAR=ind-var

INDVAL='ind-chars'
LINDVAR=lind-var

LINDVAL='lind-char"
RINDVAR=rind-var

RINDVAL='rind-char'
SINDVAR=sind-var

SINDVAL-='sind-chars'

LCOLIND=Icol-var

LCOLDISP=NO | YES

RCOLIND=rcol-var

Specifies a length for the variable displayed in the
scrollable field.

Specifies the name of a dialog variable that contains the
left and right scroll indicator.

Overrides the default scroll indicator values of “-” and “+”.

Specifies the name of a dialog variable that contains the
left scroll indicator.

Overrides the default left-scroll indicator value of “-”.

Specifies the name of a dialog variable that contains the
right scroll indicator.

Overrides the default right-scroll indicator value of “+”.

Specifies the name of a dialog variable that contains the
separator scroll indicator.

Overrides the default separator scroll indicator value of
ll<_>”.

Specifies the name of a dialog variable that contains the
value of the left column position for the displayed scrollable
field.

Specifies whether the left column position indicator defined
using the LCOLIND attribute is displayed on the panel.

Specifies the name of a dialog variable that contains the
value of the right column position for the displayed
scrollable field.
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RCOLDISP=NO | YES Specifies whether the right column position indicator
defined using the LCOLIND attribute is displayed on the
panel.

SCROLL=ON I OFF | %varname Specifies whether the field is scrollable or not.

FLDSPOS=BELOW | ABOVE Specifies where the scroll indicator panel fields are
positioned in relation to the heading text for a table display
field defined using the LSTCOL tag.

Figure 8-9 shows a panel source for our example.

<ldoctype dm system>
<varclass name=sampcls type ='char 30'>
<varclass name=statcls type ='char 2'>
<varclass name=zipcls type ='char 5'>
<varclass name=charlcls type ='char 1'>
<varlist>
<vardcl name=name varclass=sampcls>
<vardcl name=addr varclass=sampcls>
<vardcl name=city varclass=sampcls>
<vardcl name=stat varclass=statcls>
<vardcl name=day varclass=charlcls>
<vardcl name=zipc varclass=zipcls>
</varlist>
<panel name=dtlscrlp keylist=key0l depth=24>Residents Details
(SCRFLD Tag with DTAFLD)
<topinst>Enter your name(max 50 chrs) and address(max
80 chrs) and other relevant information.
<area>
<dtacol pmtwidth=12 entwidth=30 deswidth=29 selwidth=30>
<dtafld datavar=name>Name
<dtafldd>Last, First, M.I.
<scrfld displen=50 sindvar=namesi>
<dtafld datavar=addr>Address
<scrfld displen=80 scale=addrsi>
<dtafld datavar=city>City
<dtafld datavar=stat entwidth=2>State
<dtafldd>Use 2-character abbreviation
<dtafld datavar=zipc entwidth=5>Zip code
<divider type=solid gutter=3>
<selfld name=day pmtloc=before>Interest
<choice>MVS
<choice>USS
<choice>CICS
<choice>DB2
<choice>Application
</selfld>
</dtacol>
</area>
<CMDAREA>Enter a command
</panel>

Figure 8-9 DTL source using SCRFLD tag with DTAFLD
Example of using SCRFLD tag with DTAFLD

This example shows a panel to manipulate the Residents Details. The Name and Address
fields have been defined as scrollable fields. The Name field is displayed with a separator
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scroll indicator and the Address field is displayed with a scale indicator. The DTL conversion
utility automatically generates the separator scroll indicator below the Name field and the
scale indicator below the Address field.

Figure 8-10 shows a display of the panel generated from the DTL definition in Figure 8-9 on
page 198. A separator scroll indicator is displayed below the Name scrollable field. A scale
line is displayed below the Address scrollable field.

DTLSCR1P Residents Details (SCRFLD Tag with DTAFLD)
Enter a command ===

Enter your name(max 50 chrs) and address(max 80 chrs) and other relevant
information.

Name . . . . _ Last, First, M.I.
_____________________________ )
Address o agaiia | Scrollable fields |
City . . . .
State . . . __ Use 2-character abbreviation
Zip code . .
Interest . . __ 1. MVS
2. USss
3. CICS
4. DB2
5. Application

Figure 8-10 Panel showing resident details

The name and address fields are scrollable. During data input, change, and display, RIGHT or
LEFT PF keys can be used to scroll the data left or right in the field in which the cursor is
placed. Also, an EXPAND PF key or EXPAND primary command can be used to display and
manipulate the scrollable field in a pop-up panel as described previously, in “Example of ISPF
panel services with scrollable fields” on page 193.

Example of using SCRFLD tag with LSTCOL

When the scrollable field is defined using the LSTCOL tag, the conversion utility automatically
generates, with the column heading, the output fields for any scroll indicators you specify.

This is an example of the DTL panel definition to manipulate appointment data using
scrollable panel. This defines the days field as scrollable.

Figure 8-11 on page 200 shows a panel source for our example.
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200

<ldoctype dm system>
<varclass name=timecls type='char 13'>
<varclass name=vcl type ='char 9'>
<varlist>
<vardcl name=timecol varclass=timecls>
<vardcl name=moncol varclass=vcl>
<vardcl name=tuecol varclass=vcl>
<vardcl name=wedcol varclass=vcl>
<vardcl name=thrcol varclass=vcl>
<vardcl name=fricol varclass=vcl>
</varlist>
<panel name=dtlscr2p keylist=key01>Scheduling Account Visits
(SCRFLD Tag with LSTCOL)
<topinst>Enter the appointment details in the appropriate time slot.
<area>
<1stfld scrollvar=scrlamt scrvhelp=scrhelp>
<lstcol datavar=timecol usage=out colwidth=13>
<lstgrp headline=yes>Appointments
<lstcol datavar=moncol colwidth=9>Monday
<scrfld displen=30 scale=monscl>
<lstcol datavar=tuecol colwidth=9>Tuesday
<scrfld displen=30 scale=tuescl>
<lstcol datavar=wedcol colwidth=9>Wednesday
<scrfld displen=30 scale=wedscl>
<lstcol datavar=thrcol colwidth=9>Thursday
<scrfld displen=30 scale=thrscl>
<lstcol datavar=fricol colwidth=9>Friday
<scrfld displen=30 scale=friscl>
</1stgrp>
</1stfld>
</area>
<cmdarea>
</panel>

Figure 8-11 DTL source using SCRFLD with LSTCOL

Figure 8-12 on page 201 shows the panel generated for the DTL definition in Figure 8-11.
The appointment information for each hour of each working day is displayed in column fields
which are scrollable. A scale indicator is displayed with the heading for each day's column.
The time field is output only, so no value is displayed. The days field is scrollable and has a
length of 30 characters. Keeping the cursor in the Days field, the LEFT or RIGHT PF keys can
be used to scroll the data left or right. Also the EXPAND primary command or PF key can be
used to display and manipulate the data in a pop-up panel as discussed in“Example of ISPF
panel services with scrollable fields” on page 193.
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DTLSCR2P Scheduling Account Visits (SCRFLD Tag with DTACOL)
Command ===> Scroll ===> CSR

Enter the appointment details in the appropriate time slot.

Appointments
Monday Tuesday Wednesday Thursday Friday
————t---=  —=-- +----  ---- +----  ---- +----  ---- +----

1 =
/ /
s nl‘y\‘Scr\ollable fieldS\/

Time field, output o
Not displayed

Figure 8-12 Panel scheduling account visits

Note: For details, refer to chapter 13 of z/0OS ISPF Dialog Tag Language Guide and
Reference, SC34-4824.

8.2 Changes to the ISPF panel processing

The following additional enhancements have been made to ISPF panel processing:
» LENGTH built-in function

variable = LENGTH(field-name)

— The LENGTH built-in function is available for use in panel procedures.

— The LENGTH built-in function can occur on the right side of an assignment statement
to evaluate the length of a dialog variable. The variable length returned is the maximum
value of the actual length of the variable if it exists and the length specified in the
)FIELD section if any.

e Example: 8A = LENGTH(ABC)

The length of dialog variable ABC is stored in &A. If ABC does not exist, zero is
returned.

» UPPER built-in function
variable = UPPER(field-name)
— The UPPER built-in function is available for use in panel procedures.

— The UPPER built-in function can occur on the right side of an assignment statement
and returns the uppercase value of a variable.

e Example: 8A = UPPER(ABC)
The uppercase value of the ABC dialog variable is returned to variable A.

» Support has been added allowing multi-line input fields to be defined in scrollable areas.
This removes the following restriction that applied when defining a scrollable area:

— Fields in the scrollable area or text fields cannot be defined to wrap. A field cannot
extend beyond one line of the area.
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8.3 Catalog name in data set list

The data set list created by ISPF has been enhanced to return the name of the catalog where
the data set is located. This is only applicable when the data set list is built via a catalog
search. A new option has been added to the data set list utility panel (ISPF option 3.4) to
show the catalog name in the data set list.

This provides the end-user with the name of the catalog in which the data set was located.
This is particularly useful when there are duplicate data set names in the Data Set List.

The new shared pool variable ZDLCATNM is available for use by TSO commands, CLISTs,
and REXX execs. This variable stores the catalog name in which the data set is located.

The new parameter CATALOG has been added to the LMDDISP (Data Set List) service. This
controls whether the catalog name is shown in the Total View for the resulting Data Set List
display.

ISPEXEC LMDDISP LISTID(dslist-id)
[VIEW(VOLUME | SPACE |ATTRIB|TOTAL)]
[COMFIRM(YES|NO)]
[PANEL (panel-name)]
[CATALOG(YES|NO)]

Figure 8-13 ISPF LMDDISP service

The new option SAVEC has been added to the OPTION parameter on the LMDLIST (List
Data Sets) service. This option is similar to the SAVE option, but also causes the catalog
name to be written to the output file containing the data set list information.

ISPEXEC LMDLISTLISTID(dslist-id)
[OPTION(LIST|FREE|SAVE|SAVEC)]
[DATASET (dataset-var)]
[STATS(YES|NO)]
[GROUP (group)]

Figure 8-14 ISPF LMDLIST service

8.3.1 Data set list utility panel

The data set list utility panel ISRUDLP has been modified to include an option “Display
Catalog Name” to allow the user to display the name of the catalog where each data set in the
list was located.

The catalog name is shown in the Data Set List display when the Total View option is
selected.

The new Data Set Utility panel is shown in Figure 8-15 on page 203 to display Total View of
data sets “*.*.DTL™".
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Menu RefList RefMode Utilities Help

ISRUDLP Data Set List Utility
Option ===> _
blank Display data set list P Print data set list
¥ Display ¥TOC information PV Print VTOC information

Enter one or both of the parameters below:
Dsname Level . . . #.#%.DTL#
Volume serial

Data set list options

Initial View . . . 4 1. Volume Enter "/" to select option
2. Space { Confirm Data Set Delete
3. Attrib / Confirm Member Delete
4, Total / Include Additional Qualifiers
/ Display Catalog Name

When the data set Jist is displayed, enter either:
"/" on the data fset list command field for the cofimand prompt pop-up,
an ISPF line copmand, the name of a TSO command/ CLIST, or REXX exec, or
"=" to execute/the previous command.

Catalog name
displayed in New Catalog
Total View Name option

Figure 8-15 Panel ISRUDLP showing new option

Panel showing the catalog name

The data sets are listed in the panel shown in Figure 8-16 on page 204. As we can see in this
panel, the catalog name, in which the data set is located, is listed against each data set in the
third line of the data set entry.

Interestingly, as shown in the panel, the data set SAHOO.TEST.DTLMSG is cataloged in two
different catalogs, UCAT.VSBOXO01 and UCAT.VSBOXO09. This enhancement is extremely
helpful to end users in identifying the duplicate data sets and the catalogs in which the data
sets are located. Otherwise, it would be a very time consuming task in determining the
catalogs in which the duplicate data sets are cataloged.
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Menu Options View Utilities Compilers Help

ISRUDSLO Data Sets Matching #.#.DTL=* Row 1 of 4
Command ===> _ Scroll ===> PAGE
Command - Enter "/" to select action Message Yolume
Tracks %  XT Device Dsorg Recfm Lrecl Blksz Created Expires Referred
Catalog
SAHOO. TEMPDTLW.DTLPANG2 SBOXE2
2 50 1 3390 PO FB 160 6080 2004/03/17 ###None##+ 2004/03/17
UCAT. VSBOX01
SAHOO.TEST.DTLMSG SBOXED

10 20 1 3390 PO 80 27920 2004/03/17 #xxNonex** 2004/03/18

SAHOO. TEST.DTLMS SBOX75
2004/03/18

SAHOO. TEST. DTLPNL SBOXEO
10 20 1 3390 PO F 2004/03/18
ucm.vsaoxm\
Catalog Name Duplicate DS

Figure 8-16 Panel ISRUDSLO showing the catalog name

8.4 MOVE/COPY alias support

In ISPF options 3.3, 3.4, and 11, the move/copy facility now includes an option “Process
member aliases.” With this option in effect, the main member and all its aliases are copied.
This option is implemented as an additional keyword ALIAS or NOALIAS on the LMMOVE
and LMCOPY services.

» In the past, the user had to ensure the primary member was copied first, and then the
aliases, in order to maintain the correct alias relationships.

» When using this new support, a number of new rules apply, and a number of previous
restrictions are relaxed.

— Either the primary member or any alias member may be selected to copy the primary
member and all of its aliases. This occurs even if a single member is specified or some
of the members are not displayed in the current member selection list.

— Alias members are copied for both load and non-load data sets as well as for PDS and
PDSE data sets.

— Copying to the same data set is not supported when aliases are automatically
selected. This would result in the from and to member name being the same.

» The new MOVE/COPY alias support is available with the following PDF functions:
— ISPF Option 3.3 (Move/Copy)
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— ISPF Option 3.4 (Data Set Utility) MO and CO line commands

— Mor C line commands from within a member list created from ISPF Option 3.4,
including the Edit (E), View (V), Browse (B), and Member List (M) options

— ISPF Option 11 (Workplace™) M or C commands, or MOVE or COPY actions from the
“File” action bar

» For the PDF MOVE/COPY functions, the panel prompting the user for the target or output
data set has been changed to include the new option “Process member aliases.” Following
is an example of using ISPF option 3.3 to move members from data set
SAHOO.TEST.PANEL. As you can see, panel ISRUMC2B is displayed with the new option
as shown in Figure 8-17.

Menu RefList Utilities Help

ISRUMC2B From SAHOO.TEST.PANEL
Command

Specify "To" Data Set Below

To ISPF Library: Options:
Project Enter "/" to select option
Group Replace like-named members
Type . . . . / Process member aliases

To Other Partitioned or Sequential Data Set:
Data Set Name . . .
Volume Serial . . .

(If not cataloged)

Data Set Password (If password protected)

To Data Set Options:

Sequential Disposition
1 1. Mod
2. 0ld

Pack Option
3 1. Yes

2. No

3. Default

3 1. SCLM

SCLM Setting

2. Non-SCLM
3. As is

New Alias
Processing options

Figure 8-17 Panel ISRUMCZ2B showing new option

8.5 Changes to ISPF services

The new keywords ALIAS and NOALIAS have been added to the ISPF services LMCOPY
and LMMOVE. When ALIAS is specified, the member and all its aliases are copied.

8.5.1 ISPF LMCOPY service

Figure 8-18 on page 206 shows the definition of LMCOPY service with its parameters.
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ISPEXEC LMCOPY FROMID(from-data-id)
[ FROMMEM (from-member-name) ]
TODATAID (to-data-id)
[TOMEM(to-member-name)]
[REPLACE]
[PACK]
[TRUNC]
[LocK]
[SCLMSET(Y|N)]
[ALIAS |NOALIAS]

Figure 8-18 ISPF LMCOPY service

ALIAS option
If the ALIAS option is in effect, LMCOPY automatically processes alias members as follows:

» Either the main member or any alias member may be selected to copy the main member
and all of its aliases. This occurs even if some of the members are not displayed in the
current member selection list.

» Alias members are copied for both load and non-load data sets as well as for PDS and
PDSE data sets.

Copying to the same data set is not supported when aliases are automatically selected
because it would result in the “from” and “to” member names being the same.

NOALIAS option

If the NOALIAS option is in effect, LMCOPY does not copy alias members unless one of the
following is true:

» All members of the data set are selected.

» A member pattern is used and both the main member and the alias member are included
in that pattern.

If the NOALIAS option is in effect, copying an alias member by itself results in a new member
being created, even if the main member has already been copied.

8.5.2 ISPF LMMOVE service

Figure 8-19 shows the definition of the LMMOVE service with its parameters.

ISPEXEC LMMOVE FROMID(from-data-id)
[FROMMEM ( from-member-name) ]
TODATAID (to-data-id)
[TOMEM(to-member-name) ]
[REPLACE]
[PACK]
[TRUNC]
[Lock]
[SCLMSET(Y|N)]
[ALIAS [NOALIAS]

Figure 8-19 ISPF LMMOVE service

206  z/OS Version 1 Release 5 and Version 1 Release 6 Implementation




ALIAS option
If the ALIAS option is in effect, LMMOVE automatically processes alias members as follows:

» Either the main member or any alias member may be selected to move the main member
and all of its aliases. This occurs even if some of the members are not displayed in the
current member selection list.

» Alias members are moved for both load and non-load data sets as well as for PDS and
PDSE data sets.

Moving to the same data set is not supported when aliases are automatically selected
because it would result in the “from” and “t0” member names being the same.

NOALIAS option
If the NOALIAS option is in effect, LMMOVE does not move alias members unless one of the
following is true:

» All members of the data set are selected.
» A member pattern is used and both the main member and the alias member are included
in that pattern.

If the NOALIAS option is in effect, moving an alias member by itself results in a new member
being created, even if the main member has already been moved.

8.6 PDS/PDSE member delete by pattern

Support has been added to allow for the deletion of multiple members of a PDS or PDSE with
a single command, optionally bypassing the member list display.

This support is based on an enhancement by DFSMS to the STOW macro, which allows a
PDS to be reset (that is, delete all members leaving the data set with an empty directory).

This facility is available via the following PDF functions:
» ISPF Option 3.1 (Library Utility) - “D” command
» ISPF Option 3.4 (Data Set Utility) - “D” line command
» ISPF Option 11 (Workplace)
— “D” command
— DELETE — MEMBER actions from the “File” action bar.
LMMDEL (delete a member of a data set) service now supports specification of a member
name pattern with the MEMBER parameter.

» If MEMBER(*) is specified on the LMMDEL service, the associated LMINIT service must
specify ENQ(EXCLU).

Example 1: Delete a group of members using ISPF option 3.1

Here is an example of using ISPF option 3.1 to delete a group of members starting with
characters VS (vs*) in data set SAHOO.TEST.PDS. This is shown in Figure 8-20 on

page 208. If the “Confirm Member Delete” option is selected, it displays another pop-up panel
to confirm the delete. If the “Confirm Member Delete” option is deselected, it deletes all
members matching the pattern without asking the user for confirmation.
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Menu ReflList Utilities

Help

Library Utility

Option ===)<§:)

blank Display member list
C Compress data set
X Print index listing
L Print entire data set

ISPF Library:

I Data set information

S Short data set information
E Edit member

V View member

Enter "/" to select option
Confirm Member Delete

B Browse member
D Delete member
R Rename member
P Print member

Project . . SAHOO Enhanced Member List

Group . . TEST .

Type . PDS

Member . ¥S¥_ (If B, D, E, P, R, V, or blank selected)
New name (If R selected)

Other Partitioned or Sequential Data Set:
Data Set Name .
Volume Serial .

(If not cataloged) Member pattern

Data Set Password (If password protected)

Figure 8-20 Delete a group of members using ISPF option 3.1

Example 2: Delete a group of members using ISPF option 3.4

Here is an example of deleting a group of members starting with character S (s*) using ISPF
option 3.4, in data set SAHOO.TEST.PDS. The line command “d /(s*)” is entered as shown
in Figure 8-21.

Menu Options View Utilities Compilers Help
DSLIST - Data Sets Matching SAHOO.TEST.PDS Row 1 of 1
Command === Scroll ===> PAGE
Command - Enter "/" to select action Message Volume
d (o) swooTESTROS ssoxED

#rnAREREE R R R RR b RR e ettt Engd of Data Set list ##msdmssmdsdmsdiribrrirrirss

Figure 8-21 Delete a group of members using ISPF option 3.4

This displays another panel with the members list matching the pattern s* as shown in
Figure 8-22 on page 209.
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Menu Functions Confirm Utilities Help

DELETE SAHOO0. TEST.PDS Confirm forced on

Command ===)(E:El Scroll ===> PAGE
Name Prompt Size Created Changed ID
SAVERREA 32 2003/07/16 2004/03/17 08:59:14 SAHOO
SHROPT 25 2003/02/17 2004/03/17 08:59:23 SAHOO
SMFLSR 180 2003/03/04 2004/03/17 08:44:25 SAHOO
SMFB4 565 2004/03/17 2004/03/17 08:59:33 SAHOO
SMFB4DOC 42 2004/03/17 2004/03/17 08:59:37 SAHOO
SMFB4J 11 2003/03/02 2004/03/17 08:44:32 SAHOO
SMFB4RLS 277 2003/03/02 2004/03/17 08:44:34 SAHOO
SYSUID 4 2003/07/17 2004/03/17 08:59:42 SAHOO
#xEnds®

Figure 8-22 Confirm delete of group of members

Here the d command is still active. Now you can delete the selected members from the list by
selecting the members with line command s or use primary command “s *” to delete all
selected members. A confirmation panel is returned; once confirmed, the selected members
are deleted. Figure 8-23 shows the effect of primary command “s *” indicating that all the
members selected are deleted.

Menu Functions Confirm Utilities Help
DELETE SAHOO.TEST.PDS Row 00001 of 00008
Command ===> _ Scroll ===> PAGE
Name Prompt Size Created Changed ID
SAVEARER #*Deleted
SHROPT  #Deleted
SMFLSR  #*Deleted
SMFB4 *Deleted
SMFE4DOC *Deleted
SMF64J  #*Deleted
SMFB4RLS #*Deleted
SYSUID  #Deleted
#REnd#es

Figure 8-23 The group of selected members deleted

8.7 PDS/PDSE member list enhancements

ISPF member list has been enhanced to include a new SRCHFOR primary command in the
Data Set List. This allows the users to search the members containing a specific string of
data. Also, a new option is available to set member list scroll behavior in the Settings panel.
This option allows you to control the scroll behavior of the members in the data set.
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8.7.1 SRCHFOR command

210

A SRCHFOR command has been added to member list, allowing a search of members in the
list using SuperC. Under ISPF Data Set List, SRCHFOR is now available as a primary
command.

ISPF invokes the SuperC utility to search the contents of the members in the member list for
the string specified as a parameter on the SRCHFOR command. If the string is found in a
member “*Found” is displayed in the Prompt column.

If no string is supplied with the SRCHFOR command, it displays the MEMBER LIST Srchfor
Options panel, where you can specify search strings and modify options affecting the
SRCHFOR command. An example of issuing the command SRCHFOR ITSO in the member
list of data set SAHOO.TEST.PDS is shown in Figure 8-24.

Menu Functions Confirm Utilities Help /lSRCHFOR command
BROWSE W Row 00001 of 00020
Command ===Xgrchfor itso) Scroll ===> PAGE

Name Prompt Size Created Changed ID
EDITEST2 9 2003/10/20 2004/03/17 08:43:45 SAHOO
IBMZC 124 2003/07/29 2004/03/20 12:18:46 SAHOO
IEBDG 19 2003/03/04 2004/03/17 08:43:49 SAHOO
IEBGENER 18 2003/07/17 2004/03/20 12:19:00 SAHOO
IEBGENR2 12 2003/07/17 2004/03/17 08:43:52 SAHOO
IEBPTPCH 14 2003/07/16 2004/03/17 08:43:53 SAHOO
IEFBR14 12 2003/07/31 2004/03/17 08:43:55 SAHOO
IEFBR14B 20 2003/07/31 2004/03/17 08:43:56 SAHOO
IKJCLIST 13 2003/07/17 2004/03/17 08:43:59 SAHOO
IKJEFTO1 9 2003/07/16 2004/03/17 08:44:00 SAHOO
IKJISPF 52 2003/07/30 2004/03/17 08:44:02 SAHOO
IKJREXX 12 2003/07/29 2004/03/20 12:19:15 SAHOO

Figure 8-24 Use of SRCHFOR command

It displays “*Found” against the members in which the string ITSO is found, as shown in
Figure 8-25 on page 211.
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Menu Functions Confirm Utilities Help /ISORT Prompt command

BROWSE
Command

(/,,_SBHQQ;;EST.PDS
===>» (sort prompt

Name — —Prompt Size
IBMZC  *Found 124
IEBDG 19
1EBGENER GFound 18
TEBGENR2 12
IEBPTPCH 14
IEFBR14 12
IEFBR14B 20
IKJCLIST 13
IKJEFTO1 9
IKJISPF 52
TKJREXX 12
IRXJCL 10
JOBCARD 2
NEWSMF64 652
PANELTST 4
REXXDTL 10
REXXTST @Foun 8

Created
2003/07/29
2003/03/04
2003/07/17
2003/07/17
2003/07/186
2003/07/31
2003/07/31
2003/07/17
2003/07/16
2003/07/30
2003/07/29
2003/07/29
2003/07/186
2003/02/18
2003/07/30
2004/03/17
2003/03/12

Changed

2004/03/20
2004703717
2004/03/20
2004/03/17
2004/03/17
2004/03/17
2004703717
2004703717
2004703717
2004703717
2004/03/20
2004/03/17
2004/03/17
2004/03/17
2004703717
2004703717
2004/03/20

String(s) found
Scroll ===> PAGE
ID
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO
SAHOO

12:
08:
12:
08:
08:
08:
08:
08:
08:
08:
12:
08:
08:
08:
08:
17:
12:

18:
43:
19:
43:
43:
43:
43:
43:
44:
44:
19:
44:
44:
44:
58:
27
19:

46
49
ofo}
52
53
55
56
59
00
02
15
05
06
10
56
46
56

Figure 8-25 List of members found with string ITSO

Now, you can issue the primary command SORT prompt in the command line and the list of
members with message “*Found” in the Prompt column is sorted to the top of the member list.
This is shown in Figure 8-26.

Menu Functions Confirm Utilities Help

BROWSE SAHOO0. TEST.PDS Row 00001 of 00020

Command ===> Scroll ===> PRGE
Name Prompt Size Created Changed ID
IBMZC 124 2003/07/29 2004/03/20 12:18:46 SAHOO
IEBGENER/ #Found 18 2003/07/17 2004/03/20 12:19:00 SAHOO
IKJREXX 12 2003/07/29 2004/03/20 12:19:15 SAHOO
REXXTST 8 2003/03/12 2004/03/20 12:19:56 SAHOO
EDITEST2 9 2003/10/20 2004/03/17 08:43:45 SAHOO
IEBDG 19 2003/03/04 2004/03/17 08:43:49 SAHOO
IEBGENR2 12 2003/07/17 2004/03/17 08:43:52 SAHOO

Figure 8-26 Sorted list of members with *Found message in prompt column

When the SRCHFOR command is issued without any parameter, the panel MEMBER LIST
Srchfor Options is displayed to input the search string. This is shown in Figure 8-27 on

page 212.
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MEMBER LIST Srchfor Options

Command ===>

Enter the END or the CANCEL command to cancel the search.

1
1l
v

You are about to search the members of the data set(s) specified.
Specify search string(s) and options and press ENTER to run the search.

1
1l
v

1
1l
v

1
1l
v

1
1l
v

1
1l
v

Listing DSN:

Select Process Options with /
Mixed Mode
Any case

View output
Save output

Select Output Options with /

Figure 8-27 Panel displayed when SRCHFOR command was issued without any parameter

8.7.2 Scroll behavior

212

A new Option is provided to allow the user to disable member lists from scrolling to the first
member selected for processing. The new option is available on the ISPF Settings panel. The
setting of this option is reflected in the value of dialog variable ZSCRML. When the option is
deselected, member lists will NOT scroll to the first member selected for processing.

The ISPF configuration table can be used to set an initial default value for this option. The

new option is shown in Figure 8-28 on page 213.
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Log/List Function keys (Colors Environ Workstation Identifier Help

ISPF Settings

Command ===> _
More: +

Options Print Graphics

Enter "/" to select option Family printer type 2

_ Command line at bottom Device name .

/ Panel display CUR mode Aspect ratio . B

/ Long message in pop-up

_ Tab to action bar choices

_ Tab to point-and-shoot fields General

/ Restore TEST/TRACE options Input field pad . . B

_ Session Manager mode Command delimiter .

/ Jump from leader dots

_ Edit PRINTDS Command

/ Always show split line

_ Enable EURO sign

/ Scroll member list - NEW OPTION
Terminal Characteristics

Screen format 2 1. Data 2. Std 3. Max 4. Part

Terminal Type 3 1. 3277 2. 3277A 3. 3278 4, 3278A

Figure 8-28 New option in settings panel

With the “Scroll member list” option selected, the last selected member is scrolled to become
the top member in the list after the user exits the member. This behavior was introduced into
ISPF for OS/390 2.10. This is shown in Figure 8-29.

Menu Functions Confirm Utilities Help

BROWSE SAHO0.TEST.PDS Row 00017 of 00020

Command ===> _ Scroll ===> PAGE
Name Prompt Size Created Changed 1D
REXXDTL #*Browsed 10 2004/03/717 2004/03/17 17:27:46 SAHOO
REXXTST 8 2003/03/12 2004/03/20 12:19:56 SAHOO
REXXTST2 6 2003/07/29 2004/03/17 08:59:06 SAHOO
REXXTST3 5 2003/07/29 2004/03/17 08:59:09 SAHOO
*xEnd**

Figure 8-29 Scroll member list selected

When the “Scroll member list” option is deselected, the member list does not scroll, as shown

in Figure 8-30 on page 214.
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Menu Functions Confirm Utilities Help

BROWSE SAHO0.TEST.PDS Row 00001 of 00020

Command ===> Scroll ===> PAGE
Name Prompt Size Created Changed ID
EDITEST2 9 2003/10/20 2004/03/17 08:43:45 SAHOO
IBMZC 124 2003/07/29 2004/03/20 12:18:46 SAHOO
IEBDG 19 2003/03/04 2004/03/17 08:43:49 SAHOO

_ IEBGENER *Browsed 18 2003/07/17 2004/03/20 12:19:00 SAHOO
TEBGENR2 12 2003/07/17 2004/03/17 08:43:52 SAHOO
IEBPTPCH 14 2003/07/16 2004/03/17 08:43:53 SAHOO
IEFBR14 12 2003/07/31 2004/03/17 08:43:55 SAHOO

Figure 8-30 Scroll member list deselected - single member selected

With the “Scroll member list” option deselected, the scroll behavior depends on the number of
members selected for the operation before you press Enter.

» If only single selections are allowed and the selection is contained in the last screen
displayed before the Enter key was pressed, the member list is not scrolled and the cursor
is positioned in front of the selected member.

214

» If only single selections are allowed and the selection is not contained in the last screen
displayed before the Enter key was pressed, the member list is redisplayed with the last
screen containing the selected member displayed at the top and the cursor positioned in

front of the selected member.

» If multiple selections are allowed and the last selected member is contained in the last
screen displayed before the Enter key was pressed, the member list is not scrolled and the
cursor is positioned in front of the last selected member. This is shown in Figure 8-31 on

page 214.

» If multiple selections are allowed and the last selection is not contained in the last screen
displayed before the Enter key was pressed, the member list is redisplayed with the last
selected member scrolled to the top and the cursor is positioned in front of the last

selected member.

Menu Functions Confirm Utilities Help

BROWSE SAHOO.TEST.PDS Row 00001 of 00020

Command ===> Scroll ===> CSR_
Name Prompt Size Created Changed ID
EDITEST2 9 2003/10/20 2004/03/17 08:43:45 SAHOO
IBMZC 124 2003/07/29 2004/03/20 12:18:46 SRHOO
IEBDG 19 2003/03/04 2004/03/17 08:43:49 SAHOO
IEBGENER #Browsed 18 2003/07/17 2004/03/20 12:19:00 SAHOO
IEBGENR2 #Browsed 12 2003/07/17 2004/03/17 08:43:52 SAHOO
IEBPTPCH #Browsed 14 2003/07/16 2004/03/17 08:43:53 SAHOO
IEFBR14 #Browsed 12 2003/07/31 2004/03/17 08:43:55 SAHOO
IEFBR14B *Browsed 20 2003/07/31 2004/03/17 08:43:56 SAHOO

_ IKJCLIST #Browsed 13 2003/07/17 2004/03/17 08:43:59 SAHOO
IKJEFTO1 9 2003/07/16 2004/03/17 08:44:00 SAHOO
IKJISPF 52 2003/07/30 2004/03/17 08:44:02 SAHOO

Figure 8-31 Scroll member list deselected - multiple members selected
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8.8 Additional command tables

The Command Table Utility is used to create or change application command tables. A
command table contains the specification of general commands that can be entered from any
panel during the execution of an application. Command tables are identified by application ID,
and are maintained in the ISPF table input library.

The number of both USER and site command tables has been increased from 1 to 3. This
provides greater flexibility, especially for customers operating in a sysplex environment.
Separate command tables can be defined for individual systems in the sysplex. This pop-up
panel is displayed using ISPF option 3.9 and is shown in Figure 8-32.

Menu Help
- Commands
I ISPUCHA Command Table Utility
0 | Command ===> __
1 Specifications Command table search order
Application ID . . PDF_ Application table . : PDF
2 Enter "/" to select option User table 1 :
Show description field User table 2
3 User table 3 .
4 Site table 1 .
Site table 2
3 Site table 3 :
6 System table : ISP
7
8 | If no application ID is specified, the current application ID will be
9 | used. The name of the command table to be processed is formed by
1 | prefixing the application id to the string 'CMDS'. For example:
1 | Application ID . . TST results in a command table name of 'TSTCMDS'.
1
1
1

Figure 8-32 Command table utility

» In order to support up to 3 user and 3 site command tables, the Configuration Table
keywords APPLID_FOR_USER_COMMAND_TABLE and
APPLID_FOR_SITE_COMMAND_TABLE now allow up to 3 applid values to be specified.
For example:

APPLID_FOR_USER_COMMAND_TABLE = (usrl[,usr2{,usr3]])
APPLID_FOR_SITE_COMMAND_TABLE = (sitl[,sit2{,sit3]])

» To provide added flexibility in a sysplex environment, an applid value can be based upon
the current system name stored in ISPF dialog variable ZSYSID using the special format:

*,*m or *m:n
where “m” and “n” are the start and end positions within the 8 character system name.

For example, if ZSYSID = APSY1Z0S and APPLID FOR SITE COMMAND TABLE = (*3:5)
then Site command table 1 = SY1CMDS.

» Since the system name can be up to 8 characters, m and n are the start and end positions
within the system name used to determine the application ID for the user command table.
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» The values for m and n must be in the range 1 to 8, with m less than or equal to n and the
difference in the values being no more than 3. The default value for mis 1, and n is m+3, to
a maximum value of 8.

» The ISPF Configuration Utility ISPCCONF has been updated to support these new

options.

» The user and site command table applid values are stored in the following ISPF system

variables:

ZUCTPREF
ZUCTPRE2
ZUCTPRE3
ZSCTPREF
ZSCTPRE2
ZSCTPRE3

First user command table prefix
Second user command table prefix
Third user command table prefix
First site command table prefix
Second site command table prefix
Third site command table prefix

» The values that can be specified for the SITE_COMMAND_TABLE_SEARCH
ORDER_SETTING keyword continue to be BEFORE and AFTER.

— When BEFORE is specified the command table search order is:

i. Application
ii. User(1to3)
iii. Site (1to 3)

iv. System

— When AFTER is specified the command table search order is:

i. Application
ii. User(1to3)

iii. System

iv. Site (1103

8.8.1 System symbolics in temporary data set names

To allow the same user ID to log on to multiple systems in a sysplex environment, ISPF now
supports an additional qualifier in the names used for the temporary log, list, and control data

sets.

This new qualifier can be derived from the values in system symbolic variables (&SYSNAME).

This additional qualifier is appended to the ISPF log, list, and temporary control data set
names. The qualifier comes after the ISPF assigned prefix, but before the suffix area. If Exit
16 is active, this qualifier is part of the 26-byte prefix area passed to the exit.

The new qualifier is defined using the ISPF Configuration Table option
ISPF_TEMPORARY_DATA_SET_QUALIFIER. The valid values for this option can be any of

the following:

» NONE (default - no qualifier).

» A valid data set qualifier, comprising 1 to 8 alphanumeric characters, the first being
alphabetic (not numeric).

» A string containing 1 or more system symbolic variables. The string may be up to 24
characters in length, but when resolved is truncated to 8 characters. Other characters may
be included between the symbolic variables, providing they are alphanumeric characters,
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and the first character is always non-numeric. The use of any of the date and time symbols
would require an alphabetic character before the symbol name to ensure a valid qualifier.

The ISPF Configuration Utility ISPCCONF has been updated to support this new option.

8.9 Configure min and max scroll amounts

ISPF now allows sites to configure the minimum and maximum values that can be set by
users for the scroll amount.

ISPF issues an error message if a user specifies a scroll amount outside the bounds of the
minimum and maximum scroll amount values configured for the system.

This was done to help avoid “frozen” screen problems, when the user had accidently set the
panel scroll amount to 0 and then saw no change on the screen when they entered a scroll
command (UP, DOWN, LEFT, or RIGHT). Configuring a minimum scroll amount of 1 would
avoid this type of problem.

The minimum scroll amount value is stored in ISPF system dialog variable ZXSMIN. The
minimum scroll amount keyword is SCROLL_MIN and the default value is 0.

The maximum scroll amount value is stored in ISPF system dialog variable ZXSMAX.The
maximum scroll amount keyword is SCROLL_MAX and the default value is 9999.

The ISPF configuration utility ISPCCONF has been updated to support these new option.

8.10 Configuration table identification

The ISPF Configuration Table is a load module which is assembled from information stored in
a keyword source file. This enhancement allows a user to identify the configuration table they
are currently running with, the source file it was assembled from, and when it was assembled.

The information identifying the configuration table is stored in the table. ISPF also places this
information in system dialog variables in the SHARED pool. The identification information is
stored in the following ISPF system dialog variables:

ZCFGMOD Configuration table module name

ZCFGLVL Configuration table level

ZCFGKSRC Keyword source data set and member name
ZCFGCMPD Compile date in the form YYYY/MM/DD
ZCFCMPT Compile time in the form HH.MM

The configuration table identification information is written to the trace data set generated by
the ISPVCALL diagnostic utility.

Table id............ ISPCFIGU Table level id...... 480R8001
Keyword Source...... VANDYKE .CONFIG.TABLE (OSDEV)
Compile date...... 20030707 Compile time...... 13.47

Figure 8-33 ISPVCALL trace
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The configuration table identification information can be displayed by the ISPF configuration
utility ISPCCONF (command TS0 ISPCCONF) as shown in Figure 8-34.

ISPF Configuration Utility
Option ===>

Create/Modify Settings and Regenerate Keyword File
Edit Keyword File Configuration Table

Verify Keyword Table Contents

Build Configuration Table Load Module

Convert Assembler Configuration Table to Keyword File
Build SMP/E USERMOD

L=l &1 NN VRN S

Keyword File Data Set
Data Set
Member .

Configuration Table Assembler Source Data Set
Data Set
Member .

OQutput File Content for Keyword File

2 1. Include only non-default values Configuration table
2. Include defaults as comments identification
3. Include all values

Current Configuration Table
Keyword File : not available
Identifier . : ISPCFIGU Level . . . : 480R8001
Compile Date : 2003/04/04 Compile Time :

Figure 8-34 ISPF configuration utility

8.11 SuperC command output highlighting

218

The ISPF Edit HILITE command and macro have been enhanced to highlight various

elements of the listing generated by the SuperC utility.

An example of SuperC listing with the HILITE OFF command issued and the output is shown

in Figure 8-35 on page 219.
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File Edit Edit_Settings Menu [tilities Compilers Test Help

YIEU SAHO0. SUPERC.LIST Colunns BORAL AE124
Command === scroll === s
[E2ETi Top of Data

peEEeL 1 ISRSUPC - MYS/POF FILE/LIME/NORD/BYTE/SFOR COMPARE UTILITY- ISPF FOR z/03 2004/03/20 13,48 PAGE 1
UOBAZ  NEW: SAHOD.TEST.JCLLIEBGENER) OLD: SAHOD. TEST.PDS(LEBRENER)

BRBOA3

dejeiofet LISTING OUTPUT SECTION (LINE COMPARE)

oo

[BRERAG 10 SOURCE LTHES TYPE LEN N-LM¢ D-LN4

BRBOAT | e e e o i St

ujoiofets HAT= 4

BRERAY D - //+TTS0 AEPA4183 DEL= 1 BOAES BOAOS

BRBO1A HAT= 13

BRER1L 1 ISRSUPC - MYS/POF FILE/LIME/UORD/BYTE/SFOR COMPARE UTILITY- ISPF FOR z/0S 2004/03/20 13.48  PAGE ?
[BREB12  NEW: SAHO0.TEST.JCLTEBRENER] 0L0: SAHOO. TEST.PDS(IEBGENER)

BRBOT3

Ieee14 LINE COHPARE SUHMARY AND STATISTICS

ooy

BRB01H 17 NUMBER OF LTNE HATCHES 1 TOTAL CHANGES (PATRED+NOMPRIRED CHNR)

peeeL? [ REFORMATTED LINES 0 PAIRED CHANGES (REFM+PAIRED INS/DEL)

ook [ NEW FILE LINE INSERTIONS [ NON-PAIRED INSERTS

BRBE1Y 1 OLD FILE LTNE DELETTONS 1 NON-PATRED DELETES

BRBE20 17 NEW FILE LINES PROCESSED

IenzL 18 OLD FILE LINES PROCESSED

BRRR22

Figure 8-35 SuperC output with HILITE OFF

Now, we issue the command HILITE ON and the display output changes as shown in
Figure 8-36.

File Edit Edit_Settings fienu Utilities Compilers Test Help

YIEN SAHON. SUPERC.LIST Columns BANET BA124
Command ===» Scroll ===» CSR
kb Top of Data

QUEaNy 1 ISRSUPC - HWS/POF FILE/LINEAWORD/BYTE/SFOR COMPARE UTILITY- ISPF FOR 2/0% 2004/03/20 13.48  PHGE 1
[EB0A2  KEW: SRHOO.TEST.JCLCIEBGENER) [LD: SAHON. TEST.PDS(IEBGENER]

aueEnn3

NuEAR4 LISTING OUTPUT SECTION [LINE COMPARE)

fERAAS

AUEAEE  I0 SOURCE LINES TYRE  LEN H-LM# O-LN#

MARAET + 1 t ? ; 3 + d----4 5 ; i + 7 t i

AueEana fHAT= 4

DUEeNy 0 - /41750 DUEA4103 DEL= 1 BEAES BEAES

AueEnLe fHAT=" 13

BUEALY 1 ISRSUPC - HWS/POF FILEZLINEAWORDABYTE/SFOR COMPARE UTILITY- ISPF FOR z/05 2004/03/20 13,48 PAGE ?
[EE012  KEW: SAHOO. TEST.JCL(IEBGENER) (LD: SAHON. TEST.POS(IEBGENER)

fERAL3

AuEaL4 LINE COMPARE SUMMARY AMD STATISTICS

AueEaLs

AUEALh 17 WUMBER OF LIME MATCHES 1 TOTAL CHANGES (PAIRED+HONPAIRED CHNG)

auenL? 0 REFORMATTED LIMES B PAIRED CHANGES (REFM+PALRED INS/DEL)

fHRA1A [ HEW FILE LIHE INSERTIONS 0 NON-PRIRED TNSERTS

fERA1g 1 OLD FILE LTHE DELETIONS 1 NON-PRIRED DELETES

lofofaled 17 NEW FILE LTNES PROCESSED

AuEnz1 10 0LD FILE LIMES PROCESSED

AueEnz2

Figure 8-36 SuperC output with HILITE ON

8.12 SCLM enhancements

Software Configuration and Library Manager (SCLM) is used to create, control, maintain, and
track software components for a project. SCLM runs in the user’s address space and there is
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no started task. The SCLM project database consists of a series of related ISPF libraries
(partitioned data sets). These contain source and non-source software components. SCLM
project definition and control information is contained in an assembled and linked
PROJECTDEFS data set. SCLM project cross-reference and accounting data sets are VSAM
clusters.

The ISPF SCLM component in z/OS V1R5 contains the following new functions.

8.12.1 Member description

220

SCLM has been enhanced to allow a description to be entered for members within an SCLM
project.

While editing the member the SPROF edit macro is used; this provides the facility to enter
member description.

SCLM edit profile now allows a description to be entered for the member name as shown in
Figure 8-37. Use option 2 from the SCLM primary option menu to display this panel.

Menu SCLM Utilities Help

SCLM Edit Profile
Command ===>

SCLM Library: ITSO.DEV1.SOURCE
Member: TESTZ2

Press the Enter key with the language field blank to view a list of
valid languages or enter the desired values and press Enter.

Enter the Cancel command to exit with no change.

Language . . . . HLAS
Change code . . (Use "=" to retrieve last entry]
Description . . This is test program for our use

SPROF edit macro now
allows a description to be
entered for a member

Figure 8-37 SCLM edit profile

The SCLM Library Utility panel has been changed to add a new option “Show Member
Description” as shown in Figure 8-38 on page 221. Use option 3.1 in the SCLM main panel to
display this panel.
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Menu SCLM Utilities Help

SCLM Library Utility - Entry Panel Work completed
Option ===>

Edit member

View member

Build member

Promote member

Update authorization code

blank Display member list
A Browse accounting record
M Browse build map
B Browse member
D Delete member, acct, bmap

C o OoO=m

SCLM Library:

Project . : ITSO

Group . . . DEV¥1

Type . . . . SOURCE

Member . . . TEST2 (Blank or pattern for member selection list)
Select and rank member list data . . TAM (T=TEXT, A=ACCT, M=BMAP)

Enter "/" to select option

/ Hierarchy view Process . . 3 1. Execute

/ Confirm delete 2. Submit

/ View processing options for Edit 3. View options
/ Show Member Description

SCLM Library Utility has a
new option to display the
member description

Figure 8-38 SCLM Library Utility - Entry Panel

An example of the resulting panel when member list with option “Show Member Description”
deselected is shown in Figure 8-39.

Menu SCLM Functions Utilities Help

Member List : ITSO.DEV1.SOURCE - HIERARCHY VIEW - Member 7 of 9
Command ===> _ Scroll ===> CSR
A=Account M=Map B=Brouse D=Delete E=Edit
V=View C=Build P=Promote U=Update

Member  Status Text Chg Date Chg Time Account Bld Map
_ TEST1 DEV1 2004/03/20 14:20:30 DEV1
_ TEST2 DEV1 2004/03/20 14:26:21  DEV1

X¥X DEV1 2004/03/20 14:18:12 DEV1

ERERRRRRREERREk bkt e ekke: Bottom of data wkewkkkkkkkkbbReRRRRRREERRRR KR KR

Figure 8-39 Member list with option Show Member Description deselected

A display of the member list with option “Show Member Description” selected is shown in
Figure 8-40 on page 222.
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Menu SCLM Functions Utilities Help
Member List : ITSO.DEV1.SOURCE - HIERARCHY VIEW - Member 7 of 9
Command ===> _ Scroll ===> CSR
A=Account M=Map B=Brouse D=Delete E=Edit
Y=View C=Build P=Promote U=Update
Member  Status Text Chg Date Chg Time  Account Bld Map
_ TEST1 DEV1 2004/03/20 14:20:30 DEV1
This is a test program for my use—s Member
_ TEST2 DEV1 2004/03/20 14:26:21  DEV Description
This is test program for our use
_ XXX DEV1 2004/03/20 14:18:12 DEV1
XXX
kRkkRERRERRER Rk Rk Rk kkwknk Bottom of data weektrrEkkrkrErirrkrRtRtkREkrtss

Figure 8-40 Member list with option Show Member Description selected

8.12.2 Project information API

The new API SCLMINFO enables user applications to obtain information about the project
currently being processed within SCLM.

Syntax: FLMCMD SCLMINFO, project, [prj_def]

Where:
project Project name
prj_def Project definition name

This returns information in the following ISPF dialog variables:

ZSCIPROJ Project

ZSCIPDEF Alternate project

ZSCIGRP List of all the groups specified for the project
ZSCITYPE List of all the types specified for the project
ZSCILANG List of all the languages specified for the project
ZSCISVER SCLM version ID for the project

ZSCITMST Timestamp (date and time the project was generated)

8.12.3 SCLM audit version utility

The audit and version utility enables you to audit SCLM operations on SCLM-controlled
members and create versions of editable members. Using the audit and version utility, you
can view the audit information for a member and retrieve a version to a sequential data set not
controlled by SCLM, to a partitioned data set not controlled by SCLM, or to a
SCLM-controlled development group. This utility also enables you to delete audit and version
information from the database.
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The audit and version utility now allows a wildcard to be entered in the Type field. This
enhancement is in line with the SCLM Library Edit and View processes.

8.12.4 Help for “Member in use” in SCLM edit

During SCLM edit session, if a member is being used by another process, additional panels
are presented showing exactly which other users have ENQs on the member in question.
Figure 8-41 shows that the data set ITSO.DEV1.SOURCE(TEST2) is currently used by user
SAHOO.

Data Set Contention
Command ===> _

More: +
Data set "ITSO0.DEV1.SOURCE(TEST2)'
is in use by the following 1 user(s) and/or job(s):

Figure 8-41 Panel showing member use by other process

8.13 Other miscellaneous ISPF changes
There are some miscellaneous changes implemented in z/OS V1R5 ISPF. They are as
follows:
» Changes to translation table
» Changes to EXIT 11
» HFS command support from data set utility
» Remove obsolete command from ISPTCM
» New variable @ @ FLMCAA

8.13.1 Changes to translation tables

Changes have been done to translation tables for terminal types, including:
» New Greek translation table and associated terminal type 3278GR.

» New TEXT translation table and associated terminal type DEU78T with support for the
Euro sign.

» English/Swiss translation table changed to allow for uppercase translations of German
umlaut.

Figure 8-42 on page 224 shows the ISPF Settings panel with the new translation tables.
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Session Manager mode
Jump from leader dots
Edit PRINTDS Command

I~ 1

Command delimiter . ;

Log/List Function keys Colors Environ MWorkstation Identifier Help
ISPISMMN ISPF Settings
Command ===> _
More:

£ Rlways shou split line New translation tables

_ Enable EURO sign

_ Scroll member list

Terminal Characteristics

Screen format 3 1. Data 2. Std 3. Max 4. Part

Terminal Type 3 1. 3277 2. 3277A 3. 3278 4. 3278A
5. 3290A 8. 3278T 7. 3278CF 8. 3277KN
9. 3278KN 10. 3278AR . 3278CY . 3278HN
13. 3278HO 14. 3278IS 15. 3278L2 . BE183
17. BE180 18. 3278T 19. 3278CU . DEU78
21. DEU78A 22. DEUT78 23. DEUSOAR . SW11B
25. SW131 26. SW500 27. 3278GR 28. 3278L1

Figure 8-42 ISPF settings panel

8.13.2 Exit 11

The ISPF installation-wide exit 11 (Logical Screen End) helps to gather accounting and
monitoring information for each ISPF logical screen. It gives control for both normal and
abnormal termination of logical screens. This exit has been enhanced to now supply the next
logical screen to be displayed. This enhancement implements the SUG APAR OW49665.

8.13.3 HFS command support from data set list utility

An HFS command can now be issued as a line command against data sets displayed in the
data set list (Option 3.4). This enhancements implements FIN APAR OW51425. Figure 8-43
shows a sample of issuing the oput command against a data set under ISPF Option 3.4

Menu Options V¥iew Utilities Compilers Help
DSLIST - Data Sets Matching SHHOO.TESW HFS line command Row 1 of 1
Command === Scroll ===> PAGE
Command - Enter "/" to select”action Message Volume
oput / lars/mpltesioat’ s SBOXED.

kb ke kkkhknkkt bkt End of Data Set list wddsdmkmmbbddihbbbbdbbhbnkttn

Figure 8-43 Issue HFS command under ISPF option 3.4
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8.13.4 Remove obsolete commands from ISPTCM

As of APAR OY23474, IDCAMS CHKLIST and CKLST commands were removed. However,
the TSO command table, ISPTCM, still contains entries for these two commands.

The obsolete IDCAMS commands CHKLIST and CKLST have been removed from the ISPF
TSO command table (ISPTCM) in z/OS V1R5. This enhancement implements FIN APAR
OW51634.

8.13.5 Variable @ @FLMCAA

A currently entered change code is not available, via any SCLM variable, at the parse phase
of the translator. It is required by some users to use the entered change code during
processes initiated during the parse phase, rather than after the member has been saved.

A new variable, @ @ FLMCAA, has been added which contains the current change code
during the parse phase.
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z/OS V1R5 Workload Manager
(WLM)

The workload manager component of z/OS provides a solu